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UNIVERSITY OF TRENTO

Abstract
Doctoral School in Materials, Mechatronics and Systems Engineering

Department of Industrial Engineering

Doctor of Philosophy

Memristor-Based Computing Architecture with Advanced Signal
Processing Capabilities

by Olufemi Akindele Olumodeji

Memristor-based computing architecture with advanced signal processing capabilities in-
vestigates analogue applications of memristors, particularly in image processing, com-
bining them with conventional electronic circuitry.

The concept of memristor (short for memory resistor) was first theorised in 1971 by
Prof. Chua while reasoning on the theoretical grounds of of the symmetry of equations
governing the fundamental passive circuit theory.

This thesis can be split into two parts as follows: i) Memristor Device, Modelling,
Characterisation and Programming and ii) Memristor Circuit Applications. In the first
part, an overview of the theory of memristors which gives an introductory background is
discussed alongside the device modelling to fit experimental data. Electrical characteri-
sation was carried out on fabricated memristors to validate the fundamental fingerprint
of these devices and finally, the different programming techniques, particularly the pulse-
based technique which was widely used in this work, was exhaustively treated.

In terms of applications, starting from a novel memristor-based light to resistance
encoder, a more complex architecture based on adaptive background subtraction for
scene interpretation used for the analyses of motion and its association to a particular
object in the scene is treated in this work. Throughout this thesis, the intention of
an overview on the application of memristors in image processing algorithm is empha-
sised and the last chapter discusses a neural network architecture based on memristors.
The intended neural network architecture was trained to perform colour classification
targeting applications based on gesture detection.

In essence, Memristor-based computing architecture with advanced signal processing
capabilities gives an insight into the advantages to come having an hybrid system of
standard CMOS image processing techniques with memristive devices particularly in
computation-intensive applications requiring high speed and massive parallel signal pro-
cessing. Typically the realisation of such powerful and dense networks in an integrated
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circuit with acceptable size which is not resource hungry by using the commonly encoun-
tered elements and conventional CMOS technology is becoming increasingly difficult to
achieve. Computing architectures based on memristors present the advantages that could
help overcome the limitations of an overall implementation with conventional electronic
elements.
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Chapter 1

Introduction

This thesis reports the research path I followed during the course of the 29th cycle of the
PhD program of the Doctoral School of Materials, Mechatronics and Systems Engineering
(DRMMSE) at the University of Trento between January 2014 and December 2016.

As we will see in this thesis, Memristor-based computing architecture investigated
analogue applications of memristors combining them with conventional electronic cir-
cuitry. The non-volatility and the relatively nanoscale sizes of memristors have been
taken advantage of to proffer solutions to some analogue applications that requires non-
volatile storage, therefore enabling improvements to architectures which are difficult to
realise and are area and power hungry with conventional CMOS circuitry.

Starting from memristor device fabrication, characterisation and modelling, this work
analysed the various techniques of programming memristors all in the aim of using them
in programmable analogue circuits. Particularly, the direction this work follows is in
the applications of memristor in image processing with a target application in motion
and gesture recognition. As we will see in this work, memristor-based computing will be
advantageous in large-scale, highly parallel mixed-mode processing architectures.

My research was carried out in the Integrated Radiation and Image Sensors (IRIS)
Unit of the Fondazione Bruno Kessler (FBK) under the supervision of Dr. Massimo
Gottardi. The research I present in this thesis was carried out under the framework of
the MaDEleNA ("Developing and Studying novel intelligent nanoMaterials and Devices
towards Adaptive Electronics and Neuroscience Applications") project financed by the
Provincia Autonoma di Trento (I), Call Grandi Progetti 2012.

1.1 Motivation

The limitations imposed by power consumption, the end of Dennard scaling theory
(describing consistent improvements in transistor density, cost performance and power)
and high variability in nanoscale technology are very significant problems with respect
to Moore’s Law. Even if few concepts in our time have had as much influence on the
economy in the last 60 years, it is now very clear that we are approaching the end of the
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exponential growth with the computer performance doubling every two years. By current
estimates the 5 nm technology is projected to be reached by semiconductor companies
in the 2020 time frame. This roadmap has been based on the continuing extension
of CMOS technology for at least 25 years, but this roadmap does not guarantee any
more that silicon-based CMOS will extend beyond. On the other hand, a new electronic
component, the memristor, has been physically realised in 2008 at Hewlett-Packard Labs
using a thin film of titanium dioxide. This new type of component, for which several
realisations are now available, combines the functions of memory and logic.

Significant interest has been placed on developing systems based on memristors since
the initial fabrication by HP Labs in 2008. The memristor is a nanoscale device with
dynamic resistance that is able to retain the last programmed resistance value after power
is removed from the device. This property shows that the memristor can be used as a
non-volatile memory component, and has potential to enhance many types of systems,
such as high-density memory, and neuromorphic computing architectures.

For nearly 180 years, it has been accepted that there are three fundamental passive
circuit elements, the resistor (1827), the capacitor (1745), and the inductor (1831). In
1971, Prof. Leon Chua theorised that mathematically there should be a fourth fun-
damental circuit element based on the symmetry of the equations that govern passive
circuit theory [1, 2, 3, 4, 5]. Dr Chua called this device the memristor (short for memory-
resistor), it was not until 2008 that results of the device in physical form were published
[6, 7, 8]. Details of the memristor theory based on the the symmetry of the passive
circuit elements is further discussed in Chapter 2.

The physical memristor is a nanoscale device that has unique properties that can be
used to greatly improve existing electronic systems and computing architectures. The
memristor can be thought of as a time varying resistor where the resistance changes
due to the summation of current that has passed through the device [9, 10]. When the
current flowing through the device is zero, the summation of current becomes constant,
and thus the resistance remains unchanged. This shows that the memristor can be used
as a non-volatile memory component.

Furthermore, the dynamics of a memristor closely resemble those of a synapse in
brain tissue. Just as the values of synaptic weights change with the application of neural
spikes, the resistance value of a memristor can be changed with the application of a
voltage pulse. This could provide significant advancements in the field of neuromorphic
computing as electronic systems using memristors could be fabricated with a device
density similar to that of the human brain.

Since the memristor’s physical discovery, memristors have been fabricated using a
variety of different materials and device structures of which the TiO2-based memris-
tors remains popular. Different device structures are still being developed to determine
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which memristor device would be the best option for commercial use. This is based on
many factors such as size, switching speed, power consumption, switching longevity, and
possible integration with CMOS technology.

Several SPICE device models of the memristor exist already which could be used to
simulate the basic behaviours of memristor. As a result of the complexity and unpre-
dictability of the device behaviour as a result of different fabrication processes, device
structure among other factors, it is therefore impossible to have a standalone model
which can exist as a generalised memristor model. In order to better simulate different
circuital configuration with memristors matching the ones fabricated by FBK and the
University of Parma, in was inevitable to have a model closely fitting experimental mea-
surements. The memristor device model developed during the course of this research
served as the first steps in validating electronic systems and computing architectures
based on memristors.

1.2 The MaDEleNA Research Project

The MaDEleNA research project within which this thesis evolves around stands for De-
veloping and Studying novel intelligent nanoMaterials and Devices towards Adaptive
Electronics and Neuroscience Applications. The objective of the project is the develop-
ment of neuro-bio-inspired electronic systems based on elements mimicking the function
of natural nervous systems and brain, thus memristive systems, by combining materials
research and novel hardware design.

MaDEleNA officially started in September 2013 and it is scheduled to end in August
2017. It is composed of a consortium of five institutions of which the University of
Trento and FBK are participants. My thesis evolved around several work-packages in
the projects with core contribution in the electrical modelling of the organic/inorganic
memristors and the design of novel electronic circuits for memristors. The MaDEleNA
project has produced over 100 peer reviewed publications, 10 of which originated totally
or in part, by the research activity reported in this thesis.

Some major tasks in the work-packages this work is based on could be described
below:

• Electrical model of the memristor using SPICE and CADENCE: will report the
description of the electrical model of both the memristor and memristive compo-
nents supported by simulation results. The models will be included in the libraries
of electrical components for design tasks. The developed model will be compared
regarding the possibility of the describing properties of real experimentally fab-
ricated devices. The possibility to adopt this model in more complex circuital
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configurations for validating the design of circuit network in order to implement
more complex functions.

• Memory arrays and prototype processor: memristive devices will be integrated
with traditional electronics to implement computing blocks and will be capable
of adaptation (learning). Both properties mimic the basic working principles of
natural nervous systems, which are known to outperform traditional computers as
to flexibility and robustness in complex computing tasks. A memristive processor
will be demonstrated, meaning by processor an adaptive network, which can be
trained to associate pairs of input and output stimuli in a previously unknown and
modifiable way.

The outcomes of this work-package have had highly innovative technological, analyt-
ical and microelectronic contents.

1.3 Thesis Outline

This thesis encompasses the areas of memristor device, modelling, fabrication, charac-
terisation and several novel memristor circuit applications. As my PhD followed the
evolution of the MaDEleNA project, this thesis is a reflection of the paths through
different research fields around which the project has been executed.

In the following, I review the rest of the Chapters in this thesis, with reference to
relevant related publications.

• Chapter 2: Memristors and Memristive Systems
This introductory section of this chapter touches on the theoretical definition, the
concept of the memristor and its general properties with a review of the funda-
mental properties of the memristor starting from the basic mathematical equations
governing memristive systems. Furthermore the device fabrication steps, experi-
mental characterisation for both organic and inorganic memristive devices as well
as device modelling are treated.

Related publications:

– O. A. Olumodeji and M. Gottardi. “Behavioural modelling of memristive
devices targeted to sensor interfaces”. In: AISEM.. IEEE. 2015, pp. 1–4

• Chapter 3: Memristor Emulator
This chapter discusses an overview of memristor emulators. A novel way of em-
ulating memristive devices is presented. This particular technique which is of
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educational value is based on a digital potentiometer and a microcontroller in the
form of an Arduino. The developed emulator played an important role in this the-
sis as we will see in subsequent chapters where the emulator was used to validate
the working principle of the memristor.
Part of the work presented in this Chapter was given as an oral talk in the IEEE
PRIME conference 2016, held in Lisbon, Portugal and won the IEEE gold leave
award for its originality.

Related publications:

– Olufemi A Olumodeji and Massimo Gottardi. “Emulating the physical prop-
erties of HP memristor using an arduino and a digital potentiometer”. In:
Ph. D. Research in Microelectronics and Electronics (PRIME), 2016 12th
Conference on. IEEE. 2016, pp. 1–4

– Olufemi Akindele Olumodeji and Massimo Gottardi. “Arduino-controlled
HP memristor emulator for memristor circuit applications”. In: Integra-
tion, the VLSI Journal 58 (2017), pp. 438 –445. issn: 0167-9260. doi:
http : / / dx . doi . org / 10 . 1016 / j . vlsi . 2017 . 03 . 004. url: http :

//www.sciencedirect.com/science/article/pii/S0167926017301499

• Chapter 4: Memristor Resistance Modulation
Chapter 4 discuses memristor high resolution state tuning which is an aspect
important in order for memristors to truly take their rightful place in analogue
electronics. Several resistance modulation techniques and their setbacks are pre-
sented, particularly the pulse-based programming technique which is arguably the
most popular. A DC programming technique which led to the development of
the switched memristor circuit is also presented. Experimental characterisation on
memristors developed by FBK was also carried as a proof of concept for both the
pulse-based and DC programming techniques. This was done by first investigating
the current-voltage Lissajous behaviour of the memristors. Finally, two memristor
circuit based on self terminating programming methods are also presented.
Part of the work in this Chapter was presented in the IEEE PRIME confer-
ence 2015, held in Glasgow, Scotland and in the IEEE ISCAS conference held
in Baltimore-Maryland, US.

http://dx.doi.org/http://dx.doi.org/10.1016/j.vlsi.2017.03.004
http://www.sciencedirect.com/science/article/pii/S0167926017301499
http://www.sciencedirect.com/science/article/pii/S0167926017301499
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Related publications:

– O. A. Olumodeji and M. Gottardi. “A pulse-based memristor programming
circuit”. In: 2017 IEEE International Symposium on Circuits and Systems
(ISCAS). 2017, pp. 1–4. doi: 10.1109/ISCAS.2017.8050793

– O. A. Olumodeji and M. Gottardi. “A Pulse-based Memristor programming
Circuit”. In: Circuits and Systems (ISCAS), 2017 IEEE International Sym-
posium on. IEEE. 2017, pp. 232–235. doi: 10.1109/PRIME.2015.7251377

– O. A. Olumodeji and M. Gottardi. “Memristor-based comparator with pro-
grammable hysteresis”. In: Microelectronics and Electronics (PRIME), 2015
11th Conference on Ph. D. Research in. IEEE. 2015, pp. 232–235. doi:
10.1109/PRIME.2015.7251377

• Chapter 5: Memristor-Based Light-to-Resistance Encoder
The implementation of a novel memristor-based light to resistance converter based
on the principle of multiple-reset pulse frequency modulator. The proposed pixel
architecture embedding a single memristor as an analogue counter is presented.

Related publications:

– Olufemi A Olumodeji, Alessandro Paolo Bramanti, and Massimo Gottardi.
“A memristor-based pixel implementing light-to-resistance conversion”. In:
Optical Engineering 55.2 (2016), pp. 020501–020501. doi: 10.1117/1.OE.

55.2.020501

• Chapter 6: Memristor-Based Pixel Architecture for Dynamic Back-
ground Subtraction
Based on the light to resistance encoding treated in the previous Chapter, a pixel
architecture relying on memristive devices to perform pixel-level adaptive back-
ground is presented in this Chapter subtraction. Core of the processing is the pixel,
containing a light-to-frequency converter and two additional memristors used to
store the dynamic boundaries, outside which the behaviour of the photo-generated
signal being converted to a resistance value is recognised to be anomalous.
Part of the work in this Chapter was presented in the IEEE SENSORS conference
2015, held in Busan, South Korea.

Related publications:

http://dx.doi.org/10.1109/ISCAS.2017.8050793
http://dx.doi.org/10.1109/PRIME.2015.7251377
http://dx.doi.org/10.1109/PRIME.2015.7251377
http://dx.doi.org/10.1117/1.OE.55.2.020501
http://dx.doi.org/10.1117/1.OE.55.2.020501
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– Olufemi Akindele Olumodeji, Alessandro Paolo Bramanti, and Massimo Got-
tardi. “A Memristive Pixel Architecture for Real-Time Tracking”. In: IEEE
Sensors Journal 16.22 (2016), pp. 7911–7918. doi: 10.1109/JSEN.2016.

2606599

– O. A. Olumodeji, A. P. Bramanti, and M. Gottardi. “Memristor-based pixel
for event-detection vision sensor”. In: SENSORS, 2015 IEEE. 2015, pp. 1–4.
doi: 10.1109/ICSENS.2015.7370688

• Chapter 7: Memristor-Based Neural Network for Image Processing
Design and simulation of an RGB colour sensor neural network based on experimen-
tally acquired datasets. The neural network was designed and validated on Matlab.
Hardware design of the board carried out within the framework of MaDEleNA for
use by other partners is also described in the annex related to this chapter.

Related publications:

– Olufemi A Olumodeji et al. “Estimating illuminant chromaticity with a low-
power color pixel”. In: AISEM Annual Conference, 2015 XVIII. IEEE. 2015,
pp. 1–4. doi: 10.1109/AISEM.2015.7066815

http://dx.doi.org/10.1109/JSEN.2016.2606599
http://dx.doi.org/10.1109/JSEN.2016.2606599
http://dx.doi.org/10.1109/ICSENS.2015.7370688
http://dx.doi.org/10.1109/AISEM.2015.7066815
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Chapter 2

Memristors and Memristive Systems

2.1 Introduction

The concept of memristor (short for memory resistor) was first theorised in 1971 by Prof.
Chua. Before then, it was assumed that there were three basic fundamental passive
circuit element, the capacitor (1745), the resistor (1828) and the inductor (1831). While
reasoning on theoretical grounds of the symmetry of equations governing the fundamental
passive circuit theory, Chua predicted that apart from resistors, capacitors and inductors,
there should be a fourth fundamental passive circuit element, the memristor which is
defined by the constitutive relationship between electric charge q and magnetic flux Φ

[21, 22].
The theory of the fourth fundamental circuit element however remained a puzzle

for decades as there was no physical implementation to back it up. As some scholars
have argued, this was due in part to the existing technology and also the memristor
being a nano-scale device even though for decades, memristive behaviours have been
unwittingly observed [23, 24, 25, 26, 27]. It was therefore difficult to for the memristors
to be identified until advancements were made in nanotechnology The memristor can
be considered as a time varying resistor whose resistance depends on the history of
current that has passed through it [1],[28]. Its resistance changes as a result of the
summation of current that has passed through the device. When the current flowing
through the device is zero, the summation of current becomes constant, and thus the
resistance remains unchanged. This gives the memristor the potential of being adopted
as a non-volatile memory component [29].

In this Chapter, the memristor upon which this work is based, is introduced. Ex-
perimental characterisation for both organic and inorganic memristive devices as well as
device modelling is treated. This chapter is organised as follows. In Section 2.2, the fun-
damental properties of the memristor are defined starting from the postulated theoretical
notion on Chua. Section 2.3 describes the first solid state memristor fabricated by HP
labs in 2008. A general overview of the polyaniline-based memristor together with some
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Figure 2.1: Symmetry diagram showing the six distinct possible re-
alisations based on the four fundamental two-terminal circuit elements:
resistor, capacitor, inductor and memristor. The relationships are drawn
from the four fundamental circuit variables, voltage (v), current (i), charge
(q) and flux (Φ)

experimental measurements is presented in Section 2.4. Results of FBK Memristor de-
vice fabrication and characterisation are presented in Section 2.5. Finally, the memristor
device modelling and equations are given in Section 2.6 before concluding in Section 2.7.

2.2 Fundamental Properties of Memristors

Memristors have unnoticeably been existing for centuries. In the 70’s, Leon Chua, a
circuit theorist published his seminal paper on the memristor’s working concept. There,
he theorised that apart from the three already existing passive circuit element (resistor,
capacitor and inductor), there should be a fourth element based on the symmetry of
relationships between the equations governing the fundamental passive circuit variables
[30, 31]. Let us recall that three basic circuit elements – resistor, capacitor, and inductor
– are defined by a relationship between two of the four axiomatic circuit variables: the
voltage, v(V ) – work done required to bring charge from ∞ to an electric field; the
current, i(A) – flow of electric charge; the charge, q(C) – energy per electron; and the
flux Φ(W ) – rate of flow through an area. Where current is the derivative of charge i=dq

dt

and voltage is the derivative of magnetic flux, v=dΦ
dt
.

As shown in the symmetry diagram in Fig. 2.1, the resistor is identified by the
correlation between voltage and current v = Ri, the capacitor is defined as the correlation
between voltage and charge q = Cv, and inductor, the linkage between current and
magnetic flux Φ = Li. The relationship charge and flux is what Chua was puzzled about
which is defined as memristance M = dΦ

dq
.



2.2. Fundamental Properties of Memristors 11

ROFF (1-W/D ) RON (W/D) 
(a) (b)

c)

Figure 2.2: Diagram of the memristor with simplified equivalent cir-
cuit. (a) Cross-section of the memristor showing the Structure of the
TiO2 memristor consisting of a high conductive (doped) and a low con-
ductive (undoped) layer sandwiched in between two platinum electrodes.
The boundary between the two parts is dynamic and is moved back and
forth as a function of the passing charge carriers. The parameter w(t) is
state variable that describes the position of this boundary, (b) Equiva-
lent resistor circuit, (c) Symbolic representation a memristor in an electric
circuit
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In 1976, Chua and kang introduced a generalised class of non-linear devices known
memristive systems [28] defined by the relationships in Equations 2.1 & 2.2.

v = R(w, t)i, (2.1)

dw(t)

dt
= f(w, t), (2.2)

Equations 2.3 & 2.4 is a system of two equations which describe memristors as a gen-
eralised concept of memristive systems. This generalised memristive systems represent
a non-linear state-dependent version of Ohm’s law where the internal state variable is
described by w, v & i represent the voltage and current across the device and R is a
resistance, better known as memristance (short for memory resistance) with the physical
units of Ohm (Ω).

I = g(w, V ).V, (2.3)

dw(t)

dt
= f(w, V ) (2.4)

Equations 2.3 & 2.4, w is the physical variable indicating the internal memristor state,
the function g(.) is the memristor’s conductance. The state variable w, is in theory,
bounded between zero and D such that 0 < w < D. D being the thickness of the
transient material oxide thin-film sandwiched between two metal electrodes. I represent
the current flowing through the device and V represents the voltage across the device.

2.3 The HP Memristor

In 2008, HP announced the realisation of the first physical model based on two regions of
TiO2 [6]. An undoped, highly resistive region and a doped region with highly conductive
oxygen vacancies TiO2−x both sandwiched between two metal electrodes as shown in
Fig. 2.2a. The doping process involves removing the negative charged oxygen atom from
its substitutional site in TiO2, creating a positively charged oxygen vacancy [32]. The
forming of these oxygen vacancies occurs at the time of crystallisation. The boundary
between the doped and undoped layers shifts with the application of an external bias
across the device. This shift which is a function os the applied voltage or current causes
a change in resistance. The resistance change between the two electrodes due to the drift
of charged dopant [33].

2.4 Polyaniline-Based Memristor: PANI and PEO

Properties of the memristor have been observed in organic materials even before the
claim by HP to have discovered the missing fourth passive circuit element. Erokhin et
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(a) (b)

Figure 2.3: Structure of the polymeric memristor element and its sym-
bol for electric circuits. (a), The active layer was formed from the con-
ducting polymer (PANI) attached two metal electrodes. A stripe of solid
electrolyte (PEO) was deposited in the central part of the PANI layer in
order to provide a suitable medium for redox reactions. The area of PANI
layer under the electrolyte is the active zone. The reference potential was
provided by a silver wire inserted into the electrolyte. The wire was con-
nected to the one of two metal electrodes as shown in the schematics (b),
Symbolic representation of the organic memristor in an electric circuit.
Diagram of the organic memristor structure adapted from [35].

al.’s organic memristor is a two terminal polymeric electronic device developed at the
university of Parma [34]. The organic memristor is made up of a thin film of polyaniline
(PANI) and a lithium doped solid polyelectrolyte (polyethylene oxide (PEO)). Figure 2.3
is the schematic of the organic memristor showing its measurement interconnection. The
active layer is formed by PANI in its emeraldine salt (Chlorine-doped) form which is a
conductive polymer. A stripe of PEO (a water solution of polyethylene oxide doped
LiClO4 used as a solid electrolyte) is deposited on the centre of the PANI layers in a
crossed configuration. As seen in the diagram, the PANI is connected to device terminals
(chrome electrodes) and a silver wire is connected to the PEO which works as a reference
electrode. The active zone where all redox reactions and the conductivity variations occur
is the area of contact between the PANI layer and the PEO. The two chrome electrodes
are referred to as source (S) and drain (D) and the reference electrode is called the gate
(G). As seen in the circuit diagram, when connected, the device would have two working
electrodes only S and D. The reference electrode is connected to one of the terminals
S or D (typically the one kept at ground potential). Thus there are two currents flows
(electronic and ionic) which can be easily measured.

The working principle of the device is based on the variation of the conductivity of
a the conducting polymer multilayer (polyaniline, PANI) in its oxidised and reduced
states[36]. This variation is due to the ionic flux flowing through PANI multilayer at the
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Figure 2.4: Organic Memristor Measurement Setup. The HP4145B
Semiconductor Parameter Analyser, Programme voltage sweep and the
device under test (DUT) are clearly seen in the figure.

junction with a with a film of a solid electrolyte (Li-doped Polyethylene oxide, PEO)
[37].

2.4.1 Organic Memristor Characterisation

This section touches on the experimental characterisation carried out on organic mem-
ristor devices fabricated at the university of Parma.

In order to have a good characterisation of the device, during the application of the
voltage cycles, two currents are measured — the ionic current flowing through the refer-
ence electrode otherwise referred to as the gate current IG and the total current flowing
through the drain electrode referred to as drain current ID. In a typical memristor char-
acterisation setup at the University of Parma, the application of the voltage cycles and
the measurements of the total current are performed with a Keithley 236 Source Measure
unit while the gate current is registered with a Keithley 6514 system electrometer [38].

The ionic and and electronic charges which characterises the device flow in perpen-
dicular directions. The actual potential of the active layer with respect to a reference
point, in this case gorund potential, determines the ionic flow and provides the PANI
layer with incoming-outgoing Li+ ions, therefore varying its conductivity [39].

The time integral of the ionic current (transferred charge) actually determines the
resistance of the active zone. It is therefore imperative that the value of the ionic current
is less than the current flowing through the PANI layer by at least one order of magnitude.
This means that the actual measured current of the element in the conducting state,
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Figure 2.5: Organic Memristor Characterisation result showing the
cyclic current-voltage characteristics.

i.e. the sum of the electronic and ionic currents, is chiefly determined by the first
contribution.

The electrical conductivity of PANI is not only highly sensitive to the doping ratio
of the polymer but also to its redox state. This give the film the characteristics of being
easily switched to a conducting or an insulating state by simply applying an adequate
electric potential at its terminals. The application of sufficient electric potential causes
a displacement of lithium ions between the polyelectrolytes and the PANI film changing
reversibly the conductivity of the film by up to four orders of magnitude, although the
exact values, as for the actual threshold values at which these changes begin to happen,
vary from device to device.

Regarding the results obtained from the experimental characterisation of the organic
memristor with our setup as shown in Figure 2.4, the different measurement approach and
setup is presented and results discussed. The interconnections of the organic memristor
is the same as the one given in Figure 2.3. Ig is the ionic current that gives us information
about the redox activity of the conductive polymer. In the electrical characterization
this current is named “Gate”. Id is the total current that flows through the PANI layer,
from the source to the drain electrode. It’s a composition of ionic current and electronic
current. So, in order to obtain only the electronic current Idiff , we subtract Ig from Id.
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The electrical measurements were performed using the HP4145B Semiconductor Pa-
rameter Analyser. The HP4145B is a Source Monitor Unit (SMU)-based architecture.
It consists of 4 SMUs which can alternately act as a voltage source/current monitor or
current source/voltage monitor. A four terminal device can be characterized without
changing device connection but by simply changing the SMU’s current/voltage oper-
ating mode. In our setup we only need 3 SMUs for the 3-terminal organic memristor
measurements ss seen in Figure 2.4

The instrument was connected to a personal computer and controlled with LabVIEW
codes. Most of the electrical measurements were performed as follows: the source and
gate electrodes were at ground potential; the drain potential was swept between -1.2V
and +1.2V, with steps of 0.1V, time step of 60 s and sampling time of 60 s to presumably
allow the device to settle [40, 41, 42, 43, 44, 45, 46, 47]. Each sweep was started from
0 V, increasing it up to +1.2V, then decreasing it until -1.2V and finally increasing it
back to 0 V as shown in the voltage sweep of Figure 2.4. An example of characterisation
measurement carried out on the device is given in Figure 2.5 showing the cyclic current-
voltage characteristics. Id the current at the drain electrode, while Ig is the current at
the gate. Idiff is the deduced electronic current and R is the cyclic resistance variation.

2.5 FBK Memristor

This Section reports the research activity developed during the first year of the MaDE-
leNA project. From the technological side, new approaches involving material science
and micro-fabrication processes will provide the basic building blocks for realising more
complex architectures based on memristive components. The different technologies and
the prototypes of memristive test structures implemented are reported and particularly:

- Outline of the adopted fabrication process of the first test prototypes.

- Developed test prototypes and preliminary experimental setup.

2.5.1 Device Fabrication

A simple and low cost fabrication process was adopted for the development of test struc-
tures for exploiting the various memristive properties. Therefore, starting materials for
substrates having higher insulation performances with respect the silicon wafer such as
the 6” Electric Fused Quartz wafers, (double side polished and 650µm of thickness) was
one of techniques exploited. As for the fabrication of the metal electrodes, the first im-
plemented structures consist of a sandwich made of a bottom metal layer, a metal oxide
and a top metal layer. The first fabrication phase was the realisation of the bottom
electrodes by the following deposition process on the two wafers of quartz:
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(a) (b)

Figure 2.6: FBK memristor fabrication deposition techniques. (a) Alu-
minium dishes (∼1mm of diameter) deposited on a one-layer and on a
two-layer TiO2 by Sol-gel. The area of the dices is 2x2cm. (b), Platinum
dish-shaped patterns (∼0.35 mm of diameter) on a two layer TiO2 Sol-gel
dices.

- 5nm of Titanium and 50nm of Platinum evaporated by electron beam technique
and patterned using a hard mask

- a layer of 60 nm of Titanium deposited by sputtering

A summary of the first phase of the fabrication steps of the technological process is
outlined below:

• The 2 electric fused quartz wafers (DSP, 650650µm thickness) are the starting materials

• Initial cleaning with:

- Sulfuric acid

- Hydrofluoric acid

- Ammonium hydroxide

- Chloric acid

(D.I. water rinsing and Nitrogen drying is carried out between each cycle.)

Wafer One

- An oxygen plasma is performed

- A layer of Ti/Pt (5/50nm) was evaporated by electron beam technique
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Figure 2.7: Quartz/Titanium/Platinum dices (1.5x1.5cm) with TiO2

deposited by PMCS and with evaporated Platinum dish-patterns as top
electrode (∼0.35 mm of diameter).

Wafer Two

– A layer of Pt (60nm) was deposited by sputtering

The second phase involves the use of Spin-coating to deposit the metal oxide on the
bottom electrode in a clean room environment. Spin-coating of Sol-Gel synthesis of TiO2

has tha advantage of producing thin films with a good level of reproducibility in terms
of thickness and homogeneity.

The third fabrication phase is the deposition of the top electrode. In order to achieve
a good working device, proper interface between Pt/Ti metal layer and TiO2 metal
oxide must be guaranteed for the memristor reproducibility. In this deposition process,
Al metal layer which did not require any adhesion primer to oxides, as well as having
an advantage of reducing the dimensions (area) of the top electrode thus reducing de-
lamination, was used as as top electrode. The deposition of this layer of metal (Al) was
performed by electron beam technique and patterned using a shadow mask technique
(Figure 2.6a). In the second option shown in Figure 2.6b, the deposition of the top layer
of metal (Pt) was performed by standard electron beam technique and patterned using
a shadow mask with smaller dish-shaped patterns to avoid cracks due to intrinsic stress
of Platinum deposited by this technique.

Similar approach has also been adopted for samples where the metal oxides have been
deposited by Pulsed Microplasma Cluster Source (PMCS) technique (Figure 2.7);

2.5.2 Experimental Setup and Device Characterisation

The measurement setup used for the characterisation of the fabricated memristive
devices is given in Figure 2.8a. The measurement setup is composed of a Faraday cage,
stereoscopic microscope, micro-manipulators with Tungsten probes and Platinum wire, a
2410 High Voltage Source Meter (Keithley) connected to a PC through a GPIB card and
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(a) (b)

Figure 2.8: Inorganic memristor measurement and data acquisition
setup. (a), Measurement setup composed by a Faraday cage, stereoscopic
microscope, micro-manipulators with tungsten tips or Platinum wire, 2410
Keithley High Voltage Source Meter. (b), LabVIEW data acquisition
control panel of program for inorganic memristive device testing

controlled by a software user interface (LabVIEW, National Instruments). A preliminary
characterisation was carried out with the application of a controlled voltage-current wave-
form on several structures such as Pt/TiO2 (Sol-gel)/Pt wire, Pt/TiO2 (PMCS)/Pt wire,
Pt/TiO2 (Sol-gel)/Aluminium dishes to determine their resistive switching effect. These
devices under test were realised on fused silica quartz and having a bottom electrode
on Pt/Ti where Titanium has been used as adhesion. The TiO2 layer has a thickness
of around 50nm in each case and is diced in 2 dimension in order to allow fitting with
several deposition technique (2x2 cm or 1.5x1.5 cm).

The measurement process is has been automated using LabVIEW reference tool to
allow a large degree of freedom in managing time, sampling rate and applied voltage.
The LabVIEW program written for the KEITHLEY 2410, a 1 channel SMU, allows the
application of a voltage sweep between 2 electrodes or a constant value. In the LabVIEW
data acquisition control panel shown in Figure 2.8b, different types of measurements
can be carried out allowing us the flexibility to set the kind of waveform the current
compliance and number of points we want. The table seen in the figure is used to plan
a list of measurements that can change for the duration only. The system automatically
calculates the interval of time “dt” between 2 consecutive points. Because of some limits
of the instrument, is not possible generate a list of point with interval less than 300ms.
The measurement setup is the what was used for the experimental results of the FBK
memristors present in Chapter 4.

The Experimental characterisation procedure for all fabricated devices follows
the below listed steps:
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- Opening of the conduction channel by a process known as electroforming [48, 49,
50, 51, 52]. This is achieved by the applying a constant voltage (typically 4V) with
a current compliance value of 1mA in order to avoid any possible failure due to the
generation of extra currents through the device.

- After opening up the channel by electroforming, measurement is then taken to plot
the typical Lissajous i-v characteristic. Measurements carried out were done with
voltage sweeps ranging from -1.5V to +1.5V at different rates in order to evaluate
the switching behaviour of the TiO2 memristor. In some tests, other similar pro-
cedures have been adopted without electroforming but with more extended sweeps
(typical range from -3.5V to +3.5V).

Figure 2.9 is an example of a plot showing hysteresis behaviour of the memristor for 5
consecutive sweeps. In this experiment, a series of voltage sweeps from -3.5V to 3.5V
is applied to the closed channel device. The hysteresis behaviour and switching phe-
nomenon for five consecutive sweeps are plotted on the graph conforming to symmetric
PT/TiO2/Pt structures and a memristive behaviour [53, 54, 55, 56]. Electroforming
steps was intentionally not performed here in order to focalise attention on the effect of
the change in current hysteresis. The curves reported in the graphs are performed in the
session on a single device in a single point of measure.

Even though it is not so obvious in the plot due to scaling. the first cycle shows
the first switching at negative sweep, the second cycle shows the switching at positive
and negative sweeps. Meanwhile, the third cycle shows non-switching at both positive
and negative sweeps, this is assumed due to the short time of cycle. The fourth cycle
shows switching at positive sweep but not at negative sweep. The fifth cycle show the
non-switching behaviour; supporting the hypothesis of short time cycles.

2.6 Memristor Device Modelling

In this Section, the electrical model of a memristor which was developed and validated us-
ing experimental results on memristive devices fabricated within the MaDEleNA project.
The model has been one of the basic building blocks with which I have been able to carry
out my research activities on memristive system. The model has been adopted along the
project to simulate basic memristive-base processing circuitries as well as more complex
computational architectures, taking advantage from the built-in memory and resistance
properties of this device. The behavioural model has been developed in CADENCE using
Verilog-A and is currently available in the CAD library. The memristor was modelled
from the equations governing the state-dependent Ohm’s law derived from the fabricated
solid state memristor by HP labs.
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Figure 2.9: Experimental measurement of the FBK memristor i-v plot
for five distinct cycles. (a), All five cycles plotted in linear scale. A zoom
of linear graph is plotted in the inset in order to highlight behaviour at
low current values. (b), All five cycles plotted in log scale.

2.6.1 Ion Drift Model

In the linear ion drift (LID) model, as described in the device structure given in Fig-
ure 2.2, the device is considered as having a physical width D containing two regions
(doped and undoped), and modelled as two resistors in series (one representing the doped
region and the second region representing the undoped region). The doped region forms
the highly conductive region while the undoped region represents the low conductive
oxide region. The variable length of the doped region, w(t), is the internal state variable
such that when w → 0, we have a low conductive channel and when w → D, the channel
is highly conductive [57].

The state-dependent current–voltage (i− v) relationship is given in Equation 2.5 for
a simplified case of ohmic conduction.

v(t) =
(
RON

w(t)

D
+ROFF

(
1− w(t)

D

))
i(t), (2.5)

dw(t)

dt
= µν

RON

D
i(t), (2.6)

where RON is the highly conductive doped region of the semiconductor film with high
concentration of dopant atoms, ROFF is the highly resistive undoped region, D is the
length of the device, w(t), the state variable is the doping ratio and uν is the dopant
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Figure 2.10: Simulation of the Behaviours for a voltage-driven memris-
tive devices using our LID memristor model. (a) Applied voltage (blue)
for a symmetrical input and the corresponding current (red) as a func-
tion of time. The corresponding state variable (green) is also plotted, (b)
corresponding i − v behaviour to the symmetrical input. The collapsed
line correspond to a sweep of an order of magnitude higher. The applied
voltage is ±v0 sin(ω0t), where ω0 = 2πf0 = 2πµν

D2 .
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mobility. Integrating (2.6) gives the formula for w(t)

w(t) = w0 + µν
RON

D

∫ t

0
i(t)dt = w0 + µν

RON

D
q(t), (2.7)

The expression of the memristance is obtained by inserting (2.7) into (2.5).

M(t) = ROFF

{(
1 +

w0

D

(
RON

ROFF

− 1
))
−uνRON

D2

(
1− RON

ROFF

)
q(t)

}
, (2.8)

For RON � ROFF the memristance can be expressed as

M(t) = ROFF

(
1− uνRON

D2
q(t)

)
. (2.9)

The memristor behaves symmetrically when the system is within the bounded range of
M ∈ (RON , ROFF ) and functions as a linear resistor when either one of its boundaries
is reached. It holds its the resistance value as long as the input polarity is not reversed
[58, 59].

Fig. 2.10 is a plot of some fundamental curves relating to the characteristics of mem-
ristors. These interesting behaviours of memristors form the fundamental finger prints
for identifying memristive devices. Fig. 2.10a is a plot of the applied voltage and the
resulting current versus time t. Also plotted in Fig. 2.10b, is the corresponding i − v
characteristics. As observed in the plot, the hysteresis is pronounced for ω ≤ ω0 and
shrunk when ω � ω0. According to Chua, the fundamental finger prints for identifying
memristive devices were drawn from these important characteristics of the memristor.

Modelling organic memristor starting from known inorganic devices
Due to the fact that the organic memristor shares the same common fingerprint of the
inorganic memristor, as well as the generalized memristor theorized by Chua in 1971,
it is possible to behaviourally model the organic memristor starting from existing mod-
elling equation of the inorganic memristor. The organic memristor shares the common
fingerprint of the generalized memristor because it passes the three experimental tests
for memristors postulated by Chua [60], which are:

(i) The Lissajous figure in the voltage-current plane is a pinched hysteresis loop when
driven by any bipolar periodic voltage v(t), or current i(t), and under any initial
conditions;

(ii) The area of each lobe of the pinched hysteresis loop shrinks as the frequency of the
forcing signal increases;
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(a)

(b)

Figure 2.11: Organic Memristor modelling starting from inorganic de-
vices. (a), Structure of SPICE model for inorganic memristive devices.
(b), P-Spice model for the organic memristor.

(iii) As the frequency tends to infinity, the pinched hysteresis loop degenerates to a
straight line through the origin, whose slope depends on the amplitude and shape
of the forcing signal.

The implemented p-Spice electrical model of the organic memristor from previous work
shown in Figure 2.11 is an example of the organic memristor modelled starting from
inorganic devices.

The relationship between the memristor’s voltage and current is modelled with a
voltage-controlled voltage source and a current-controlled voltage source. This Spice
model of the inorganic memristor was first introduced by [59]. The schematic in Fig-
ure 2.11 is an adapted electrical model of the organic memristor. The model presents
some simulation limitations in stability, speed and can only mimic a specific implemen-
tation. As a result of this we decided to use more powerful tool, Verilog-A; which is more
stable than Spice models, very fast and uses the fundamental charge equations rather
than trying to mimic a specific implementation.

Why Verilog-A?
The Verilog-A language is a high-level language that uses modules to describe the struc-
ture and behaviour of analogue systems and their components. With the analogue state-
ments of Verilog-A, it is possible to describe a wide range of conservative systems and
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signal-flow systems, such as electrical, mechanical, fluid dynamic, and thermodynamic
systems [61]. Spice: physical model needs to be translated into an electrical one Verilog-
A: model described through equations disregarding the physical nature. The advantages
of using Verilog-A instead of Spice is that Verilog-A provides a simple, efficient, more
concise and clear language of describing analogue behaviour in simulators, simulation
run time much shorter and the implementation in CADENCE which is a standard CAD
software for IC design give the model the advantage of being integrated in a more com-
plex network with other electrical components. To specify the behaviour of individual
modules, you define mathematical relationships among their input and output signals.
After defining the structure and behaviour of a system, the simulator derives a descrip-
tive set of equations from the netlist and modules. The simulator then solves the set of
equations to obtain the system response.

The block diagram of Figure 2.12 describes the model of the organic memristor start-
ing from the device equation to the Verilog-A and then the final model by tuning certain
parameters. The set of equations governing the memristor functionality from the input
terminal to the output terminal are described in Verilog-A i.e., the structure and the
behaviour of its components.

A circuit symbol of the memristor is then generated, which can be used in a more
complex network in any schematic with conventional electronic components. On the
first instance, during the device modelling, the model can be tuned to fit the organic
memristor characteristics either by adjusting the equation governing the current-voltage
relationship or by adjusting certain predefined editable parameters of the memristor.
After the desired characteristics is obtained and the final model is frozen and the only
parameters that can be edited are those defined in the symbol generation. Table 2.1
summarises the tunable model parameters.

Even though it has been argued that the pinched hysteresis loop is not a circuit model
because both the shape and the area enclosed by the hysteresis lobes change with the
input signal, and therefore cannot be used to predict the solution waveforms when the
device is embedded as part of an electronic circuit [62, 63]. It is important to note that
understanding how the memristor reacts when driven by a voltage can nevertheless help
us understand some certain behaviours of the memristor as seen from simulation results
of a model of the organic memristor fitted from experimental data, implementing logic
with memory.

Figure 2.13a shows the model-to-hardware correlation fit for the organic memristive
device, the black line is the measured data while the red line is the simulated data.
After fitting the model with the experimental results, we validated it by simulating an
AND gate which has been implemented in [35]. The schematics of the Memorised-AND
(MAND) function is shown in the inset of Figure 2.13b. Even though the simulation
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(a)

(b)

Figure 2.12: Organic Memristor modelling starting from inorganic de-
vices. (a), Organic memristor model implementation. (b), Verilog-A
operational flowchart.
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Table 2.1: Model Parameter Definition

Parameters

Name Description

initstate Initial state of the memristor (w/D) ∈ [0:1]

RON Memristor ON state resistance

ROFF Memristor OFF state resistance

Vth1 Positive bias threshold voltage

Vth2 Negative bias threshold voltage

uv Linear ion mobility

D Film thickness (physical width of memristor)

t Simulation time step

window_coef Value of the coefficient in the window function

window_type The type of window function required
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Figure 2.13: Organic Memristor modelling starting from inorganic de-
vices. (a), Organic memristor hardware and model fitting with i-v curve.
(b), Temporal dependence of the output of the MAND function.

result does not accurately fit the experimental result due to certain characteristics of
the device which must be considered such as the stability of the device, early ageing
of the device. It is also worth noting that device characteristics varies from one de-
vice to another and measurements carried out on the same device varies as well. The
model, nevertheless, sufficiently describes the behaviour of the organic memristor for the
realisation of the logic AND gate.

The operation of the MAND circuit is to check the status of the output current for
different logic configurations of two inputs. When both inputs are activated, a gradual
increase of the output signal can be observed, while the output remains constant when
only one input is ON. The value of the output signal depends on the duration of the
simultaneously applied input. Thus, the implementation of a logic AND gate.

2.7 Conclusion

This chapter introduces a review of the fundamental properties of the memristor starting
from the basic mathematical equations governing memristive systems. Memristor device
theory, fabrication and characterisation of both organic and inorganic memristor within
the framework of the MaDEleNA project were discussed. The properties of both organic
and inorganic memristors were verified with in the characterisation experiments. In the
experiments of the organic devices, it was a bit difficult to replicate the kind of waveform
obtained by the researchers from the University of Parma principally because of the
device to device variability and or ageing of the device. Nevertheless, the fundamental
principles identifying the memristors, switching and non-volatile memory among others
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were observed. In the organic devices, several promising characteristics were observed.
One promising properties of the organic memristor based on its ability to mimic biological
systems, is that it could act as a basic building block for complex adaptive electrical
systems. Such systems based on basic cognitive processes of biological systems, serve as
test-benches for different algorithms and learning theories.

The last section of this Chapter was devoted memristor device modelling. A simple
an accurate behavioural model was developed and placed in our CAD library which is
being used for memristive systems simulation. The developed LID model is based on
the mathematical equations describing the TiO2 memristor. Thanks to the advantage
of memristive devices share the same common fingerprint as the generalised memristor
theorised by Chua in 1971, it is possible to behaviourally model a generalised memristive
system (in our case the organic memristor) starting from existing modelling equation of
the TiO2 -based model. The memristor is modelled as a thin film of two variable resistors
in series where the resistance of each is dependent on the doping ratio w(t).

Based on measurement and experimental results, the memristor model can effectively
be tuned by acting on certain physical parameters contained in the model to fit experi-
mental data. An example of model to hardware fitting was also presented in this Chapter
(TiO2 -based model was easily adapted with some additional parameters to fit organic
memristors). The construction of an accurate and compact model for memristive devices
is necessary for the design and modelling of complex adaptive systems. Our goal was
to design a behavioural model which approximates the measurements of the memristor
carried out in our labs, which in turn is used to simulate memristive systems. All the
simulations carried out in this thesis were done with the model described in this Chap-
ter except otherwise mentioned. The model has been implemented using Verilog-A, a
high-level language that uses modules to describe the structure and behaviour of ana-
logue systems and their components. A behavioural model was chosen in part due to
the advantages of using Verilog-A over Spice, moreover the former gives us the ability to
integrate our model to our CAD tool.
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Chapter 3

Memristor Emulator

3.1 Introduction

The theory of the fourth fundamental circuit element however remained a puzzle for
decades as there was no physical implementation to back it up. As some scholars have
argued, this was due in part to the existing technology and also the memristor being a
nano-scale device, even though for decades, memristive behaviours have been unwittingly
observed [23, 24, 25, 26, 27]. It was therefore difficult to for the memristors to be
identified until advancements were made in nanotechnology. The memristor as earlier
defined, can be considered as a time varying resistor whose resistance depends on the
history of current that has passed through it [1, 28]. Its resistance changes as a result
of the summation of current that has passed through the device. When the current
flowing through the device is zero, the summation of current becomes constant, and thus
the resistance remains unchanged, making the memristor act as a non-volatile memory
component [29].

After the realisation of a solid state memristor, there has been a lot of interest in
exploiting this emerging circuit element especially in their applications in analogue cir-
cuitry, particularly exploiting their non-volatile memory. This is in revenge, due to their
fine resolution programmability An examples of memristor application in programmable
analogue ICs is in demonstrated in [64] where a memristor is designed for a pulse-
programmable mid-band differential gain amplifier, the total output resistance is made
programmable by use of a memristor. Another practical example of memristor appli-
cation is in a programmable threshold comparator [16], here, a technique is used to
control the charge integrated in the memristor thereby implementing a programmable
hysteresis. Recently, chances of Memristor-based Vision Processors have also been in-
vestigated. In [17], a light-to-resistance encoder exploiting the properties of a memristor
is presented whereas other memristor-based image processing algorithms are continually
being exploited [65, 19, 18].

In order to investigate the memristor device properties in programmable analogue
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electronics, researchers have so far relied on SPICE simulation models of memristive de-
vices for numerical simulation. Several SPICE macromodels based on the HP memristor
equations have also been published to emulate the behaviours of memristors [59, 66, 67,
68, 69, 70, 71, 72, 73, 74]. Although SPICE macromodels are important for the simula-
tion of these characteristical properties of memristors, they posses certain limitation in
terms of the accuracy needed to simulate devices of such dynamical properties, which
also have to be improved. Moreover in order to implement practical electronic circuits
based on memristors, SPICE models cannot be used. It is therefore, pertinent to have
emulators which could be use for real-world application which are practical.

Most of the emulators which have been published rely on discrete electrical compo-
nents which are either complicated to build or are resource hungry. In this thesis, I pro-
pose an easy way of mimicking the properties of memristors with an Arduino-controlled
digital potentiometer. This approach takes advantage of the Arduino’s capability to
communicate with other components through its SPI ports and most especially it can
be easily programmed and reconfigured. Since the whole idea is to simplify things, data
acquisition is done by a PC interfaced with the Arduino through the serial port. This
way data acquired from the Arduino is plotted in real-time using some sort of serial
monitor. The entire process is further explained in subsequent sections addressing the
memristor emulator implementation. It is worth the mention that the Arduino is an
open source development board with a microcontroller.

This chapter consists of five sections which are organised as follows. Section 3.2
gives an overview of the state of the art of memristor emulators and architectures. In
Section 3.3, the proposed memristor emulator architecture based on this work alongside
its hardware implementation are addressed in details. Experimental setup and results are
presented in Section 3.3.2. And finally in Section 3.4, conclusions and some discussion
related to the technical implementation of the emulation are presented.

3.2 An Overview of Memristor Emulators

Due to among others certain factors like cost and the difficulties involved fabricating
nano-devices, reliable commercial memristors are not readily available in order to val-
idate the principle of memristor in analogue signal processing. Several circuit models
for numerical simulations are already being employed an in order to study memristors
and it’s applications, researchers rely solely on them. Therefore, there is a need to
implement electronic circuits which are able to emulate the properties of the memris-
tor. Several memristor emulators have already been proposed relying on voltage and
current-controlled models. In [75], the first attempt of a CMOS-based memristor em-
ulator was realised employing Differential Difference Current Conveyor (DDCC-based)
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circuit blocks. The proposed technique was implemented with four differential difference
current conveyor (DDCC) as integrator, squarer, multiplier and summer. Hussein et al.
later proposed a simpler version of a MOS-based emulator using only voltage controlled
resistor (VCR) and a second generation current conveyor (CCII) which has the advan-
tage of being less complex than its predecessor and has a higher functionality to work
in a wider frequency range [76]. A flux-controlled memristor emulator circuit has also
been proposed. The emulator circuit realised by operational transconductance amplifiers
(OTAs) and CCIIs, consists of three operational transconductance amplifiers, four sec-
ond generation current conveyors, six resistors and one capacitor elements. The authors
claimed that the frequency dependent pinched hysteresis loop in the current versus volt-
age plane could up to 5 kHz [77]. Other examples of a memristor emulator based on a
current-controlled mode have also been presented [78, 79].

Kim et al. also presented a memristor emulator made from off-the-shelf solid state
electronic components which suffers the setback of being resource hungry due to its
complexity. Moreover, the circuit can only be programmed in one direction (incremen-
tal or decremental) [80]. Pershin et al. presented a memristor emulator using digital
potentiometer and a micro-controller [81]. This work is slightly similar to Pershin’s im-
plementation and can easily be used in a programmable analogue circuits to be interfaced
with other electronics, a feature in which other previous implementation suffers from. It
has some drawbacks due to resolution of digital signal and digital potentiometer. These
issues will be further discussed in Section 7.

3.3 Memristor Emulator Architecture

The architecture implemented for the memristor emulator is based on a micro-controller
and a digital potentiometer (here referred to as DigPot). The functional diagram of the
proposed architecture is given in Figure. 3.1. The schematic of the memristor emulator
consists of an Arduino due, and an MCP4251 digital potentiometer. The MCP4251
DigPot has an 8-bit dual potentiometer configuration. It is possible to exploit both
the resistor networks (P0) and (P1) as seen in functional block diagram. Floating the
terminals POA POB, configures the device as a rheostat (variable resistor) [12]. Each
potentiometer of the MCP4251 has an 8–bit resolution resistor network which allows
connection from 0 to full scale. Zero scale typically being the wiper (W ) resistance value
which forms part of the resistor network as seen in Figure. 3.2. Analogue pins A0, A1,
A2 and A3 of the arduino are used to read input voltages are connected to the MCP4251
pins (P0B), (P0W ), (P1B) and (P1W ) respectively. Communication between the Ar-
duino and the digital potentiometer is established through the SPI interface, whereas
the Arduino communicates with the PC through the serial ports. Equations of the state
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Figure 3.1: Pinout Schematic of the Arduino-controlled memristor em-
ulator.

dependent current-voltage (i− v) relationship of the memristor which were presented in
the previous section have been implemented on the Arduino and executed with respect
to the flow diagram given in Figure. 3.3b. The digital potentiometer has its default
wiper position (W ) in the midscale of the resistor network, therefore, we initialise to
the our emulator initial position (Rinit) during device power-up. The arduino analogue
pins continually samples the voltages across the emulator which is used to calculate the
potentiometer’s wiper position P0W which is in turn updated through the SPI port.
Communication via the SPI port is attained by the following definition

3.3.1 Memristor Emulator Implementation

The memristor emulator has been implemented in such a way that the input resistance
is calculated as a function of the applied current or voltage to satisfy the equations of
the memristor given in Equations 2.5. The working principle of the emulator is simple
and self explanatory. Figure. 3.3 is a clearer version of the functional block diagram of
the emulator together with the operational flow starting from initialisation. The P0W
terminal and the Wiper terminal P0B of the digital potentiometer serve as the external
connections of the memristor emulator. The P0A terminal is left floating, this way the
DigPot acts as a rheostat. The analogue-to-digital converter (ADC) of the Arduino
continuously samples the voltage drop across the emulator which in turn is used to
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Figure 3.3: Memristor Emulator Circuit. (a) The arduino-controlled
Emulator, (b) algorithm of the arduino-controlled Emulator

determine the emulator’s equivalent resistance based on the mathematical equations
governing the functionality of the memristor. Communication between the DigPot and
the Arduino is attained through Serial Peripheral Interface (SPI) bus meanwhile the
emulator can be easily connected to other electronic devices with its eternal connectors.
Communication via the SPI port between the two blocks that make up the emulator is
attained by the following definition predetermined from the datasheet.

Code 3.1: Command Definition

#de f i n e INCREASE_W0 4 //INCREMENT WIPER W0 by one step
#de f i n e INCREASE_W1 20 //INCREMENT WIPER W1 by one step
#de f i n e DECREASE_W0 8 //DECREMENT WIPER W0 by one step
#de f i n e DECREASE_W1 24 //DECREMENT WIPER W1 by one step
#de f i n e WRITE_W0 0 //WRITE W0 command : Modify wiper p o s i t i o n
#de f i n e WRITE_W1 16 //WRITE W01command : Modify wiper p o s i t i o n
#de f i n e init_W0 230 // I n i t i a l i s e W0 command
#de f i n e init_W1 0 // I n i t i a l i s e W1 command
de f i n e SLAVESELECT 4 //SS Pin f o r the DigPot

Meanwhile the function given below receives the defined command as argument and
transfers the operation to be carried out to the DigPot.

Code 3.2: SPI Function

void d ig i t a lPotWr i t e ( i n t command , i n t va lue ){
// send in the command and wiper address v ia SPI :
SPI . t r a n s f e r (SLAVESELECT, command , SPI_CONTINUE) ;
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Figure 3.4: Memristor Emulator Experimental Setup

SPI . t r a n s f e r (SLAVESELECT, value ) ; }

A summary of the characteristics of the emulator and its comparison with the actual
physical device is presented is Table 3.1.

3.3.2 Experimental Setup & Results

The setup used to validate the memristor emulator is given in Figure 3.4. The setup
consists of Arduino stacked to a PCB implementation fo the digital potentiometer. On
the PCB, there is a power supply system for the emulator an a programmable waveform
generator (AD9833) to generate the sin waveform abd programming pulses. Both stacked
board are connected to a computer used to visualise the graphs in real-time.

The entire validation setup is intended to be simple and easily replicable, therefore, in
order to validate the emulator, we exploit the Arduino’s serial communication capability
through the USB ports. As shown in the schematic of the emulator in Figure3.1, the
Arduino is connected to the computer (PC) and communication is established via USB
ports. Data coming in through the serial port is tracked by Megunolink, a plotting tool
software installed on the computer. It acts as some sort serial monitor which tracks and
plots data in real-time [82]. The following two functions permits serial communication
from the Arduino to the PC for real-time plot and Lissajous figure respectively.
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Table 3.1: Characteristic of the Emulator and comparison with the phys-
ical device.

Parameter Physical device Emulator Description

Resistance
range

Determined by
device structure

75Ω < R < 50kΩ Digital
Potentiometer
Dynamic range

Discretisation
of R

Continuous 257 steps 8− bit
resolution

Response Determined by
device structure

Programmed
function

Mathematical model

Applied
voltage

Less than device
structure breakdown

voltage

0, +3.3V Unipolar ADC

Supply voltage − V ss = 0,
V dd = 3.3V

Power supply

Code 3.3: Continuous
Time Plot Function

Code 3.4: Lissajous
Function

void TimePlot ( f l o a t data , void XYPlot ( f l o a t xData ,

S t r ing seriesName , f l o a t yData , S t r ing seriesName ,

S t r ing channelName ){ St r ing channelName ){

S e r i a l . p r i n t ("{TIMEPLOT: " ) ; S e r i a l . p r i n t ("{XYPLOT: " ) ;

S e r i a l . p r i n t ( channelName ) ; S e r i a l . p r i n t ( channelName ) ;

S e r i a l . p r i n t ( " | data | " ) ; S e r i a l . p r i n t ( " | data | " ) ;

S e r i a l . p r i n t ( ser iesName ) ; S e r i a l . p r i n t ( ser iesName ) ;

S e r i a l . p r i n t ( " |T | " ) ; S e r i a l . p r i n t ( " | " ) ;

S e r i a l . p r i n t ( data , 3 ) ; S e r i a l . p r i n t ( xData ) ;

S e r i a l . p r i n t l n ( "}" ) ; } S e r i a l . p r i n t ( " | " ) ;

S e r i a l . p r i n t ( yData ) ;

S e r i a l . p r i n t l n ( "}" ) ; }
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The Arduino has a unipolar analogue-to-digital converter (ADC) with an output swing
limited to 0V − 3.3V (ground to the full-scale input voltage). As a result of this lim-
itation, we’re are restricted to working within this range. The input signals used in
this experiment are provided with an offset of 1.65V (ADC’s mid-swing) while the other
terminal of the emulator is always tied to a reference voltage of 1.65V (See inset of
Figure 3.4). This way, the entire dynamic range (DR) of the ADC is exploited.

The aim of the results presented in this section is to validate the fundamental fin-
gerprints of the memristor identified by Chua [83], which was presented in Section 2.
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Figure 3.5: Memristor emulator behaviour for an input sinus waveform
±v0 sin(2πft) with a DC offset of 1.65V where v0 = 1.65V and f = 100Hz.
(a) Measured memristance and current, (b) corresponding i− v plot. The
negative terminal of the emulator (P0W ) is tied to V ref = 1.65V as
shown in the inset of the setup in Figure 3.4

The graph in Figure 3.5 is the Lissajous behaviour for an input sine waveform
±v0 sin(2πft) with a DC offset of 1.65V where v0 = 1.65V and f = 100Hz. From
the i− v plot we observe a pronounced pinched hysteresis loop which expectedly shrinks
with an increase in frequency as observed in Figure 3.6a – Figure 3.6d for frequencies
of 200Hz, 300Hz, 400Hz and 500Hz respectively. Thereby validating the fundamental
fingerprint of a memristor. Another interesting property of memristors is their ability
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parameters of Figure 3.5
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to be programmed with pulses (voltageorcurrent) Given in Figure 3.7, is a plot of the
memristance rate of change for an input train of pulses of a frequency of 100Hz with a
50% duty cycle and an amplitude of 2V ,. The memristor emulator was first set to a high
resistance state (less conductive state) and then gradually reduced to a more conductive
state RON with the application of pulses. During inter-pulse period, the memristance
maintains it’s state. A decrease in memristance which is proportional to the integra-
tion charges is observed. Hence, as more charges are integrated in the device with the
application of pulses, step size increases.

Commenting on some features and certain limitation of the proposed memristor em-
ulator, we’d like to discuss some issues with regards to the fitting of the memristor
characteristics with regards to the digital potentiometer resolution. The fitting of the
memristor characteristic is computed and approximated by the micro-controller. The
Arduino Due’s ADC has a resolution of 12 bits, 1MHz doesn’t severely affect the fit-
ting instead it is the DigPot’s resolution of 8 bit. During analytical calculation of the
mathematical equations of the memristor the Digpot’s wiper position is rounded up to
the nearest integer with some error margin. This coupled with the drift present in the
devices characteristics over time considerably affects the i-v plot. Also, the frequency of
operation in our experiment is actually limited by the experimental setup. Data acqui-
sition was carried out through the serial port at 9600 bps. The Arduino due was chosen
for its fast computing capability and the MCP4251 for its high speed read-write rate
(10 MHz). A better acquisition tool like an oscilloscope would permit to run at a much
higher frequency.

3.4 Discussion and Conclusion

In this chapter, the memristor emulator composed mainly of a digital potentiometer
and an Arduino (micro-controller) is presented. The emulator made up of off-the-shelf
electronic components is relatively easy to implement as demonstrated in this chap-
ter. The HP memristor mathematical model was implemented on the micro-controller.
Analogue pins of the Arduino were used to read the voltages at terminal of the digital
potentiometer, this is thanks to it’s in-built 12-bit analogue-to-digital converter on the
Arduino. According to the implemented algorithm, the digital potentiometer is contin-
uously updated through the SPI interface based on calculations of the micro-controller.
The Arduino as well, communicates with a PC through the serial port in other to send
data to be plotted on a serial monitor The fundamental properties of the memristor have
been experimentally validated with memristor emulator. This simple and easy to make
emulator could be useful to initiate students into the basic theory of memristor. The
Arduino programming code is presented in the appendix.
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Chapter 4

Memristor Resistance Modulation

4.1 Introduction

Rising from the interests in exploiting the properties of memristors due to their fine
resolution programmability especially in their applications in programmable analogue
circuitry, particularly exploiting their non-volatile resistance memory, accurately pro-
gramming memristors is therefore essential [17, 18].

In programmable analogue IC design, precision variable resistors are important.
Therefore, accurate and efficient methods for tuning the resistance of memristors to
a desired value are necessary. Memristance programmability has to be precise and re-
producible given an adequate modulation range. Nevertheless, the programming of these
devices is not straight-forward and can sometimes be difficult or tricky while the device
reproducibility with respect to the kind of programming technique plays an important
role.

Moreover, an efficient reproduction of the state tuning of memristors in order to
fully utilise them in analogue circuits, would require sufficient knowledge of the device
characteristics and deal with its unpredictable switching variations. Depending on the
application, an insignificant switching variation could be tolerated but it is important
to note that the accuracy of a memristor-based programmable circuit would strongly
depend on how accurately the memristor can be tuned.

There are several existing techniques of accurately tuning the memristor which are all
based on either increasing or decreasing the memristor’s conductivity to a predetermined
value. The pulse-based programming technique is notwithstanding the most popular.
This technique suffers from the setback of requiring external processing to accurately tune
the memristor, this will be discussed in subsequent sections. An analogue programming
approach which takes advantage of the dynamic modulation of the memristor under a
constant DC bias exists as well [84]. Although accurate, the present approach has the
drawback of not being able to program devices of high ON/OFF ratio.

The programming techniques which will be discussed in this chapter can be sum-
marised into three main categories: (i) pulse-based programming technique which utilises
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pulses of distinct width and amplitude to read, write and reset a device to an intermediate
state, (ii) DC programming technique and (iii) self-terminating programming method.

This chapter which consists of six sections is organised as follows. Section 4.2 gives
an overview of the existing programming techniques & architectures. In Section 4.3,
the pulse-based programming technique is discussed in details with some simulation and
experimental results carried out on memristors fabricated at FBK. Section 4.4 touches
on the DC programming technique under which we present a novel switched memristor
circuit and some characterisation results under constant DC bias of the FBK memristor.
In Section 4.6, we present and compare two memristor programming circuit: a digital
and an analogue solution. Finally, we conclude in Section 4.7 discussing some important
advantages and draw-backs of the proposed circuits.

4.2 State of the Art – An Overview of the Existing

Programming Techniques

Before going on to discuss the several programming techniques within the scope of Chap-
ter 4 with respect to the state of the art, I would like to discuss some existing memristor
programming techniques and circuital configuration.

One the most popular and easiest techniques adopted today for memristor resistance
modulation is the utilisation pulses of either voltage or current of distinct pulse width
and amplitude for read, write and reset [85, 86, 87, 88]. In this technique, in order
to read the memristor state, a pulse of sufficiently low voltage or short pulse width
could be applied in order to keep the memristor’s state unperturbed [89, 90]. Device
reset is typically straight forward, this is achieved by applying a reverse bias voltage to
device in order to reset it back to a less conductive state [91, 92, 93]. The pulse-based
techniques suffers the draw-back of requiring massive external processing to accurately
determine write voltage and pulse timings due to device–device non-linearities [94, 84].
It is also common to use current compliance in the laboratory instrument to program
the memristor to a predetermined value. Other scientists as well have implemented a
system of applying iterative write and read pulses to converge onto a desired resistance
value [95, 96, 97, 98, 99, 100, 101, 102, 103].

Another method which has been published is the use of a conventional resistor as
reference and force the memristor to latch onto the reference resistor. Kim et al. proposed
a circuit comprising of an array of reference resistance [104]. They argue that their
method enables the memristor to be used as multilevel memory by forcing the memristor
to latch onto one of the predetermined fixed reference resistors.
In [105], Merrikh-Bayat et al. proposed a procedure for tuning the state of the memristor
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given a predetermined analogue input value. The schematic of the proposed circuit is
shown in Figure 4.1a. According to the schematic, when aM is lower than aVin, the
output of the comparator is low, this causes the left current source to drive the memristor.
This way the memristor is programmed from a high conductive state to a low conductive
state. This implies an increase in Memristance. The reverse is the case when aM is
higher than aVin. In this case the output of the comparator is saturated to V dd with
the memristor programmed to a higher conductive state (decremental programming)

In this configuration the memristor is programmed to a corresponding Vin with a
current source controlled by the output of the operational amplifier within which it is
connected. The memristor is then further used in other circuital configuration to perform
some basic arithmetic operations. The same author also proposed another memristor
programming technique based on the automatic application of sequential levels of positive
& negative voltages to the memristor to try and converge to a desired value with a
corresponding increase in time [106]. A process referred to as sliding mode control [107].
Shin et al. proposed a pulse coded programming method where the memristors are
programmed by input patterned waveform. The proposed circuit is given in Figure 4.1b
and intended to be used in high frequency circuits such as amplifiers and filters with
differential circuit topology [108]. As observed in the schematic diagram, their approach
also utilises blocking capacitors to isolate DC mismatch and other mismatch effects.

Another approach to programming memristors was proposed by Pershin et al.. Their
approach involves the use of MOS switches to drive the memristor with programming
voltages relatively higher than the memristor threshold voltage. In their proposed circuit
shown in Figure 4.1c, the positive terminal of the memristor is tied to ground while the
negative terminal is connected to the switches that are used to program the memristor.
The control signals Vpn & Vpp are used to program the memristor within it’s two boundary
limits with the programming voltage Vpr. The circuit is intended to form a part of an
analogue circuitry with the negative terminal of the memristor connected to the analogue
circuitry.
Berdan et al. an analogue memristor state tuning circuit having an AC voltage source as
input signal [84]. Their circuit exploit the dynamic resistance modulation of memristors
under constant DC bias.
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The proposed circuit is given in Figure 4.1d, where the memristor is connected as
feedback device for an inverting gain stage operational amplifier. The circuit employs
feedback for converging the state of the memristor to a given level within a decade, given
an analogue input voltage VIN . The authors claim an accuracy of 8 bit precision was
achieved with the HP memristor model. Details of a modified version of this circuital
configuration is presented in Section 4.6.

Similar to the implementation of Pershin et al., is another type of Self-terminating
programming circuit proposed by Lehtonen [109]. The proposed circuit given in Fig-
ure 4.1e consists of a PMOS–transistor in series with the memristor. The PMOS acts
as a current source, when biased with vbias it turns on to program the memristor with a
current iwrite.
And finally, to conclude this section is another programming architecture proposed by
Lehtonen which he referred to as memristor state tuning by continuous monitoring. The
proposed circuit is given in Figure 4.1f. It employs an operational amplifier to set a
virtual ground to one electrode of the memristor in order to convert the current through
the memristor to the voltage across the resistor Rref. The output of the operational
amplifier is then compared to a reference voltage which is fed into a decision block that
controls a switch S1 connected to the other terminal of the memristor in order to isolate
the programming input signal Vprog.

The programming architectures which have been discussed in this section were chosen
as a result of their similarities in programming technique to our architecture which will
be presented later on in this Chapter and the next. By the end of this Chapter a table
will be drawn up comparing the several programming techniques in terms of accuracy,
programmability, power and resource requirements.

4.3 Memristor Pulse-Based Programming Technique

In subsequent Chapters to come, the pulse-based technique will form the basic program-
ming method in terms of read, write and reset of the memristor. A large portion of this
thesis has been built around this technique. Therefore, as a result of the importance of
the pulse-based programming technique to this work, this Section is dedicated to present-
ing a detailed analysis of the entire memristor pulse programming process. Simulation
results of current and voltage pulse programming techniques will be discussed with pulse
timing analysis and the effect of balanced and unbalanced input signals. Experimental
measurements carried out on memristors fabricated in FBK will also be presented to
show the unique properties of charge accumulation and non-volatility.
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Figure 4.2: Behaviours for a voltage-driven memristive devices.
a, Applied voltage (red) for a symmetrical input and the corresponding current (blue)
as a function of time. b, corresponding i− v Behaviours to the symmetrical input. The
collapsed line correspond to a sweep of an order of magnitude higher. c, Assymetrical
input applied voltage (red) and resulting current (green) as a function of time. d,

corresponding i− v Behaviours to the asymmetrical input. The applied voltage in a is
±v0 sin(ω0t) while the applied voltage in c is ±v0 sin2(ω0t), where ω0 = 2πf0 = 2πµν

D2 .

4.3.1 Simulation of the Pulse-Based Memristor Programming

Let us recall the memristor fundamental characteristics described in Chapter 1 which
we referred to as behaviours which form the fundamental finger prints for identifying
memristive devices. Figure 4.2a is a plot of the applied voltage and the resulting current
versus time t. Also plotted in Figure 4.2b, is the corresponding i− v characteristics. As
observed, the hysteresis is pronounced for ω ≤ ω0 and shrunk when ω � ω0. Figure 4.2c
is the plot for the behaviour of the memristor for an unbalanced input signal. In this
case, we observe a gradual increase in w(t) for the first three periods. This is as a result
of the accumulation of the net charge over time. Applying three consecutive periods of
the signal with reversed polarity reduces w(t) back to the initial state. In summary, as
shown in Figure 4.2b, any symmetrical alternating-current voltage bias results in double-
loop i− v hysteresis that collapses to a straight line for high frequencies. Moreover, for
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Figure 4.3: Memristance rate of change over time for different Duty
cycles of a train of current pulses with amplitude ip = 160µA and pro-
gramming frequency ωp = 50ω0.

any sort of asymmetry in the applied bias as seen in Figure 4.2d, we observed a multiple
double-loop i − v hysteresis which becomes more pronounced as the current increases.
Therefore we can conclude that the behaviour memristors is symmetrical as long as
the system is within the bounded range of M ∈ (RON , ROFF ). When either one of
its boundaries is reached, the memristor is thought of as operating like a linear resistor
holding its boundary resistance. This resistance value is held as long as the input polarity
is not reversed [6, 58, 59].

Based on our assumption in Figure4.2c & Figure 4.2d, we can gradually increase the
conduction of the memristor by simply applying charges of defined quantities Q. This
can be achieved from pulses of distinct width and amplitude. To reverse the device’s
conduction, switching the polarity of the applied voltage or current is enough. There-
fore a change in the memristors state can be achieved by patterning the frequency and
amplitude dependent flux. Memristors typically feature an initial high-resistance state
whose resistance is reduced by one polarity and increased by the opposite polarity. As
observed in Figure 4.3, the application of an impulsive conduction lowers the resistance
non-linearly, down to a low-resistance plateau [64]. The application of a voltage of re-
verse polarity can restore the initial high resistance state [110, 111]. In Figure 4.3 the
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memristor was first set to a high resistance state before it is programmed with a duty-
controlled train of current pulses of frequency ωp = 5ω0 and current amplitude ip =
160µA. The larger the duty, the more the charge integrated in the device and thus, the
quicker the rush to the ON state.

Similar to Figure 4.3, in Figure 4.4 the memristor is also programmed from a high
low conductive state down to a high conductive state but this time around with a duty-
controlled train of voltage pulsed of frequency ωp = 5ω0 and voltage amplitude vp =
160µA as seen in the inset of the diagram. The same characteristics is replicated here
and as observed in both plots, during inter–pulse period, the memristance maintains
it’s state. Even though it is obvious that the memristance programming behaviours are
not proportional to the number of input pulses we observe a decrease in memristance
proportionally to the integration of applied voltage. Hence, as more charges are inte-
grated in the device with the application of pulses, step size increases (high rate for
low memristance and low rate for high memristance).The memristor can nevertheless be
programmed either by controlling the number of input pulses or by patterning the duty
ratio [64].

Finally, the last experiment was to program the memristor with a bipolar train of
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Figure 4.5: Memristance rate of change over time for different Duty
cycles of a bipolar train of current pulses with amplitude vp = 500mV and
programming frequency ωp = 50ω0.

pulses. The idea here is to return the memristor back to its initial state after program-
ming with the application of pulses with reversed polarity (reset). Figure 4.5 shows the
change in memristance with a sequence of applied current pulses. Notice that during the
application of the positive pulses, the memristor gradually programmed in a decremental
configuration. The attempt to return the memristor back to its original state means we
have to apply equal number of pulses to the memristor, albeit with an opposite polarity.
We note again the memorisation of state during inter–pulse period.

4.4 DC Programming

We have already seen that varying the flux across the memristor will considerably change
the resistance state of the device. This means that passing a current through the mem-
ristor should either increase or decrease its memristance depending on the direction in
which the current flows and also in what configuration (polarity) the device is mounted.
The memristor can be considered as a time varying resistor where the resistance changes
as a result of the summation of current that has passed through it. When the current
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flowing through it is zero, the summation of current becomes constant, and thus the
resistance remains unchanged.

Assuming the memristor is subjected to a constant bias voltage; the change in state
of the device should depend on the polarity of the applied voltage and of the device
itself. Therefore, we can also program the memristor by simply applying the a DC
voltage albeit with very little precision. The issue of accuracy and programmability is
not within the scope of this Section and would be discussed later on.

In this experiment, we first reset the device, we then apply a bias voltage over a period
and observe the change resistance state for various bias voltages applied. Figure 4.6 is
the simulation output of bias voltages ranging from 5V to 3.3V. As in the previous cases,
the curves are self explanatory.

4.4.1 Switched Memristor Circuit

As we already know, under constant DC bias the memristor state changes as long as the
applied voltage is greater than the memristor’s threshold voltage. If the memristor is to
be used in a programmable analogue circuitry, then we have to find a way of preserving
its state under certain conditions. The question we asked ourselves is, what if we wanted
the memristor to work as a conventional resistor all the time even in the presence of
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Figure 4.7: Schematic of the Switched Memristor sub-circuit.
The internal terminals of the memristors are inverted by a non-overlapping two-phase
clock. Switches ϕ1 and ϕ2 are simply MOS switches. The sub-circuit can be adopted in
a more complex circuit and will be suitable for IC applications.

certain conditions which should change its state. An example of such an implementation
is the pulse coded programming circuit proposed by Shin et al. for high frequency circuits
having two blocking capacitors to isolate DC components [64]. See Section 4.2 for more
details about the architecture.

Unlike the configuration proposed by Shin et al., the approach presented in this work
is designed to work in all frequency domain. We simply employed a switched memristor
circuit to achieve our goal. Figure 4.7 is the block diagram of the Switched Memristor
circuit. The memristor is chopped in the circuit by constantly switching its polarity
with CMOS switches controlled by a non-overlapping two phase clock with adjustable
duty cycle for compensation. The practice of chopping [112] the memristor, is to make
it function like a resistor all the time [16]. To change its state, it could be pulsed
externally with some programming pulses. Depending on the application, in order to
minimise drift effects (increase or decrease in memristance) during the switching of the
two-phased clock, the chopping frequency could be chosen with respect to the memristor
frequency sensitivity [113]. This implies a trade-off between the device time constant
and the chopping frequency Therefore, prior information about the memristor operation
model is needed.

Simulation of the Switched Memristor Circuit – In order to validate the func-
tionality of the circuit, a simulation of the Switched Memristor Circuit and a normal
memristor having the same physical characteristics was carried out. Both memristors
were set at their midscale value (100KΩ) and then biased with a constant voltage of
3.3V for 1.5s similarly to the simulation carried out in Figure 4.6. The simulation result
of the Switched Memristor Circuit is shown in Figure 4.8. As observed, the Switched
Memristor is able to retain its state without any significantly change from its initially
programmed state, whereas, the normal memristor circuit exhibited a significant change
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Figure 4.8: Behaviour of the Switched Memristor Circuit under a con-
stant DC bias.

of resistance down to a higher conductive state. The inset is a blow-up of the impact of
the chopping frequency. It can be observed that the positive and negative levels of the
chopping clock over memristance is negligible. Nevertheless, it is worth to note that, over
a long period of operation, due to drift effects, the device should be re-programmed in or-
der to guarantee the performance of the entire circuit. Therefore, constant recalibration
of the circuit could be necessary to curtail this problem.

Additional information about the two phase non-overlapping clock frequency, the
Switched Memristor Circuit and its application in a Comparator with Programmable
Hysteresis is provided in Appendix A.

4.5 FBK Memristor Experimental Characterisation

To buttress the point I have been trying to make in the previous Sections of this Chapter,
some experimental results related to memristor resistance modulation techniques carried
out on memristors fabricated in FBK is presented in this Section. Several measurements
were carried out on various samples on an the array of fabricated solid state memristor.
In this experiment the devices under test were first electroformed, the devices were
then programmed with pulses and one experimental instance and on another, subjected
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Figure 4.9: Electrical measurement of the current–voltage behaviour of
the memristor device.

The i–v curve is measured by applying a bipolar triangular waveform of amplitude vp
= 3V and frequency of 33 mHz with a 50% duty. The reason for the saturation of the
current branch is due to a compliance of ±3mA of the measurement instrument.

to constant DC bias. Both techniques based on charge accumulation to increase the
conductive state of the devices were then compared. For all experiments carried out, the
measurement setup is the same as the one presented in Section 2.5.

Pulse Characterisation – In this experiment we applied a train of pulses at a
programming frequency of 500 mHz. After the electro-forming, the device operating
channel is opened by a couple of voltage sweeps using a triangular waveform of amplitude
vp = 3V running at a frequency of 33 mHz. The i − −V plot of the device considered
for this experiment is given in Figure 4.9 before the application of pulses, we made sure
the device was reset back to it’s lowest conductive state.

In the pulse characterisation experiment, two distinct measurements were carried out
and unlike the simulation of the pulse-based programming previously presented (Sec-
tion 4.3.1), we measured the current for applied input train of voltage pulses with a
duty ratio of 50%. What was varied here was the amplitude vp. Figure 4.10 is a plot
of the measured current versus time. We applied a total of 200 pulses for a period 400s
with a pulse width (PW ) of 1s per pulse. The time scale in Figure 4.10 has been nor-
malised (f = 2

T
) to present the measurement in a more realistic way in order to show

and compare the evolution of the measured current at different vp because during the
inter pulse period, no current is flowing through the device. Notice that for higher value
of amplitude, more charges are integrated into the device with an increases amount of
current. Both curves of vp = 1.6V and vp = 1.65V were performed on the same device.
After the first measurement for an amplitude of 1.6V , the device was then reset again
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Figure 4.10: Current rate of change over time for a train of pulses of 500
mHz programming frequency, 50% duty cycle and two different amplitudes
vp of 1.6V (black) and 1.65V (red) respectively with the measured current
evolving as expected

back to its low conductive state (ROFF ), typically by the application of negative voltage
(opposite polarity to the programming voltage), before the next measurement of 1.65V
amplitude was taken.

Constant DC bias – In this experiment we subject the DUT to a constant DC bias
and observe the state tuning from a high resistance state (low conductive state) down
to a low resistance plateau (high conductive state). The experimental procedure (reset,
program, read, reset) is the same as in the previous experiment. Thanks to our setup,
during this kind of decremental programming, with the set current compliance, when
the device is in the low resistance state we avoid having excessive current which could
damage the device.

Figure 4.11 is the measurement result for the application of a constant DC bias for a
duration of 200s for two different bias voltages of 1.65V and 1.65V applied consecutively.
It is worth again to emphasise that for both experiments, the memristor was first reset
to its OFF state. As shown by the curve, within a period of 200s, more charges were
injected for during the 1.65V bias (red curve) which is as expected.

Given the assumption that an equal amount of charge would have been injected to
the device both in the pulse-based technique and the constant DC biasing, if we plot both
experiments on the same curve we should see a similar characteristics in their curves.
Figure 4.12a is the rate of change of the current over time for a comparison between
results obtained from pulse-based programming of amplitude vp = 1.6V and the DC-
bias technique of 1.6V.
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Figure 4.11: Current rate of change over time for a constant DC bias

Similarly, Figure 4.12b is a plot of the current rate of change over time for a comparison
between results obtained from pulse-based programming of amplitude vp = 1.65V and
the DC-bias technique of 1.65V. As observed, the curves were reproduced for the different
programming methods with the 1.6V experiment giving a better reproducibility. Thus
we can conclude that at low voltages, the programming is much more uniform. Same
could be said at low frequencies.

4.6 Memristor Programming Circuitry

This Section is dedicated to the implementation of two different programming techniques:
(i) an analogue approach and (ii) a digital solution. Both solutions exploit the dynamic
state modulation of the memristor. In each architecture, I will proceed by first introduc-
ing the block diagram of the technique being introduced, then move on the functional
description of each blocks by presenting an illustration if a programming cycle before
showing some simulation results of each programming circuits. hardware implementation
of the circuits and experimental results will be presented in the following Chapter.

4.6.1 Digital Programming Circuit

The functional block diagram of the programming circuit is given in Figure 4.13. The
circuit is capable of programming a memristor in both a decremental and an incremental
fashion. The circuit takes as input, a digital signal (IN) and outputs another digital signal
(Q). For a decremental programming configuration, switches S1 are turned on and the
memristor is connected to the feedback branch of the operational amplifier (op-amp) to
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Figure 4.12: Current rate of change over time for a comparison between
results obtained from pulse-based programming and the DC-bias with the
assumption that an equal amount of charges would have been accumulated
by the device

form a gain stage with its positive terminal connected to the op-amp’s output as shown
in Figure 4.14. Incremental programming is achieved with switches S2 turned on (this
implies S1 going to a low state). With an incremental programming configuration, the
memristor is connected to the input stage oriented with its positive terminal connected
to the inverting terminal of the op-amp as depicted in Figure 4.15.

Circuit Operating Principle – Both programming configurations work in the same
way with the memristor and resistors connected to the inverting voltage amplifier to
form a gain stage. The output of the gain stage is continually sampled and compared
to a reference voltage vth. What we imply by decremental programming configuration
entails programming the memristor from a low conductive state (high resistance value
RON) down to a high conductive state (low resistance value ROFF ). The reverse is the
case for an incremental programming configuration.

Let us consider the schematic diagram given in Figure 4.13. IN is the digital input
signal driving the programming voltage levels VH & VL. VH is used for incremental pro-
gramming (IN=logic 1), meanwhile VL is used for decremental programming (IN=logic

0). At the initial stage, the input is completely disconnected for the network, output of
op-amp is connected to its virtual ground 0, the output is then compared to a reference
voltage vth which could fall in this condition vss<vth<vdd. If vth>0 then Q=0 and the
circuit is configured for a decremental programming of the memristor. If vth<0 then
Q=1, we have incremental circuit configuration. This is achieved thanks to the control
block. After the kind of programming configuration has been determined, the input is
then connected to the rest of the circuit and the memristor is programmed. The control
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Figure 4.13: Functional Block Diagram of the Programming Circuit

block continuously samples the output of the comparator Q. Programming ends once Q
toggles, triggering the control block to set the input programming signal to tristate and
another programming cycle can commence.

The digital programming circuit can be divided into three blocks:
The input stage – the circuit basically has a binary input which triggers the CMOS
drivers to supply the appropriate analogue voltages to the input state of the operational
amplifier. The input goes to tristate once programming has been achieved, i.e., the
toggling of the output Q.
The inverting amplifier stage – which consists of an op-amp mounted as an inverting
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Figure 4.14: Decremental Programming
Circuit Configuration.
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Figure 4.15: Incremental Programming
Circuit Configuration.
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voltage amplifier. Based on the programming configuration being implemented, the op-
amp’s gain should gradually increase or decrease during memristor state tuning. A
clocked-comparator is used to periodically sample the output of the gain-stage. In the
decremental programming (Figure 4.14), as the memristance decreases, the gain also
decreases, therefore, the output of the op-amp is gradually reduced until it reaches vth.
However, during an incremental programming, as the memristance increases, the gain is
also increased, therefore, the output of the op-amp gradually increases until it reaches
vth.
The control & decision block – The implemented control circuit consists of digital
blocks realising two main functions to close the loop of the programming circuit. By
default, the network is configured for a decremental programming.

• Sample and Decision: Before the memristor is programmed with respect to the
given reference voltage vth, the control block first decides in what direction the
memristor will be programmed by activating the appropriate switches (S1 or S2).
This block is also charged with providing the programming circuit with the ap-
propriate digital input signal (IN). By default, the network is configured for a
decremental programming, i.e., during reset, signal S1 is high.

• End of state tuning: The other function realised by the control block is a logic
function that signals the end of memristor state programming. This is achieved
thanks to the circuit given in Figure 4.17. During the Sample and Decision phase,
the state of Q is memorised, Q is then periodically checked every time the mem-
ristor is programmed. As soon as the Q toggles (high to low or vice versa), the
signal eop goes high, signalling the end of programming, therefore, disconnecting
input voltages. Another programming cycle can now commence.

Figure 4.18 is the timing diagram illustrating one programming cycle.
The functionality of the overall circuit has been validated through simulation on

using Cadence Spectre. The simulation parameters are given in Table 4.1. The type of
memristor used is based on the HP model [6].
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Table 4.1: Digital Programming Circuit Simulation Parameters.

Parameter Value

R1 200KΩ

R2 50KΩ

VH 1.65V

VL −1.65V

Incremental Rt0 30kΩ

Decremental Rt0 200kΩ

Supply voltage 0, +3.3V
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Figure 4.19: Simulation of the Decremental Programming Circuit

Decremental Programming – Figure 4.19 is a simulation of one programming
cycle for a reference voltage (vth= 2.0V ). The memristor was first set to a high resistance
state (@t0 Rinit = 200kΩ), after reset, programming starts. Input voltage VL is used
to program the memristor for a duration of 40µs every 100µs. For every applied pulse,
the output of the op-amp as well as the memristor decreases by a certain ∆t. Once the
op-amp’s output latches unto vth, Q toggles and signal eop goes high signalling the end
of the programming cycle. For the simulated value of vth = 2.0V , @ts, the programmed
memristance Rfinal = 42kΩ. Figure 4.21a is a plot of the programmed memristance
versus the vth showing a good linear relationship between these two parameters.

Incremental Programming – Figure 4.20 is a simulation of one programming cycle
for a reference voltage (vth = 1.0V ). The memristor was first set to a low resistance state
(@t0 Rinit = 30kΩ), after reset, programming starts. Input voltage VH is used to program
the memristor for a duration of 40µs every 100µs. For every applied pulse, the output of
the op-amp as well as the memristor increases by a certain ∆t. Once the op-amp’s output
latches unto vth, Q toggles and signal eop goes high signalling the end of the programming
cycle. For the simulated value of vth = 2.0V , @ts, the programmed memristance Rfinal

= 127kΩ. Figure 4.21b is a plot of the programmed memristance versus the vth. As
observed in the graph, in terms of programming accuracy, the incremental configuration
suffers a little set back compared to its decremental counterpart. The memristance vs
vth plot did not express good linearity, possible reason for this is discussed in the next
section.
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4.6.2 Analogue Programming Circuit

In this Section, the operation of an analogue programming circuit is presented. The
architecture is a slight modification of the circuit proposed by Berdan et al. having an
AC voltage source as input signal and which exploits the dynamic resistance modulation
of memristors under constant DC bias. The modified circuit is an improvement of Berdan
et al.’s proposal which also employs feedback for converging the state of the memristor
to a given level within two decade, given an analogue input voltage Vin.

The schematic of the analogue programming circuit is given in Figure 4.22. In this
circuital configuration, the memristor is instead mounted at the input stage of the in-
verting voltage amplifier with it’s positive terminal connected to the Op-amp’s virtual
ground and its negative terminal connected to the analogue input voltage Vin as shown
in the Figure 4.22. Similar to the digital programming circuit, the analogue circuit can
be split into 3 stages: (i) the inverting amplifier stage, (ii) the peak detector stage which
gives information about the output of the inverting amplifier stage, and finally (iii) the
voltage divider stage.

Circuit Operating Principle – In the inverting voltage amplifier stage, m(t) and
R1 are connected to the operational amplifier to form a gain stage. The voltage at the
output of the operational amplifier is:

OPOUT = − R1

m(t)
∗ Vread (4.1)

This output voltage envelope is continuously tracked by the peak detector which offers
information on the value of memristance every 1/fread (Tread) seconds. The output of
the peak detector V f is then fed to the input of the comparator which compares it
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Figure 4.23: Simulation Illustrating one programming cycle of a mem-
ristor from 200KΩ down to 80KΩ

with an input programming voltage V in. Let us consider the simulation illustrating one
programming cycle in Figure 4.23. At the initial state where V in = 1.65V (red), the
output voltage of the peak detector is equal to:

VF = Vread ∗
R1

m(t)
(4.2)

The comparator (COMP) is set to ground, therefore, the voltage divider input is in
tri-state. The non-inverting input of the OP1 is therefore set to the potential V BIAS
= V ref . The AC signal at the inverting amplifying stage with amplitude V read and
frequency fread and a DC offset of 1.65V which corresponds to the (Vref) is chosen in
order not to cause any significant change in memristance over the course of one period.
The memristor maintains it’s state as long as VIN<VF . An increase in the voltage VIN to
a value larger than VF will cause to output of COMP to swing to V dd. This provides a
potential of VBIAS<V ref to the non-inverting input of OP . The value of VBIAS can easily
be set depending on the ratio resistors in the voltage divider. Memristor programming
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is achieved thanks to the DC current IDC = VBIAS/R1 imposed over the AC current
supplied VREAD. This is possible since the open-loop gain of the operational amplifier is
large, so its output is forced to the same potential as VBIAS. This way the memristor is
programmed decrementally.

The expression of VF as the memristance decreases is given by:

VF =
R1(Vread + VBIAS)

m(t)
+ VBIAS (4.3)

The expression of the attained resistive state at the switching point of the comparator
(COMP) where VF = VIN is given by:

m(ts) =
Vread − VBIAS
VIN − VBIAS

∗R1 (4.4)

Once VF becomes greater than VIN again the comparator output drops to ground,
the voltage divider input goes to tri-state and the non-inverting input of OP is latched
onto Vref again, establishing a change in VF equivalent to ∆VSTOP as illustrated in
the simulation diagram of Figure 4.23 More details about the description of the circuit
operation can be found here [84].

Simulation – The functionality of the analogue programming circuit was validated
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Table 4.2: Analogue Programming circuit Simulation Parameters.

Parameter Value Parameter Value

R1 200KΩ m(init) 200KΩ

m(vth) 200mV Vread 200mV

fread 100Hz V(BIAS) 20mV

C 1pF m(ron) 200Ω

m(roff) 200KΩ m(D) 10nm

m(µν) 10−10cm2S−1V −1

through simulation using Cadence Spectre. The simulation parameters are given in
Table 4.2. The type of memristor used is as well based on the HP model. Fig 4.24 is
a graph showing programmed memristive state value across two decades for different
voltages VIN . In this simulation, for the different VIN , the device was first initialised to
m(init) and then programmed down decrementally in conformity to the illustration of
Fig 4.23. The graph shows a good linear relationship between m(t) and VIN .

4.7 Conclusion

Memristor resistance modulation gave a detailed overview of the various programming
techniques used in changing the conductance of memristors. The programming tech-
niques discussed in this chapter is regrouped into three categories: (i) pulse-based pro-
gramming technique which utilises pulses of distinct width and amplitude to read, write
and reset a device to an intermediate state, (ii) DC programming technique and (iii)
self-terminating programming method.

For each programming method some simulation and experimental results carried out
on memristors fabricated at FBK are presented. Moreover, applications related to each
programming technique have been proposed.

In the last section of this chapter, two self-terminating memristor programming cir-
cuits capable of accurately tuning the memristance of a memristor to correspond to an
input reference voltage are presented. The device is tuned accordingly by automatically
patterning the input programming pulses, thanks to a change in gain of the operational
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amplifier within which the memristor forms a gain stage. The circuit not only exploits a
digitally assisted form of memristor analogue state tuning using voltage pulses of fixed
amplitude and width but also has the advantage of not needing external processing to
accurately determine the memristor state.

The functionality of the circuit was validated with some simulation results. For a sim-
ulation of the network for memristance across two decade, the decremental programming
circuit seems to outperform the incremental circuit in terms of linearity with the input
reference voltage vth, as observed in Figure 4.21, this is due to certain factors which we
would like to discuss. For simulations carried out in the decremental configuration, it
was relatively easier to program the memristor to any point across its full bandwidth.
Whereas for the incremental part, we had to start from an initial resistance value Rinit

different from the memristor’s RON state in order to be able to exploit a good percentage
of the memristor’s dynamic range. This is because if Rinit is too small compared to the
reference resistor R2, the output gain becomes excessively high, the op-amps output re-
mains saturated and a change in the memristance will have little effect on the op-amp’s
output. This phenomenon does not occur in our decremental configuration because the
programming cycle departs with a gain of 1, i.e., Rinit = R1, therefore we are able the
exploit the memristor’s overall dynamic range.

With the advantage of having a huge versatility, the programming precision can be
tune to suit a wide variety of devices and applications. The circuit has been implemented
in a CMOS process and our aim for a future work will be to investigate how an automatic
programming of a large array of memristive devices could be carried out using this simple
circuit. Currently we’re working on a development board to test the the functionality
of the circuit at a first instance with our memristor emulator [12] and then proceed to
testing it with solid-state memristors.
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Chapter 5

Memristor-Based Light-to-Resistance
Encoder

5.1 Introduction

Basically every CMOS image sensor implementation of a multiple-reset pulse-frequency
modulator (PFM) for light-to-frequency conversion would require a digital counter [114,
115]. Embedding a counter in each pixel of an imager would require significant silicon
area, turning into a large pixel pitch. The number of pulses generated during a period
of time is a linear function of the incident light falling onto the pixel during that time.
A higher pulse count will thus correspond to a brighter pixel and vice-versa as observed
in the illustration of PFM encoding of visual information shown in Figure 5.2c. The
achievable dynamic range depends mainly on the resolution of implemented counter.

In [116], Wang et al. proposed an image sensor with an in-pixel light-to-frequency
conversion, where a 10-bit counter takes over one-third of the pixel area. We propose to
replace the digital counter with an analogue counterpart, made with a single memristor.
Thanks to the memristor pulse-based non-linear programmability (See Chapter 4), light-
to-resistance (L2R) encoding can be achieved with a light to frequency converter acting
as a programming source and driving the memristor with current pulses proportional
to the light intensity as depicted in the illustration of the operating principle of the
proposed pixel architecture in Figure 5.3b.

In comparison to similar implementation, a memristor-based unit cell for a photo-
detector readout circuit was implemented in [65] by Yakopcic et al. implementing a pixel
embedding a memristor which is aimed at directly programming the memristor with the
photo-generated current. This approach of direct programming could have unrealistic
power requirements to properly program the memristor. Conversely, in our approach
the memristor is programmed through a voltage-controlled current-source driven by the
pulses generated by the light to frequency block. This way we decouple the optical
sensor from the analogue counter (memristor). The amount of current flowing into the
memristor can be properly tuned according with the system requirements.
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Photodetector
Photodetected Current

to Frequency
Convertion

Incident light Output

Figure 5.1: Functional Block Diagram of the Light to Frequency Con-
version steps. The output of the LTF conversion is typically a square
wave or pulse train whose frequency is linearly proportional to the light
intensity

This Chapter which reports a pixel architecture implementing a light-to-resistance
encoder with a memristor is organised as follows. In the next Section, I will give a
brief introduction to the principle of light-to-frequency conversion before presenting the
proposed pixel architecture in Section 5.3. Simulation results of the pixel architecture is
given in Section 5.4 before concluding in Chapter 5.5

5.2 Light-to-Frequency Conversion

Light-to-Frequency (LTF ) conversion can be implied as the a process which converts
light intensity to a digital form (pulse). A functional block diagram of the process is
given in Figure 5.1. The block diagram is composed mainly of a Photodetector front-end
which is used to detect impinging light variations, and a current-to-frequency converter
outputting the digital pulses. Based on the type of detector implemented, the output
pulses can be modulated to suit several applications.

Pulse modulating (PM) techniques can be broadly classified into two basic cate-
gories, namely: (i) pulse-width modulation (PWM) encoding, and (ii) pulse frequency
modulation (PFM) or spiking pixel encoding.

We are particularly interested in the pulse frequency modulation technique since the
architecture presented in this Chapter and subsequent Chapters to come is solely based
on this technique. Therefore even though it is just going to be a brief introduction to
pulse frequency modulation, pulse-width modulation will not be treated as it is out of
the scope of this Chapter.

5.2.1 Pulse Frequency Modulation

Pulse-Frequency Modulation (PFM) is a modulation method that combines the features
of pulse-code modulation for representing both digital and analogue signal inputs. it is
similar to Pulse-Width Modulation (PWM), where the magnitude of an analogue signal
is digitally enoded as the duty cycle of a square wave. Unlike PWM , where the duty
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cycle of a squqre wave is varied at constant frequency, in PFM , the width of the square
signal is fixed while the frequency is varied.

In digital pixel sensors, pulse-frequency modulation is typically employed to achieve
high dynamic range by converting the photosensor current into a digital pulse signal
through a process known as multiple-reset light-controlled oscillation (LCO).

The principle of multiple-reset digital pixel is illustrated in Figure 5.2. To initiate a
photo-measurement cycle, the photodiode voltage is pre-charged V R to a defined voltage
level V R by applying a short pulse signal to a reset switch (transistor indicated a RES).
Subsequently, the photodiode is discharged by the photo-generated current iph. Incident
light generated photo-current causes the voltage across the photo-diode node to drop at
a slope proportional to the illumination level. A comparator continuously compares the
integration voltage ramp to a, usually fixed, voltage reference V T . When the voltage
reaches the threshold of the comparator, the comparator’s output flips and resets the
photodiode. The exposure information is encoded in the edge timing. The incident
light intensity is inversely proportional to the integration time Ti – brighter pixels yield
shorter integration times and vice-versa. Light-to-frequency encoding is achieved since
the output pulse frequency is linearly proportional to the light intensity. The encoded
output pulses during the integration time is counted and the equivalent frequency can
be decoded either off-line or in real-time.

Pulse frequency modulation pixel sensors as the advantage of having a high frame
rate as well as facilitate real-time pixel level processing as we will see in subsequent
Chapter. One of the majoy disavdantages of Pulse frequency modulation is it’s complex
pixel pixel architecture leading to larger pixel architecture and possibly higher pixel-wise
fixed-pattern noise (FPN).

Even though smaller pixel architectures are aready being realised with the latest
technology due to transistor-technology scaling down, we are still far from getting the
best performance in terms of silicon area. This Chapter offers some novel solution to
the issue of complexity of the pixel architecture by implementing certain functions with
a memristor.

5.3 L2R Encoder Pixel Architecture

The schematic of the pixel architecture shown in Figure 5.3a consists of a photodiode
with a reset transistor, a voltage comparator, a delay stage as feedback and a memristor
working as an analogue counter. In the proposed pixel architecture, a L2F converter
generates digital pulses at a frequency proportional to the light intensity impinging onto
the photodiode (PD). In our implementation, we drive the memristor (Ms) with current
pulses, which provide better linearity against a voltage control. The output voltage at
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node B is therefore converted into a current before drivingMs. Every time the output (B)

of the comparator goes high, the memristance is reduced by a certain value depending
on the pulse duration which is given by the reset delay of the L2F and by the current
amplitude (Iup), which ensures that the memristor is programmed with a proper width
and amplitude.

The basic principle of operation is given in Fig. 5.3b. The photodiode is first pre-
charged to VR. After reset, the photodiode voltage starts discharging proportionally
with the light intensity. Once the voltage reaches the threshold (VT ) of the comparator,
the latter toggles and resets the photodiode, with a certain delay, back to the pre-
charged value VR. This operation repeats at a rate proportional with the light intensity
and generates a pulse width equal to the DELAY . According with the schematic of
Fig. 5.3b, the non-linear decrease in memristance is proportional to the number (N) of
pulses generated during the integration time Ti. Hence, light-to-resistance encoding is
achieved as a result of the proportionality between the light intensity and the frequency
of the programming pulses. At the end of the exposure time, the pixel is read out,
shorting the node A to the bit-line (SEL = H). The memristor is connected to the
inverting input of OP to form a gain-stage:

VOUT = Vref2 −
R

RM

(Vref1 − Vref2) (5.1)

VOUT is then converted by a column-level analogue-to-digital converter (ADC). After
the readout operation, the memristor is reset back to the ROFF state by means of
RES(Idwn) and another exposure time can start. The comparator output pulse fre-
quency is given in Eq. (5.2).

f =
1

T
=

iph + id
C(VR − VTH)

(5.2)

where: iph is the photo-generated current, id is the dark current C is the capacitance at
the photodiode node, VR is the photodiode pre-charge voltage, VTH is the comparator
reference voltage. The number of pulses generated during an exposure time Ti is given
in Eq. (5.3).

N =
Ti
T

=
Ti(iph + id)

C(VR − VTH)
(5.3)

For each pulse applied to the memristor, its memristance is reduced by ∆RM(t); there-
fore, the expression of the memristance after an exposure time is given in Eq. (5.5).

∆RM(t) = RM(final) −RM(init) (5.4)

RM = ROFF −N(∆RM(t)) (5.5)
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Since each variation step in RM is affected by both the total charge quantity injected
and the current magnitude during injection, the light-to-resistance curve is expectedly
non-linear. This should be carefully accounted for when deciding the current magnitude,
write-in times, and output digital quantization, depending on the type of memristor
used – and the typical spreads in its characteristic curves. Read-out should not perturb
RM significantly, that is, the charge injected during the read-out phase (where tSEL
is the read-out time during which SEL is high) shouldn’t exceed the threshold voltage
of the memristor. In our configuration, this is guaranteed by Operational amplifier’s
(Opamp) virtual ground Vref2. At the gain-stage, the potential difference (PD) across
the memristor (Vref1, Vref2) is small enough to avoid corrupting the intended resistance
RM . The relevant trade-off, here, is between a low (PD), which could impair the precision
of the output voltage, and a short tSEL, which requires faster read-out circuitry.

5.4 Simulation of the Pixel Architecture

In the proposed L2R pixel architecture, the binary counter has been replaced with an
analogue counterpart, made of a single memristor. This turns into a smaller pixel pitch,
compared with an all-CMOS solution and analogue non-volatile characteristics. The
proposed circuit has been designed and simulated in a 3.3V, 0.35µm CMOS process,
while the memristor behaviour relies on the TiO2 model.

The circuit has been validated with the simulation of different light intensities repre-
sented by the photo-generated current [117]. The range of The functionality of the pixel
architecture has been designed and simulated with the following parameters: VR = 2.3V ,
VTH = 2V , C = 100fF , Ti = 20ms, DELAY = 100ns and the the following memristor
parameters: ROFF/RON= 1000, µν = 10−9cm2S−1V −1, D = 10nm.

Figure. 5.4 is a plot of the pixel digital output (DOUT ) versus the photo-generated
current. The results obtained with a reset delay of 100ns are as expected, we observe
good linearity for low light intensity but as the pulse frequency increases, there is less
linearity. This phenomenon is due to the reset delay being independent to the light
intensity. Using a short reset delay will correct this phenomenon. The circuit is flexible
and depending on the dynamic range of the memristor, it can be adjusted to suit any
application. The issue of having memristors with different physical properties on an
array of pixel can be easily taken care of due to the fact that we can control the current
integrated into the device for each programming pulse applied. This implies fine tune-up
of each pixel by varying the amplitude (Iup) or the width of the programming current
pulses. An alternative solution involves software post-processing in order to correct the
imager Fixed Pattern Noise (FPN) and gain variations of each pixel signal chain. This
is usually done through a Look Up Table (LUT) stored into an external memory.
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Figure. 5.5 is a plot of DOUT versus comparator reference voltage for two different
photo-generated current 500pA and 20nA mimicking low and high illuminating con-
ditions respectively. Under a fixed condition, the memristance is proportional to the
voltage reference.

5.5 Conclusion

Presented in the chapter is a pixel architecture which implements a light-to-resistance en-
coder exploiting the properties of a memristor. A light-to-frequency converter is adopted
to drive a memristor with pulses, thus changing its resistance according with the light
intensity. In a conventional L2F implementation, a binary counter is needed to store
the number of pulses generated within the exposure time (Ti). In the proposed circuit,
the binary counter has been replaced with an analogue counterpart, made of a single
memristor. This turns into a smaller pixel pitch, compared with an all-CMOS solution
and analogue non-volatile characteristics.

In the implemented light-to-resistance converter, each pixel is composed of a mem-
ristor acting as an analogue counter during which in an exposure time, the memristor
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Figure 5.5: Digital output versus comparator threshold voltage VTH .
(a), Under low illumination for different voltage reference. (b), Under
high illumination for different voltage reference.

is programmed by the light-to-frequency converter, thus, light to resistance encoding is
achieved. The major advantage of this circuit is the drastic reduction of pixel size and
improved pixel performance. One important application of this pixel architecture could
be in the field of activity monitoring where some sort of low-pass memory is needed
at pixel level for tracking contrast variations as we are going to see in chapter 6. The
compactness, programmability and memory effect of the memristor makes it a suit-
able candidate. This application and the proposed mechanism will also work with the
currently available memristors whose characteristics and reproducibility are still to be
improved.

The proposed circuit has been simulated in a 3.3V, 0.35µm CMOS process, while the
memristor behaviour relies on the model presented in Chapter 2.6.
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Chapter 6

Memristor Pixel Architecture for
Dynamic Background Subtraction

6.1 Introduction

CMOS architectures for vision sensors aimed at processing images in the early-stage to
extract salient features from the scene that would otherwise be too costly to achieve
through a standard computing approach, have been widely investigated [118, 119, 120,
121, 122, 123]. In this respect, motion detection being the basis for several complex visual
tasks, is one of the most important image features. Precise and reliable form of detection
of temporal contrast is particularly important in a broad range of applications, including
traffic monitoring, human motion capture and video surveillance. The implementation
presented in this chapter focuses on temporal contrast, therefore, a precise and reliable
detection which should be accurate in shape detection and response to changes in time
is highly required. The most widely adopted technique is background subtraction, where
an estimation of the background is generated and updated frame by frame [124].

While the analysis of the type of motion and its association to a particular object
in the scene is for superior levels of processing, the first clue of an occurring movement
in the scene is no doubt the detection of a change in light intensity. Since changes can
be expectedly detected at any time in all of the pixels – due to, among other factors,
variation of lighting and shadowing, and noise. However potential movement should be
considered when a pixel changes quickly enough with respect to its past history. Thus,
a sort of low-pass memory must be implemented at the pixel level, tracking contrast
variations and generating an alert when the pixel behaviour changes.

Core of the processing is the pixel, containing a light-to-frequency converter out-
putting digital pulses, proportional to the intensity of light, which are in turn applied to
a memristor, changing its resistance accordingly. Two additional memristors are used to
store the dynamic boundaries, outside which the behaviour of the photo-generated signal
is recognised to be anomalous, i.e., unexpectedly fast changing. The main advantages
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of using memristors over all-CMOS implementations are a smaller pixel pitch and non-
volatility, the latter allowing the image background to be modelled with programmable
time constants.

Several memristor-based image processing architectures and their applications in
computation have been published in the literature. Most of the applications in comput-
ing fundamentally exploit the memristor by combining its retentive memory properties
in image processing [125, 126, 127, 128, 129, 130]. Unfortunately not much research has
been done in the area of analogue processing with memristors combining them with a
photo-detector frontend.

In comparison to this work, in [65], a memristor based unit cell design for a readout
integrated circuit (ROIC) is proposed having a photodetector frontend. The proposed
circuit similar to this work, operate in 3 different modes: (i) integration, where the
photodetectors are exposed to light in order to generate a current proportional to their
exposed level of light with the photogenerated current changing the state of the memris-
tor, (ii) read, the memristor state is read out, and finally (iii) erase, the memristor state
is reset back to a predefined state. One major disadvantage is in the way the memristor is
coupled with the optical sensor. The approach employed is based on direct programming
of the memristor with a photogenerated current. As stated in the introduction of the
previous Chapter, this kind of technique could have unrealistic power requirements to
properly program the memristor, thereby, severely hampering the overall dynamic range
of the system.

Another architecture was proposed by Eshraghian et al. to integrated photo detector
receptor With Memristor Memory cell to perform simultaneous image capture and image
matching [131]. This technique is very similar to this work in the sense that the pixel
output is a pulse width-modulated signal that transfers illumination levels directly to
resistance level. Unlike this work, the memristor is decoupled from the optical sensor by
employing a Time-to-Voltage (TTV) converter to produce a digitised signal representing
the incident light intensity which is converted to a voltage before being written to mem-
ory. Meanwhile in this work, the incident light is converted to a train of current pulses
which is more effect and easier to program memristors in a non-linear way.

From an architectural point of view, in our approach, we decouple the optical sensor
from the memristor using a multiple-reset PFM technique. This way, the memristor is
tuned accordingly by varying the amount of current flowing through it, thereby yielding
a higher dynamic range.

This Chapter is organised into three more sections as follows. In the next section, the
operating principle of the algorithm for background subtraction Section 6.2. Section 6.3
describes the implementation of such algorithm on pixel level. Simulation results of the
pixel architecture are presented in Section 6.4. Finally, I conclude in Section 6.5 with
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Figure 6.1: Algorithm for dynamic background subtraction executed at
pixel-level.

some discussion of some practical aspects and some possible limitations related to the
proposed pixel architecture.

6.2 Pixel Operating Principle

Before discussing the pixel architecture, it is worth describing the algorithm for adaptive
background subtraction [132] working at pixel-level. Let us consider a single pixel of
an image sensor, encoding one specific point of the scene. The pixel acquires the light
intensity at a frame rate fps and converts it into a voltage VS(nT ), where T = 1/fps

is the pixel sampling time and the integer n indicates the frame number. During the
sensor operation, the light impinging onto the pixel can change with different dynamics,
depending on either the type of motion or the ambient light variations in the scene. By
monitoring the signal dynamics and amplitude, each pixel is asked to detect whether
anything potentially anomalous may be occurring in the scene.

In order to do this, the image background (B) has to be subtracted from the current
image (Fi) and the resulting difference is to be compared with a proper threshold (TH):

|Fi −B| > TH. (6.1)

Pixels reaching the threshold are labelled as hot-pixels, i.e. pixels detecting a potential
alert in the scene; differently they are recognized as cold-pixels. Taking into account
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that background is subject to changes, different models can be adopted having different
complexity, according to the specific applications:

• Frame difference: the background is assumed to be equal to the past image (B =

Fi−1). It is a simple and straightforward technique although it is not very reliable.
In fact, it is very sensitive to the threshold (TH), to the frame rate and to the
object speed:

|Fi − Fi−1| > TH; (6.2)

• Simple Moving Average: takes into account the background variations over a cer-
tain number of frames. This technique requires n frame buffers, which makes it
very memory- and computationally-consuming:

Bi =
1

n

n−1∑
j=0

Fi−j; (6.3)

• Exponential Moving Average: the background consists of an infinite impulse re-
sponse filter that applies exponentially decreasing weighting factors (0 < α < 1):

Bi = αFi + (1− α)Bi−1. (6.4)

As main advantage, it does not require additional memory and the filter can be
tuned by changing the value of the learning rate α.

Considering the hardware implementation aspects and the robustness of the above tech-
niques, we modelled the background with the Exponential Moving Average using two
threshold voltages instead of only one as in (6.1). The thresholds define the voltage
range inside which the signal is allowed to change safely (cold-pixel). Outside this range
(above or below), the signal is considered anomalous (hot-pixel) and potentially marking
an alert. Figure 6.1 shows how the algorithm works. The example refers to a single pixel
operation over 20 frames. The black curve indicates the signal voltage VS acquired by the
pixel. The red (Vmax) and blue (Vmin) waveforms represent the two threshold voltages
delimiting the grey-zone, inside which the signal can freely change without detecting any
alert. The two thresholds can be generated by low-pass filtering the signal VS. Each filter
switches between two time constants (τH < τL), depending on the following conditions:

Vmax =
1

1 + sτH
VS if (VS > Vmax)⇒ hot− pixel H (6.5)

Vmax =
1

1 + sτL
VS if (VS ≤ Vmax)⇒ cold− pixel H (6.6)
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Vmin =
1

1 + sτH
VS if (VS < Vmin)⇒ hot− pixel L (6.7)

Vmin =
1

1 + sτL
VS if (VS ≥ Vmin)⇒ cold− pixel L (6.8)

where equations (6.5) and (6.7) represent the hot-pixel conditions for Vmax and Vmin

respectively, while equations (6.6) and (6.8) refer to the cold pixel conditions. The
behaviour of the two thresholds defines a grey-zone that changes over time according
with the signal dynamics. The grey-zone represents the range of voltage inside which VS
can move without any anomalous condition being detected. For example, if VS changes
suddenly, from bright to dark, (e.g. the leaves of a tree moving in the wind), trespassing
the top boundary of the grey-zone (Vmax), a hot-pixel is generated. Therefore, while
Vmax tries to quickly reach VS, Vmin does the same, but more slowly. Here, the grey-
zone rapidly grows larger. After a certain number of frames, both thresholds clamp VS,
completely absorbing the signal variation, so that no hot-pixel are generated any further.
Here, the grey-zone returns thin, retrieving the maximum pixel sensitivity.

6.3 Pixel Implementation

Equations (6.5)-(6.8) can be implemented using two ideal low-pass filters (LPF), like
those depicted in Fig. 6.2, where LPF1 implements equations (6.5) and (6.6), while
LPF2 realises (6.7) and (6.8) respectively. Assuming ideal diodes D1-D4 (with no voltage
drop) and RL > RH , each block realises two different first-order RC low-pass filters, with
τH = RHC and τL = RLC, where RH >> RL. Monitoring events in the scene requires
filters with large time constants, that can range from seconds to tens of seconds. This
means that R and C should be the orders of magnitude of MΩ and µF respectively.
Each block (LPF1, LPF2) has to be able to automatically switch from one time constant
to the other, thus accomplishing the behaviour required by the adaptive algorithm.
In order to have an efficient vision sensor architecture, this kind of double-side peak-
detection and filtering operation has to be done locally, close to the pixel. In this regard,
few custom CMOS implementations have been already proposed [124, 133, 134], using
switched-capacitor techniques to emulate the two filters inside each pixel. However, few
basic drawbacks arise from this approaches: (a) the analogue memories, needed to store
the two threshold voltages, do not have such a long retention time as required by the
application; (b) the silicon area, occupied by the capacitors, working as analogue storage
elements, is large, hampering the pixel from having a small pitch. In order to address
these main issues, we have considered the possibility of partially replacing the filter with
one memristive device, exploiting its non-volatile properties and nano-scale dimensions.
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Figure 6.2: Two first-order low-pass filters generating the two thresholds
of the algorithm for dynamic background subtraction executed at pixel-
level given in Fig. 6.1.

Moreover, the value of its resistance can be easily controlled through digital pulses (either
voltage or current). According with the operating principle of Fig. 6.1, the proposed
pixel relies on three memristive devices (MS, Mmax and Mmin), storing three resistance
values which are proportional to the signals VS and the two thresholds Vmax and Vmin

respectively. The schematic of the proposed pixel is shown in Fig. 6.3. A Light-To-
Frequency (L2F) block converts the light intensity, impinging onto the pixel, into digital
pulses, with fixed pulse width (∆T ) and a frequency which is linearly proportional with
the photo-generated current (Iph) [17]. During the pixel reset, MS is set to its highest
resistance (MSL = ROFF ), ready to be programmed through the L2F digital pulses.

6.3.1 Exposure Time

During the exposure time (Ti), the L2F generates a train of current pulses with amplitude
I1, width ∆T and frequency proportional to the light intensity, feeding MS as shown in
Fig. 6.4. The state of the latter is described in terms of a state variable w(t) by the
following equation:

wMS
(n) = µν

RON

D

(
nI1∆T

)
; (6.9)
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Figure 6.4: Timing diagram of the pixel architecture during the inte-
gration time (Ti). The L2F feeds MS with n digital pulses of current I1,
thus changing the memristance from ROFF to R(n).
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Table 6.1: Four pixel states which are coded by qH and qL.

S Constraints qL qH HOT

S1 (VblL < VblS < VblH) L L L

S2 (VblL < VblS) & (VblS ≥ VblH) L H H

S3 (VblL ≥ VblS) & (VblS < VblH) H L H

S4 (VblL ≥ VblS) & (VblS ≥ VblH) H H H

where, RON is the low resistance, D is the length of the device, µν is the dopant mobility,
and n is the number of pulses generated by the L2F during the exposure time. The final
value of the resistance for n applied pulses is:

R(n) =
(
RON

wMS
(n)

D
+ROFF

(
1− wMS

(n)

D

))
. (6.10)

6.3.2 Readout and Hot-Pixel Detection

After the exposure time, MS is compared with Mmax and Mmin. Hence, the pixel is
connected to the bit-lines (SEL=H) and the three memristors are biased with the same
current Ibias in order to force their voltages on the three bit-lines (blS, blH, blL). The
voltage on blS is then compared with those on blH and blL respectively in order to detect
potential hot-pixel conditions. SW1, SW2 and SW3 are all set to the position "3", thus
shorting the common node C to Vref and biasing Mmax and Mmin with the bias current
Ibias. In the end, the following voltage drops are obtained:

VblS = MS · Ibias + Vref ; (6.11)

VblL = Mmin · Ibias + Vref ; (6.12)

VblH = Mmax · Ibias + Vref . (6.13)

Hot-pixel detection is accomplished by means of two clocked comparators, placed outside
the pixel, at the column-level (HBLOCK). Table 6.1 shows the digital output signals for
the different states of the pixel.
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Figure 6.5: Memristors control related to the four different pixel condi-
tions (max, min): LL, HL, LH, HH.

6.3.3 Threshold Update

Fig. 6.5 shows how the two memristors (Mmax and Mmin) are controlled depending on
each of the four states of the pixel: S1, S2, S3 and S4. In order to implement a filter with
a fast time constant τH , the memristor is pulsed with a current IPH with a pulse width
∆TP generated by the signal PLS, feeding HBLOCK. Therefore, the time constant of the
filter is set by sizing the charge qHOT = IH ·∆TP injected into the device and by "m", the
number of applied pulses. On the other side, the slow filter, taking care of the cold-pixel
conditions, handles a charge qCOLD = IPL ·∆TP , with qCOLD < qHOT . This means that,
for the same number of charge packets provided to the device, the memristance changes
less in the case of qCOLD. By adopting the circuital configuration shown in Fig. 6.5, the
update process for the two thresholds can be done at the same time. Let us assume that
the pixel is in the status S2; thus Mmax is fed with qHOT = IH ·∆TP , while Mmin is fed
with qCOLD = (IH − Id) · ∆TP , with Id = IH − IL. In this case, both thresholds (Vmax
and Vmin) approach the current signal VS but at different speed (Vmax increases quickly,
Vmin increases slowly).

6.4 Simulation of the Pixel Architecture

The CMOS part of the pixel architecture was designed in a 3.3V, 0.35µm CMOS process.
The algorithm for adaptive background subtraction has been modelled and simulated
using MATLAB [124, 134]. The pixel architecture, shown in Fig. 6.3, was simulated in
the four different statuses. The expected behaviour, described in Fig. 6.6, was reproduced
electrically through Spectre. The memristor was modelled using Verilog-A according to
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the equations extracted from [6]. The memristance value range (RON = 200Ω, ROFF =
200KΩ) was adopted to cover for a large dynamic range. An exposure time Ti of 10ms is
chosen to be short enough so as not to driveMs to the ON state during light to resistance
encoding for high frequencies and large enough to detect the low light intensity.

Using the same parameters to validate all the four pixel status, the results are shown
in Figure 6.7 – Figure 6.9. Ms is programmed with digital pulses generated by the L2F
block during an exposure time (Ti) of 10 ms. The final value of Ms is then compared
to Mmax and Mmin before it is reset back to initial ROFF state. Mmax and Mmin

are then adjusted accordingly, depending on the pixel condition. Fig. 6.7 is the result
of the pixel status S1 of Fig. 6.5. Here the pixel is in the normal working condition and
as shown in the plot, Mmax and Mmin try to slowly converge towards Ms in order to
absorb the variation. We also notice that the binary signal of the hot− pixel is always
low.

For the other pixel statuses: S2, S3 and S4 given in Fig. 6.5 where a HOT pixel
has been indicated, we observe two scenarios; one in which, a pixel in a HOT state
changes directly to the normal pixel condition; the other in which a pixel in a HOT state
(typically S4) will have to transit into another HOT pixel condition (S2 or S3) before
going to the normal state (S1).

6.4.1 Direct Transition from one Hot-Pixel state to Cold-Pixel

For pixel statuses S2 and S3, typically, a direct transition to the normal pixel condition
occurs. As observed in Fig. 6.8a, for the S2 status, Mmax and Mmin tries to reach Ms
at different time constants with Mmax increasing much faster until the pixel is restored
to the normal working condition. As shown in Fig. 6.8b, the reverse is the case when the
pixel is in the S3 status, having Mmin decreasing faster than Mmax to try and reach
Ms. Fig. 6.9 is the simulation result corresponding to the S4 status. In this case, Mmax

is increased at the same rate with which Mmin is reduced until the pixel returns to the
normal condition. In all cases, the rate of change is controlled by the amplitude of the
current pulses applied.

6.4.2 Transition from one Hot-Pixel state to another Hot-Pixel

state and then to Cold-Pixel

Although S4 is a typical forbidden status, where an hot-pixel occurs at the same time
against both thresholds, Mmax and Mmin, it usually takes place at system power-up,
during the calibration phase. In this case, the sensor takes still images and the status
S4 is set on purpose while the algorithm tries to quickly converge the two thresholds to
the cold-pixel conditions. This phase may take several frames until all the pixel reach
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Figure 6.8: Electrical simulation of the pixel conditions HL and LH of
the proposed pixel architecture in Fig. 6.3 embedding three memristors for
dynamic background subtraction. a, Simulation of the control status S2 for
an anomalous pixel operating condition for a direct transition from HOT
to COLD. The upper threshold changes faster then the lower threshold
try to absorb the temporal variation. b, Simulation of the control status
S3 for an anomalous pixel operating condition for a direct transition from
HOT to COLD. In this configuration, the reverse operation of S2 is imple-
mented. Also shown is the hot-pixel (HOT) binary signal for each pixel
status. The red bar indicates anomalous event (hot− pixel detection) re-
lating to the upper threshold V max determined by Mmax while the blue
bar indicates anomalous event relating to the lower threshold V min de-
termined by Mmin as indicated in the working principle of the algorithm
given in Fig. 6.1.
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dynamic background subtraction. Simulation of the control status S4 for
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to COLD. Both thresholds are programmed with at the same time constant
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the cold state. During S4, hot-pixel are not considered as potential alerts. In Fig. 6.10a,
the upper boundMmax stabilizes before the lower boundMmin, leading to a transition
from S4 to S2 and then S1. Fig. 6.10b is the output of the situation whereby Mmin

stabilizes before Mmax; a transition from S4 to S3 and then S1 is observed here.

6.5 Discussion and Conclusion

In discussing some practical aspects and some possible limitations of the proposed pixel
architecture, I would like to address first of all, the issue of device-to-device variation
with respect to the memristors used during L2R encoding. With the proposed algorithm
for dynamic background subtraction, at high frequencies, when the frequency of the
programming train of pulses becomes non-linear, inter-pixel mismatch is not significantly
affected because each memristor is compared to its previous history and delivers a binary
output. In this case the reproducibility of each memristor is what is critical. For device-
to-device variations concerning memristors used to store the threshold (Vmax, Vmin),
this could be accounted for by varying the threshold update current-magnitude and
write-in times. Alternatively by software post-processing, e.g. by changing isolated
pixels which should detect light intensities unrealistically different from those in their
neighbourhood, or convolving the light intensity map with an averaging kernel whose size
should be properly chosen according to the expected variability between neighbouring
devices, and/or by. The latter solution will likely impair the resolution, to some extent.
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Figure 6.10: Electrical simulation for the pixel condition HH corre-
sponding to control status S4 for an intermediary transition state before
transition to the normal working condition. (a), Transition from S4 to S2
and then S1. (b), Transition from S4 to S3 and then S1.

However, this could be traded-off with a simpler and smaller pixel schematic – that is, a
finer resolution on the hardware side.

Another critical issue could be the possibility of resistance disturbance during read-
out where the voltages of the memristors are forced on the bit-lines by biasing them with
the same current Ibias. Read-out should not perturb the memristors significantly, that is,
the charge injected during the read-out phase, Qro∼Ibias*tsel (where tsel) is the read-out
time during which SEL is high should produce a ∆R(tsel) smaller than ∆Rls, the latter
being the minimum resistance variation affecting the least significant bit. The relevant
trade-off, here, is between a low Ibias, which could impair the precision of the output
voltage, and a short tsel, which requires faster read-out circuitry. Moreover, varying Ibias
generally impacts on the resistance variation, also at constant charge.

In conclusion, this chapter shows how it would be possible to efficiently adopt mem-
ristors in combination with CMOS electronics aimed at implementing a vision sensor
architecture with efficient distributed processing and memory to perform robust real-
time image processing. The present work focuses on adaptive background subtraction
as the basic engine for object tracking. Owing to their nanoscale dimensions and non-
volatile features, memristors are expected to be the ideal device for a novel parallel
computing paradigm, embedding distributed processing and memory capabilities. These
characteristics are even more important when on-chip filtering with long time constants
or memory capabilities with long retention time are required.
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Chapter 7

Memristor-Based Neural Network for
Image Processing

7.1 Introduction

Artificial Neural Network (ANN) as defined by Dr. Robert Hecht-Nielsen can be con-
sidered as a computing system made up of a number of simple, highly interconnected
processing elements, which process information by their dynamic state response to ex-
ternal inputs [135]. In other words, ANNs are systems which can be used to associate
one or several input(s) with one of several decisions or predictions [136, 137, 138, 139,
140, 141, 142, 143, 144, 145]. Neural networks are typically organised in layers made
up of a number of interconnected node containing a transfer function. The layers could
be broadly divided into 3 namely: an input layer, an hidden layer and an output layer.
The neural network is fed with patterns through the input layer, processing is done in
the hidden layer ia a system of weighted connections and a decision is outputted via the
output layer as shown in Figure D.1 used to associate two inputs to two outputs [146,
147, 148, 149, 150, 151, 152].

Since the discovery of memristors, interests in neuromorphic architectures have been
popular among researchers [153]. The ability of memristors to mimic biological synapses
no doubt gives them the potential to vastly improve neuromorphic computing [44, 154,
155, 34, 156]. One major problem of hardware implementation neural networks lies on
reconfigurability where once a network has been trained, the weight of each synapse
remains fixed and cannot be changed, therefore neural networks are mostly implemented
on software. With memristors, we would not encounter this issue, the weights can be
stored as a resistance level on the memristor which in turn can be easily reconfigured.
In using memristors to store weights, neural networks can be easily implemented on
hardware and the network trained by varying the memristor resistance.

The motivation behind this Chapter stems from memristor applications in image
processing as we have already seen in previous chapters. As we try to exploit the hybrid
network of standard CMOS image processing techniques with memristive devices. In
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the last three previous Chapters, we have seen how a memristive network can be ex-
ploited in this respect. Another area where memristor-based image processing technique
could come in handy is in VLSI implementation of neural networks and their applica-
tions to signal and image processing, which is an field that has been severely hampered
by resource constraints such as power consumption, area, speed, etc., affecting architec-
tural and circuit design solution. In the introduction to this thesis, I based, as part of
the motivation for trying to replace existing processing architectures based on CMOS
technology with memristor-solutions, I based my arguments that even though CMOS
has advanced progressively for several decades against all odds through the so-called
Moore’s law, the transistor which happens to be the building block of integrated circuit
is gradually reaching it’s utmost limits in scaling down.

In computation-intensive applications such as image processing, motion detection,
pattern formation and recognition, etc., requiring high speed and massive parallel signal
processing, the realisation of such powerful and dense networks in an integrated circuit
with acceptable size and non-resource hungry by using the commonly encountered ele-
ments and conventional CMOS technology becomes increasingly difficult to achieve. On
the other hand, a powerful back-end analogue array processor in the form of memristive
devices in a crossbar configuration presents the advantages and could help overcome the
limitations of an overall implementation with conventional electronic elements.

In this chapter, an implementation of such technique is discussed for a memristor-
based neural network targeted to a complex and advanced application such as colour
detection for low power Human Machine Interface applications. The implementation is
based on smart energy-efficient devices such as a low-power optical embedded system
used to capture and process a visual signal in order to extract salient information about
the surrounding environment, an approach based on the detection of human skin under
various illuminant conditions.

The neural network utilises a skin detection algorithm which works on the rg chro-
maticity space and classifies any colour signal as skin or non-skin by testing the member-
ship of its rg coordinates to a skin locus [157, 158]. The skin locus is actually a compact
region of the rg space including the skin tones of people captured experimentally under
different illuminants. For the neural network developed, the skin locus forms part of
the datasets acquired from people of different ethnicity by the low-power optical sensor
which is an essential element required for effectively training a neural network.

The output of the neural network will tell us if a subject imaged, is skin or not.
This neural network output can then be further used in several applications such as
colour detection for low power human machine interface applications which is a promising
tool for energy-efficient, touchless control of machines. Figure 7.1 shows some typical
application of gesture recognition for mobile phone applications. For further reading on
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(a) (b)

Figure 7.1: Example of applications using Hand-gesture technology.
(a), an example of hand-gesture recognition for mobile swiping function.
(b), Hand gesture recognition using the built-in face-camera.

gesture recognition, refer the following references which this work is based on [159, 160,
161, 162, 163, 164, 165, 166].

This Chapter is further divided into five Sections as follows. In the next Section, I
will describe the algorithm in which the colour classification is based on. In Section 7.3, a
description the overall architecture of the colour sensor used to acquire the data that was
used to train the network is given. Section 7.4 presents the proposed memristor-based
neural network architecture. In Section 7.5, the neural network is implemented using
Matlab neural network tool to train and validate the network. Finally, I conclude with
some discussions in Section 7.6

7.2 Skin Classification Algorithm

Colour being a powerful discriminative and computationally fast feature, plays an impor-
tant role in discriminating visual appearances of an object. The drawback of its usage is
the fact that it is often limited by its strong sensitivity to the spectral profile of the light
illuminating the scene. Therefore some kind of colour correction technique is needed for
a reliable skin detection and gesture recognition algorithm which is immune to ambient
light variations.

The skin classification algorithm is modelled from experimentally acquired data of
skin tones in the rg chromaticity space of individuals of different ethnicity under several
illuminating conditions by an RGB colour sensor. The acquired Skin tones form a com-
pact set which we refer to as skin locus which allows us to perform binary classification.
Since the skin locus has to be modelled with the rg chromaticity, the RGB signal would
have to be converted to the normalised rg chromaticity.
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RGB conversion to the normalised colour space (r,g) chromaticity is achieved by the
following equations:

r =
R

R +G+B
; (7.1)

g =
G

R +G+B
. (7.2)

By definition, the chromaticity coordinates r and g range over the interval [0,1].
The quality of r,g chromaticity coordinates to discard luminance information, thereby
ensuring that the invariance against variation of the light intensity due to e.g., the
shadowing or the change of camera distance from light sources make them suitable in
detection and recognition processing algorithms [167]. This makes the chromaticity
space a suitable colour space for skin tone detection used in several applications like
facial recognition, hand gesture recognition/detection, etc.

Several algorithms discarding the chromatic dominant of the light have been devel-
oped in the past [168], but most of them work on the RGB colour space and often not
in real-time [169, 170, 171, 172, 173, 174, 175]. The research carried out in this chapter
aims to implement an efficient and fast colour correction algorithm working on the (r,g)
space.

A colour-based skin detection void of any kind of distortion and which is invariant
of the surrounding illumination is required in order to effectively carry out out gesture
recognition/detection. There are two kinds of colour distortions which could occur due to
a change of illumination. The first distortion could be due to variation in intensity of the
illumination caused by shadows or by simply the distance from the illuminant. Whereas,
the second colour distortion could be due to a change in the chromatic dominance of the
illuminant. In the proposed colour detection system studied treated in this chapter, illu-
minant invariance is achieved by modelling the skin tones in the r,g chromaticity space.
The r and g coordinates at a given pixel x are obtained based on Equations 7.1 and 7.2,
where R,G,B are the colour channel intensities at x. This discarding of luminance makes
the chromaticity invariant to changes in light intensity.

The second colour distortion which is as a result of variations in the illuminant in
colour temperature, results in a change of chromatic dominance of the illuminant. The
pixel-based colour classification carried out in this work relies on a compact 2D region
in the (r, g) space called skin locus [176, 177]. The skin locus compiled from the the
chromaticity of several skin tones under several Planck’s illuminants. Therefore, the skin
locus gives a good representation of skin tones under different illuminanting conditions
such as daylight, direct sunlight, candle lights and several fluorescent lights, etc.

The skin locus could therefore be used as an illuminant invariant filter for identifying
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(a) (b)

(c) (d)

Figure 7.2: Illustration of Skin Locus False Positives Detection. (a)
An Image, (b) The skin locus of the user (bounded by the blue and green
curves), and the (r,g) coordinates of the image pixels (in red). (c) the
regions labelled as skin by the sensor using the skin locus (simulated data).
(d) Post processing refinement.

image pixels which are more likely to represent skin [178, 179, 157]. (r, g) coordinates
falling outside the skin locus are regarded as “non skin” thus allowing the restriction of
the image area possibly indicating skin. This approach is not perfect in the sense that
even though the skin locus is sufficient for a satisfactory detection of skin regions, many
false positives are often present (see Figure 7.2).

Based on dataset experimentally acquired with the colour sensor on various illumi-
nating conditions, the MATLAB implementation of the overall CNN together with some
experimental validation will be presented in subsequent Section.

Firstly, a compact set of the skin tones in (r,g) chromaticity space is modelled from
skin tone samples of persons of different ethnicity under different illuminant conditions.
This compact set of skin tones are used to create a skin locus which is used for the binary
skin classification. The skin locus can be determined by approximating a set of quadratic
polynomials d and u. The quadratic polynomials d and u specify the boundaries of the
skin locus such that:

S = (r, g) ∈ [0, 1]x[0, 1] : d(r) ≤ g ≤ u(r) (7.3)

If the rg chromaticity of a certain point of the observed scene falls into the skin
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Figure 7.3: The skin locus acquired by the RGB colour Sensor. (This
image was produced by M. Lecca et al. and it is reproduced with permis-
sion from M. Lecca [180].)
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locus, i.e. d(r) = g = u(r), then that point probably represents skin. According to this
principle, the skin locus works as an illuminant-invariant filter and provides a binary
classification (skin/non-skin) of an input colour signal. The computation of a skin locus
consists of these steps:

• acquisition of human skin tones under different illuminating conditions;

• data filtering, necessary to remove possible noise from the acquired data;

• estimation of the polynomials d and u from the data selected at the previous step.

The skin locus of the RGB colour Sensor whose boundaries have been approximated
by the two polynomials given in Equations 7.4 and 7.5 is plotted in Figure 7.3

u(r) = −2.668r2 + 2.336r − 0.152 (7.4)

d(r) = 0.027r2 − 0.242r + 0.372 (7.5)

The choice of rg chromaticity colour space over other colour spaces commonly used
for representing human skin tones is motivated by three main reasons, listed as follows:

• tones corresponding to human skin imaged under different illuminants, e.g., sun-
light, daylight, candles, neon, tungsten lamps, form in the rg space a compact
two-dimensional set S, called the skin locus. The name skin locus, is derived from
its shape, which follows the Planckian locus [181]. The skin locus can therefore
be used as a filter for illuminant-invariant skin classification, i.e, pixels whose rg
points fall out of the skin locus do not represent skin, while those that fall into the
skin locus likely represent skin.

• Conversion from the RGB colour space to the rg coordinates can be efficiently
implemented in hardware at pixel level using with just a couple of transistors [182,
183].

• rg coordinates possess immunity to changes of the light intensity illuminating the
observed scene this is because they do not contain information about signal bright-
ness.

In order to have an improved image classification, some sort of post processing is
required to refine the skin classification of the regions detected as “skin” by the sensor.
The envisioned post processing system computes the samples of users’ skin (r, g) distri-
bution with the (r, g) distributions of sub regions of portions of the image selected as
“skin” by the sensor, retaining only the sub regions having a distribution close to that of
the users’ skin.
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Figure 7.4: Prototype of the RGB Colour Sensor

The post processing takes into account possible variation in light colour when match-
ing (r, g) distribution of user skin and sub regions of portions of the image selected as
“skin” by the sensor. In principle, the illuminant under which the analysed scene has
been captured generally differs from the reference illuminant used for acquiring the skin
distribution. Therefore, the development of such matching technique invariant to such
changes will depend on the development of a model of the chromaticity variations in
response to changes of colour temperature. This chapter aims at investigating / imple-
menting colour correction algorithms working on the (r, g) chromaticity space. Such
corrections of an image taken under a reference illuminant is also important in the com-
parison of other features used for gesture recognition such as edge / corner detection
[184, 160]. Detailed description of the algorithm and application is presented in [180].

The skin locus given in Figure 7.3 was compiled following the algorithm described
in Section 7.2. Skin tones of several volunteers under a set of 15 illuminants whose
correlated colour temperatures range over [3000◦K, 7000◦K] were captured by the RGB
sensor. These captured skin tones as well as non skin tones captured under the same
conditions make up the dataset used in Section 7.5.

7.3 RGB colour Sensor

One of the major drawbacks in using colour is its strong dependence on light illuminating
the observed scene. Therefore, in order to provide a reliable skin detection under different
illuminants, colour correction techniques or an illuminant-invariant colour-based model
should be implemented [185].

The prototype of the optical system used for data acquisition alongside the data
acquisition software is given in Figure 7.4. The RGB sensor consists of a single pixel
embedding two analogue shutters, signal processing electronics, and including three-
channel (RGB) photodiodes.
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The schematic diagram of the pixel architecture is given in Figure 7.5a. With this type
of pixel architecture embedding analogue electronics and by exploiting the auto-exposure
control in order to execute the RGB normalization at pixel level thereby improving per-
formance. The pixel architecture consists of three photodiodes. The operating principle
of the RGB pixel is shown in Figure 7.5b. The three photodiodes precharged to Vr at
time T0 begin to discharge at a slope proportional to the light intensity.

During an exposure time, the three photo-generated RGB signals are analogue(ly)
summed with the aid of the ADDER circuit. The ADDER estimates the sum of the
three signals (S=R+G+B) on-the fly, during the pixel exposure time and as soon as the
output of the ADDER S reaches the voltage threshold TH (Time TS), the comparator
which continuously compares S(t) is then with the threshold TH, triggers the SAMPLE &
HOLD, which samples R and G signals. The equations of the computed (r,g) chromaticity
is given below.

r =
R

S
=

R

TH
=

R

R(T0) +G(T0) +B(T0)
; (7.6)

g =
G

S
=

G

TH
=

G

R(T0) +G(T0) +B(T0)
. (7.7)

The output rg chromaticity could then be delivered to a high level system that
executes membership test of computation and skin classification using the algorithm
presented in the previous section. Similarly, output rg chromaticity could be fed to a
neural network implemented on hardware which is capable of implementing the same
algorithm alongside the advantages of having it on hardware.

As earlier described, in the proposed solution, the pixel embeds analogue electron-
ics executing RGB normalisation over high-dynamic range, thanks to its auto-exposure
control. It consists of three photodiodes, covered with standard RGB Bayer filter and
feeding an analogue ADDER. The pixel directly computes the (r,g) chromaticity over
high dynamic-range, delivering the analogue values (r,g) on two bit-lines to the neural
network for subsequent image processing, which can be easily accomplished, on-chip at
column-level over a programmable pixel kernel. The proposed pixel has the following
advantages over a standard colour pixel:

1. RGB to (r-g) chromaticity is more reliable than standard technique;

2. auto-exposure control;

3. high-dynamic range performance up to 100dB (measured);

4. low-power performance.

Moreover, with proposed RGB sensor, skin locus computation is more reliable as
seen in Figure 7.6. reports a comparison between the skin locus computed by using the
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(a)

T0 TS

t

(b)

Figure 7.5: Block diagram of the RGB pixel for RGB to r-g colour
space conversion. R, G, B are the voltage drops across the 3 photodiodes.
The ADDER estimates the analogue sum of the 3 signal on-the-fly. TH is
a threshold voltage which defines the time at which the signals R and G
have to be sampled. (This image was produced by M. Lecca et al. and it
is reproduced with permission from M. Lecca [167].)
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Figure 7.6: Comparison of skin-locus generated with a standard imager
and with the proposed sensor. The comparison is performed over three
standard illuminants (2700K, 4000K, 6400K), The skin-locus in proposed
sensor is much more compact, turning into a smaller uncertainty in the
skin pixels detection.

data of a standard camera and by using the new sensor. In this experiment, the hand
has been captured under three illuminants with different colour temperatures (2700K,
4000K, 6400K) by a standard camera and by the proposed sensor. Once again, the data
taken by the sensor are more accurate, so that the skin-locus can be determined with a
higher precision without any need of data post-processing.

7.4 Memristor-Based Neural Network Architecture

This design of a novel hardware incorporating post processing unified technology for ges-
ture recognition with energy saving characteristics is what this work aims at achieving.
One of the main advantages of custom vision sensors over commercial imagers is their ca-
pability of on-chip image pre-processing at low-power consumption, high-dynamic range,
pixel auto-exposure control [186, 187, 188]. These characteristical features make makes it
crucial in several applications such as surveillance, smart interfaces, gaming, etc., where
an efficient scene interpretation is required as compared to the reproduction of high qual-
ity image. This is simply achieved by fast extraction and processing of specific low-level
visual cues and discarding discarding of irrelevant data similar to the implementation of
the background subtraction algorithm presented in Chapter 6.

There are some commercial products using built-in hardware (camera + processor)
and running vision algorithms, while others adopt specific hardware for high performance
applications. On chip processing of the visual signal is the first step to reducing the
computational charge of the processor which as well optimises the complexity of many
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Figure 7.7: Proposed CMOS vision sensor performing low-power high
dynamic range colour space conversion

image processing algorithms. However available commercial products are power hungry
for mobile applications and can only work for a limited amount of time.

A commercial megapixel imager will typically consume about 90mW. These images
are usually interfaced with a processors with even larger power consumption. Such a
system when battery powered, would discharge the batteries in only a few hours. Having
vision technology on a mobile devices for long lasting operations is highly desirable.

To achieve a considerable amount of reduction in power supply, a technique having a
computing paradigm radically different from that of a standard system is required. The
technique described in this work relies on a custom CMOS vision sensor capable of pre-
filtering images at very low-power consumption. The adopted technique is particularly
characterised by the following:

1. the sensor is the master of the system. After detecting a salient event in the scene,
it wakes up the processor (low-level processing). Its duty cycle is 100%;

2. the processor is normally in idle mode and starts processing data from the sensor
only upon sensor request. It performs gesture recognition (high-level processing).
Its duty cycle is typically small (∼10%);

3. whenever a gesture has been recognized, the processor decides among several ac-
tions: wake-up the smartphone, launch an application, turn-off the smartphone.
Its duty-cycle is typically very low (1%).

In this way, the computational load is efficiently balanced between hardware and
system post processing. The higher the power consumption of one part the lower is its
duty-cycle.

In this framework, skin detection is the salient event scene. The skin tone is modelled
in the 2D chromaticity space, in which its (r,g) coordinates are computed on chip, as
shown in Figure 7.7.
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Figure 7.8: Proposed Neural Network Architecture for Colour Classi-
fication consisting of the RGB colour sensor, the neural network and the
memristor programming circuit.

Nevertheless, apart from the preprocessing of RGB signal to r,g chromaticity, further
processing can be done on hardware to further reduce the overhead complexity. In our
case, colour classification for hand gesture applications can be implemented on a neural
network capable of associating the (r,g) chromaticity acting as the neural network input
to to possible outcomes, skin or no skin. The neural network as already explained,
will have the advantage of having memristors store its weights, thereby becoming easily
reconfigurable.

The proposed neural network architecture is given in Figure 7.8. The pixel architec-
ture consists of an array of RGB pixel implementing the conversion to (r,g) chromaticity
as described in Section 7.3, a column level array of neural networks for parallel process-
ing of each row of the RGB pixel matrix, a programming layer used for programming
the weights of the neural network and based on the programming circuit described in
Chapter 4.6 and a column level decoder for the output binary decision.

The conceptualisation of the desired type and configuration of the neural network
is based on real world data of skin (forming our skin locus) and non-skin acquired by
the RGB sensor architecture and fed into Matlab neural network tool for training and
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Figure 7.9: Hardware Implementation of the two layer Neural Network

validation (See Section 7.5). At the end of training, an optimised network able to effi-
ciently differentiate skin from non-skin was agreed upon. The network is composed of
a two layer, two analogue input one binary output network. The electronic implemen-
tation of this network is shown in Figure 7.9. This type of implementation is targeted
to a crossbar array of memristor requiring two memristors for each weighted sum. One
for the positive weight and the other for the negative weight. As seen in the figure, a
difference amplifier is used for the weighted summation of each neuron; the output of
the neuron is then fed into the transfer function which makes up an input for the next
layer. Details of the architecture is explained in the Matlab implementation (Section 7.5)
and also in Appendix D where the idea has been implemented with discreet components
on a PCB as a proof of concept. In the next section, a Matlab implementation will be
simulated based on the neural network developed from datasets captured by our custom
RGB sensor.

7.5 Matlab Neural Network Design

The MATLAB Neural Network design was implemented to predict if the normalised (r,g)
chromaticity obtained the RGB sensor correspond to human skin or not, i.e, a binary
decision. The Neural Network fitting toolbox with a powerful fitting function present in
MATLAB has been used for the design.

Function fitting implies the process of training neural network typically on a set of
inputs in order to produce an associated set of target outputs 1. Once the data has
be been fitted by the neural network by forming a generalisation of the input-output

1MATLAB tutorial - Fit Data with a Neural Network, exhaustively treats the all aspect of neural
network training and validation

https://it.mathworks.com/help/nnet/gs/fit-data-with-a-neural-network.html
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Figure 7.10: Neural Network Training Performance plot. (a), Training
steps for 16 epochs. (b), Regression plot. (c), Error histogram plot. (d),
Validation performance plot.

relationship, the network can be used to generate outputs for inputs it was not trained
on.

Training – Function fitting is basically how our network has been trained. The
network was trained with datasets obtained from experiments carried out with the RGB
sensor. The training dataset is: (i) a 2 x 2176 matrix defining attributes of the normalised
r,g coordinates which was used to plot the skin locus given in Figure 7.3 and also of r,g
coordinates of non skin dataset obtained from random samples both under different
illuminating conditions. (ii) a 1 x 2176 matrix target dataset is a binary attributes to
be estimated (skin/no skin). During training, the input dataset and target dataset are
randomly divided into three sets: 70% for training, 15% for validation and the remaining
15% is used as a completely independent test of network generalisation. The Levenberg-
Marquardt training algorithm was used for the entire training.
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The network was trained and retrained several times following the steps of the func-
tion fitting tutorial until an optimum network was achieved without exaggerated over-
fitting [145, 189, 190, 191, 192, 193, 194, 195, 196]. The final network is a two layer,
three neuron network (2 neurons in the hidden layer and 1 output neuron). Figure 7.10
is a plot of the performance of the network. The network outputs with respect to targets
for training, validation, and test sets are given in the regression plots. For a good fit
where the network outputs are equal to the targets, the data should fall along a 45 degree
line. For the training of the network presented, the fit is reasonably good for all data
sets, with R values in each case of 0.89 or above. The network can be retrained if even
more accurate results were required. This will change the initial weights and biases of
the network, and may produce an improved network after retraining.

The error histogram gives an indication of outliers, which are data points where the
fit is significantly worse than the majority of data. The blue bars represent training
data, the green bars represent validation data, and the red bars represent testing data.
In this case, the most error falls in the 0.03658 point. These outliers are also visible on
the testing regression plot.

The training steps give an idea of the training phases. In this case, the training
continued until the validation error failed to decrease for six iterations (validation stop).
The entire training process took 16 iteration. Training dataset are presented to the
network during training, and the network is adjusted according to its error. The vali-
dation dataset are used to measure network generalisation, and to halt training when
generalisation stops improving.

The Performance output plots the training errors, validation errors, and test errors.
For the result to be reasonable, the following points have to be taken into consideration:

– The final mean-square error is small.

– The test set error and the validation set error have similar characteristics.

– No significant overfitting should have occurred where the best validation perfor-
mance occurs. In our example, iteration 10.

Test – After the training and validation phase using the MATLAB tool, the neural
network function is generated and tested again with datasets never seen during the
training phase. The regression plot and error histogram of this test is given in Figure 7.11.
The network outputs with respect to the never seen test sets is quite good, the data falls
along a 45 degree line, where the network outputs are equal to the targets with an R
value of 0.77. As for the error histogram plot, most error falls in between -0.02898 and
0.07917.
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Figure 7.11: Neural Network Test Performance plot. (a), Regression
plot. (b), Error histogram plot.

7.5.1 Neural Network Simulator

After training, validation and testing of the Neural Network, the next step is the deploy-
ment. Two MATLAB simulators was implemented to emulate the Colour Sensor Neural
Network.

– ImageLoad.m is a MATLAB script that loads all the images contained in the
target folder, feeds them one by one into the simulator and outputs the image
which corresponds to the binary decision (skin/no skin).

– WebcamStream.m is another MATLAB script similar to the previous but this
one instead connects to the webcam of the computer, constantly samples streams
of images in real-time and displays the out o the screen along side the original
captured image in streams.

MATLAB scripts ImageLoad.m and WebcamStream.m are given in Code 7.1
and Code 7.2 respectively.

Code 7.1: ImageLoader.m

s r c F i l e s = d i r ( ’ ImagesB \∗ . jpg ’ ) ; % the f o l d e r in which images e x i s t s
L = length ( s r c F i l e s ) ;
Col = 3 ;
Row = L ;
k = 1 ;
f o r i = 1 : L

f i l ename = s t r c a t ( ’ ImagesB \ ’ , s r c F i l e s ( i ) . name ) ;
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img = imread ( f i l ename ) ;
[m, n , o ] = s i z e ( img ) ; % re tu rn s the image r e s o l u t i o n
R = reshape ( img ( : , : , 1 ) , 1 , [ ] ) ;
G = reshape ( img ( : , : , 2 ) , 1 , [ ] ) ;
B = reshape ( img ( : , : , 3 ) , 1 , [ ] ) ;

%convert image from RGB to rg co l our space
r = double (R) . / double ( (R+G+B) ) ;
g = double (G) . / double ( (R+G+B) ) ;
b = double (B) . / double ( (R+G+B) ) ;

%Create 2xQ matrix o f rg components f o r the Neural network input
rg = ve r t c a t ( r , g ) ;
Y = myNeuralNetworkFunction ( rg ) ;
% Output 1
I = reshape (Y, [m, n ] ) ;
J = I ;

f o r i = 1 :m
f o r j = 1 : n

i f J ( i , j )>=0.8
J ( i , j )=1;

e l s e
J ( i , j )=0;

end
end

end
f i g u r e ( 1 ) ,
%s e t ( gcf , ’ Pos i t ion ’ , get ( 0 , ’ S c r e ens i z e ’ ) ) ;
subplot (Row, Col , k , ’ a l i gn ’ ) , imshow( img ) ;
subplot (Row, Col , k+1 , ’ a l i gn ’ ) , imshow ( I ) ;
subplot (Row, Col , k+2 , ’ a l i gn ’ ) , imshow (J ) ;
k = k+3;

end

Code 7.2: WebcamStream.m

c l e a r ( ’ cam ’ ) ;
cam = webcam ( ) ;
True = 1 ;
%cam . Reso lut ion = ’320 x240 ’ ; %Comment i f webcam does not support t h i s
%r e s o l u t i o n . Defau l t r e s o l u t i o n supported w i l l be used .
% Create a loop to acqu i r e 10 frames f e ed ing each to the NN in r e a l time ,
% p l o t t i n g the corre spond ing binary images
%Acquire 10 frames (1 frame every 3 seconds )
%f o r idx = 1:100
whi l e True

% Acquire a s i n g l e image .
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img = snapshot (cam ) ;
[m, n , o ] = s i z e ( img ) ; % re tu rn s the image r e s o l u t i o n
R = reshape ( img ( : , : , 1 ) , 1 , [ ] ) ;
G = reshape ( img ( : , : , 2 ) , 1 , [ ] ) ;
B = reshape ( img ( : , : , 3 ) , 1 , [ ] ) ;

%convert image from RGB to rg co l our space
r = double (R) . / double ( (R+G+B) ) ;
g = double (G) . / double ( (R+G+B) ) ;
b = double (B) . / double ( (R+G+B) ) ;
%Create 2xQ matrix o f rg components f o r the Neural network input
rg = ve r t c a t ( r , g ) ;
Y = myNeuralNetworkFunction ( rg ) ;
% Output 1
I = reshape (Y, [m, n ] ) ;
J = I ;
f o r i = 1 :m

f o r j = 1 : n
i f J ( i , j )>=0.8

J ( i , j )=1;
e l s e

J ( i , j )=0;
end

end
end

f i g u r e ( 1 ) ,
s e t ( gcf , ’ Pos i t ion ’ , get ( 0 , ’ S c r e en s i z e ’ ) ) ;
subplot ( 1 , 3 , 1 , ’ a l i gn ’ ) , imshow( img ) ; t i t l e ( ’ Input image ’ ) ;
subplot ( 1 , 3 , 2 , ’ a l i gn ’ ) , imshow( I ) ; t i t l e ( ’NN Output image ’ ) ;
subplot ( 1 , 3 , 3 , ’ a l i gn ’ ) , imshow(J ) ; t i t l e ( ’ th r e sho ld @ 0 . 9 ’ ) ;
%imshow(J ) ; t i t l e ( ’ th r e sho ld @ 0 . 9 ’ ) ;
%pause ( 1 ) ;
end

The scripts perform the following functions in the order listed:

• Load an image (from either the target folder or from a frame sampled by the
webcam)

• Individualise the three dimensional RGB matrix from the image into 3 separate
vectors

• normalisation of the R, G and B vectors to r, g and b chromaticity.

• Create 2xQ matrix of r and g components for the Neural network input; where Q
= mxn given an image of dimension mxn.
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Figure 7.12: Implementation of the Matlab Neural Network Simulator.
The input images are the top images while the bottom images are the
corresponding neural network output images.

• Feeds the 2xQ matrix into the neural network functionmyNeuralNetworkFunc-
tion.m.

• The resulting 1xQ output vectors is then reconstructed to an mxn binary image

The Generated MATLAB Neural Network Function used is available in Appendix D.4.
Figure 7.12 is a demonstration of how the Neural Network simulator is able to classify
human hand from the background and other objects in the scene.

7.6 Conclusion

This chapter focuses on the development of an illuminant invariant colour based algo-
rithm for skin detection that is needed to cope with changes of light. In the proposed
system colour correction is necessary to refine the sensor based skin detection as well
as to extract other colour-based features useful for hand and gesture recognition (e.g.
edge orientation). An implementation of an efficient and fast colour correction algorithm
working on the (r,g) colour space was presented in this chapter.

A memristor-based architecture for colour classification targeted to mobile phone
application has been presented. The architecture based on a vision sensor for scene
interpretation embeds a neural network to reduce the overhead processing time as well
as power consumption. This approach exploits all the advantages of memristors targeted
to a complex and advanced application (colour detection for low power Human Machine
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Interface applications). The proposed vision sensor architecture is as well targeted to
low-power applications for mobile devices. The vision sensor was used for the acquisition
of experimental data which was used to train the neural network in Matlab in order for
us to come up with a compact and efficient neural sensor architecture.

The sensors embeds reliable RGB normalisation needed to perform on-chip subse-
quent reliable skin-colour detection and morphological features extraction. The concept
has been proven through the realisation of a colour pixel prototype. Thanks to its low-
power performance, the vision sensor is intended to work continuously, triggering the
processor only when necessary, i.e. when detecting a relevant amount of skin pixels.
This turns into a significant reduction in power consumption, without sacrificing the
gesture functionality. In this chapter, low power colour normalisation is implemented at
pixel-level, while skin colour detection is accomplished at column-level, reaching a good
trade-off between pixel complexity and pitch.

The skin detection algorithm was based on the computation of a skin locus from
the (r,g) chromaticity obtained from different illuminants. Comparative measurements
was done against a standard colour sensor, demonstrating significant advantages of the
proposed pixel architecture. Finally, a Matlab simulator of the architecture was imple-
mented to test the functionality of the neural network for colour classification.





115

Chapter 8

Summary

This chapter summarises and draws conclusion on the overall memristive computing
architecture discussed in this thesis according to the flow from Chapter 1 through Chap-
ter 7. Several techniques of memristive computing architecture have been exhaustively
treated which is crucial in this rapidly changing field especially the over stretching of
the limitations that CMOS poses. The fact that the roadmap based on the continued
extension of CMOS technology with respect to Moore’s law does not guarantee any
more that silicon-based CMOS will extend beyond, coupled with the inherent properties
of memristors, motivated me to carry out research on this exciting and emerging topic
having a well-suited alternative in emerging technologies like memristors to complement
CMOS circuitry as well as in computational tasks. The architectures presented in this
thesis indicate memristors’ suitability in achieving all of this in the near future.

In this thesis, the fabrication and characterization of results obtained based memris-
tive devices developed during the course of this research have been analysed. In addition,
a comparison between the existing memristor device models is analysed to show how the
memristor can be used in a multi-state operation. Memristor programming circuit de-
signs have been implemented to demonstrate the writing and reading of information
to and from memristive devices which represent the initial steps required in developing
electronic systems based on memristors.

This study mainly focusses on memristor modelling, device and characterisation fol-
lowed by circuit application of memristor-based architectures for several image processing
algorithms presented in a logical flow.

Notable circuit application was emphasised in the field of on-chip image processing
where a novel in its kind light to resistance encoder circuit was presented a light-to-
frequency converter was adopted to drive a memristor with pulses, thus modulating its
resistance according with the light intensity. The memristor in this circuit is intended
to act as an analogue counter thereby replacing the resources hungry CMOS counted
intended for such application. This pixel architecture went on to be used in a more com-
plex pixel architecture used to implement pixel-level adaptive background subtraction
algorithm.
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The work flow in the treatment of Memristor-Based Computing Architecture with
Advanced Signal Processing Capabilities evolved throughout this thesis in such a way
that the first couple of chapters (Chapters 2 through 4) of the thesis were focused on
the history, theoretical and physical properties of the memristor, the device fabrication
and experimental characterisation to validate the fundamental fingerprint of memris-
tors, and then the resistance tuning techniques which apart from its memory features,
is one of the major characteristics exploited in this thesis. The second part focussed
more on circuital application in image processing with a target to mobile applications
(Chapters 5 through 7).

8.1 Device, Modelling, Characterisation and Program-

ming

Memristor Fabrication and Characterisation: Chapter 2

Background: Since the announcement of the discovery of the physical memristor, re-
search activities in this field has increased exponentially due to the advantages memris-
tors have over conventional electronic devices. In the course of this thesis, based on the
framework of the MaDEleNA project, memristor device, fabrication and characterisation
was envisaged in a work package. Discussed in this chapter were the various low cost
fabrication steps taken into consideration in the manufacture of memristive devices as
well as the characterisation steps yielding promising results.

Methodology: The fabrication steps from the technological side was carried out us-
ing new approaches involving material science and micro-fabrication processes which
provided the basic building blocks for realising more complex architectures based on
memristive components.

Result: The adopted fabrication process for the development of test structures for ex-
ploiting the various memristive properties is relatively simple and low cost with respect
to the state of the art. Experimental characterisation was carried out with the setup
given in Figure 2.8. Having the whole measurement process automated using LabVIEW,
a preliminary study of controlled voltage-current curves was performed and a switching
resistance effect was found on several structures with some excellent reproducibility.
Further experimental measurements involving memristors fabricate with the above men-
tioned process was carried out and results presented in Chapter 4

Memristor Device Modelling: Chapter 2
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Background:: Even though the concept of memristors have existed theoretically for
several decades, it was not until 2008 before interests in investigating them stared rising.
Due to their volatile nature and different fabrication materials and steps, no generalised
model of the memristor exist. In order to simulate memristive systems, a simulation
model is required. This means we have to create our own models which should behaves as
closely as possible to the physical device. The memristor models, and basic circuit designs
served as the first steps in developing electronic systems and computing architectures
based on memristors.

Methodology: A behavioural model of the memristor was developed using Verilog-
A, a high-level language that uses modules to describe the structure and behaviour of
analogue systems and their components. Verilog-A gives the advantages of being simple,
efficient, more concise and clear language of describing analogue behaviour in simulators
over SPICE models, simulation run time is much shorter. Also, Verilog-A was chosen
because it can be easily integrated in CADENCE (a standard CAD software for IC
design) which is one of the tools I used during the course of this research, thereby,
giving the model the advantage of being integrated in a more complex network with
standard electronics. The memristor modelling equations of the memristance function
were extracted based on parameters from thin films of titanium dioxide using its state
dependent current-voltage relationship used. Here the memristor is modelled using two
variable resistor.

Result: A memristor model which can be easily tuned to fit a broad range of mem-
ristive devices was developed. A circuit symbol of the simple an accurate behavioural
model was generated placed in our CAD library which was used for memristive systems
simulation. Based on measurement and experimental results, the memristor model can
effectively be tuned by acting on certain physical parameters contained in the model to
fit experimental data. An example of model to hardware fitting was also given. All sim-
ulations carried out during the course of this work were done using the above mentioned
model.

Memristor Emulator: Chapter 3

Background: Due to their ability to be accurately programmed within their resistance
range, after the realisation of a solid state device, memristor circuit particularly pro-
grammable analogue ICs are still being investigated. Researchers have so far relied on
SPICE simulation models of memristive devices for numerical simulation in order to in-
vestigate the memristor device properties in programmable analogue electronics. Even
though SPICE macromodels are important for the simulation of memristors, they posses
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certain limitation in terms of the accuracy needed to simulate devices of such dynam-
ical properties. Moreover in order to implement practical electronic circuits based on
memristors, SPICE models cannot be used. It is therefore, necessary to have emulators
which could be use for real-world application which are practical pending when reliable
commercial solid state memristors are available.

Methodology: The emulator composed of off-the-shelf electronic components come in
handy at a time where reliable physical devices are yet to be available. The method
implemented for the memristor emulator is based on a microcontroller and a digital po-
tentiometer. Communication between the microcontroller and the digital potentiometer
is achieved through SPI protocol. The ADC of the microcontroller is used to continuously
sample the voltage difference between the terminals of the digital potentiometer’s resis-
tance network, the corresponding resistance is t hen calculated by the microcontroller
based on the memristor current-voltage relationship and the digital potentiometer is in
turn updated with the current resistor value. This technique is particularly of educa-
tional value and can be used to initiate students into the basic theory of memristors.

Result The entire process of validating the emulator was designed to be as simple and
easily replicable as possible by using a serial monitor to plot data acquired by the micro-
controller in real time. The fundamental properties of the memristor have been validated
experimentally with the emulator.

Memristor State Tuning: Chapter 4

Background: In order to use memristors in programmable analogue circuitry by ex-
ploiting their non-volatile resistance memory, it is important to be able to accurately
change their conductance states. Programmability has to be precise and reproducible
within an adequate modulation range. Programming of these devices is not straight-
forward and can sometimes be difficult or tricky while the device reproducibility with
respect to the kind of programming technique plays an important role. The accuracy
of a memristor-based programmable circuit is therefore strongly dependent on how ac-
curately the memristor can be tuned. In this Chapter, several programming techniques
were presented with respect to the state of the art and in the end I presented an analogue
and a digital programming solutions for accurately tuning memristors.

Methodology The pulse-based programming method alongside it’s DC counterpart
were experimented upon. The pulse-based technique is arguably the most popular
method in terms of read, write and reset of the memristor. As a proof of concept of
the pulse programming technique, memristance rate of change over time is analysed for
programming input of different duty cycles of a train of current/voltage pulses. The
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same operation was carried out based on subjecting the device to a constant DC bias
but this time by varying the input voltage.

Result Experimental characterisation related to memristor resistance modulation tech-
niques carried out on FBK memristors validates the theory of changing the state of mem-
ristor by accumulating charges. This also shows the non-volatile nature of memristors.
Two memristor programming circuits were presented which are capable of accurately
tuning the memristance of a memristor to correspond input reference voltage thanks to
the automatic patterning of input programming voltages.

8.2 Memristor Circuit Application

Light-to-Resistance Converter: Chapter 5

Background: Light to frequency conversion is a process of converting the intensity
of an impinging light into digital pulses by a modulation method for representing an
analogue signal using only two levels (1 and 0). Generally, in order for this digital level
to be translated into light intensity an encoder in the form of a digital counter would be
needed for pulse count. Unfortunately, these counters are area hungry and impractical
especially in applications requiring smaller pixel pitch sizes. In memristor-based light
to resistance encoder an alternative was proposed, replacing the digital counter with an
analogue counterpart with a single memristor. This is of course, thanks to memristors’
fine resolution programmability. A pixel architecture implementing a light-to-resistance
encoder with a memristor is detailed in this Chapter.

Methodology In the solution presented in this chapter, a multiple reset pulse fre-
quency modulation pixel architecture composed of a photodiode with a reset transistor,
a voltage comparator, a delay stage as feedback and a single memristor working as an
analogue counter was implemented. The operating principle of the pixel is as follows:
the photodiode is first pre-charged to a voltage. After reset, the photodiode voltage
starts discharging proportionally with the light intensity. Once the voltage reaches the
threshold of a comparator, the latter toggles and resets the photodiode, with a certain
delay, back to the pre-charged value VR. This operation repeats at a rate proportional
with the light intensity and generates pulses with a distinct pulse width. The memris-
tor encodes non-linearly each pulse generated by an increase in its conduction. At the
end of the exposure time, the memristor’s resistance value is read out and reset back
to the initial state before another exposure time can start. This way light to resistance
encoding is achieved.
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Result The circuit has been validated with the simulation of different light intensities
represented by the photo-generated current. The proposed circuit has been designed
and simulated in a 3.3V, 0.35µm CMOS process with our Verilog-A model relying on
the TiO2 model. In the results presented of a plot of the pixel digital output versus
the photo-generated current are as expected, we observe good linearity over a wide dy-
namic range. The solution of having the binary counter being replaced with an analogue
counterpart, made of a single memristor transforms the architecture into a smaller pixel
pitch, compared with an all-CMOS solution and analogue non-volatile characteristics.

Pixel Architecture for Dynamic Background Subtraction: Chap-
ter 6

Background: Motion detection based on temporal contrast requires a precise and re-
liable detection which should be accurate in shape detection and response to changes
in time is highly required. Background subtraction is one of the most widely adopted
technique, where an estimation of the background is generated and updated frame by
frame which is important in a broad range of applications, including traffic monitoring,
human motion capture and video surveillance.

Methodology Core of the processing is the pixel, containing a light-to-frequency con-
verter outputting digital pulses, proportional to the intensity of light, which are in turn
applied to a memristor, changing its resistance accordingly. Two additional memristors
are used to store the dynamic boundaries, outside which the behaviour of the photo-
generated signal is recognised to be anomalous, i.e., unexpectedly fast changing. In this
case the image background is modelled with programmable time constants. Considering
the hardware implementation aspects and the robustness of the above techniques, we
modelled the background with an exponential moving average using two threshold volt-
ages represented by the two additional memristors. The thresholds define the voltage
range inside which the signal is allowed to change safely. Outside this range (above or
below), the signal is considered anomalous and potentially marking an alert.

Result In accordance with the operating principle of the pixel architecture for adaptive
background subtraction, the presented pixel architecture relies on three memristive de-
vices (MS, Mmax and Mmin), storing three resistance values which are proportional to
the photo generated signal and the two thresholds Vmax and Vmin respectively. With this
proposed pixel architecture, the four possible pixel conditions which can be deduced have
been simulated on Cadence spectre. The results also address some practical limitations
of such pixel architecture such as device-to-device variation with respect to the memris-
tors and shows that the reproducibility of each memristor is what is critical instead of
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having exactly identical memristors.

Memristor-Based Neural Network: Chapter 7

Background: Neural networks are mostly implemented on software as a result of the
issues that comes with the reconfigurability of hardware implemented networks where
once a network has been trained, the weight of each synapse remains fixed and cannot be
changed. With a memristor-based neural network, applications regarding in-pixel image
processing can be taken into another dimension. Colour detection algorithm is analysed
and an application on skin detection targeted to mobile applications is discussed.

Methodology Memristive devices can be used to easily addressed the limitations asso-
ciated with implementing neural networks on hardware. The proposed neural network
architecture for colour classification is composed of an RGB colour sensor, the neural
network and the memristor programming circuit. Since colour has a strong dependence
on light illuminating the observed scene, an illuminant-invariant colour-based model
was implemented based on RGB normalisation to (r,g) chromaticity colour space. The
RGB colour sensor has the advantage of embedding analogue electronics and exploits its
auto-exposure control in order to execute the RGB normalisation at pixel level thereby
improving performance.

Result The proposed neural network architecture has been designed, trained with ex-
perimental data and validated on Matlab neural network tool. Results show good fittings
of the network and the network is capable of recognising patterns it has never seen before
as either skin or no skin.





123

Appendix A

Application of the Switched Memristor
Circuit

A.1 Comparator with Programmable Hysteresis

The memristor-based comparator with hysteresis is also a typical configuration of a
comparator with hysteresis [197, 198]. It uses a voltage divider to set up an upper and
a lower threshold voltage (VH , VL).

Figure A.1 is the proposed memristor-based comparator with hysteresis. This circuit
uses a memristor network M1, M2 and M3 which have been previously programmed to
set the hysteresis at the desired value. When the output of the comparator goes high
(Vout = Vdd), M3 is in parallel with M1 increasing the voltage node A:

VH =
M1M2 +M2M3

M1M2 +M1M3 +M2M3

+ Vdd (A.1)

This drives more current into M2, setting the threshold voltage M2. The expression
of VH is given in Equation A.1. The input signal will have to drive above VH to cause
the output to transition to logic low.

When the output is at logic low (Vout = 0), M3 is in parallel with M2 reducing the
current into M2, setting again the threshold voltage to VL.

VL =
M2M3

M1M2 +M1M3 +M2M3

+ Vdd (A.2)

The input signal will have to drive below V L to cause the output to transition. From
Equation A.1 and Equation A.2, we derive the following hysteresis voltage equations:

VH − VL =
M1M2

M1M2 +M1M3 +M2M3

+ Vdd (A.3)

Vdd − VH =
M1M3

M1M2 +M1M3 +M2M3

+ Vdd (A.4)



124 Appendix A. Application of the Switched Memristor Circuit

Figure A.1: Schematic of the memristor-based comparator with hystere-
sis. The memristor circuit here is based on the chopped memristor circuit
given in Fig. 1. High and low thresholds are set by the 3 memristors in a
voltage divider configuration..

Applying programming pulses to either of M1, M2 or M3 will either increase or
decrease VOH and VOL [199, 200].

The memristance ofM1,M2 andM3 should be chosen to be very high to minimise the
current drawn by the op-amp. We chose a model of the memristor with resistance ranging
up to several hundreds of Kilo-Ohm [35]. The equations for setting the threshold voltages
using the memristors are given in Equation A.1 and Equation A.2. From Equation A.1,
Equation A.2, Equation A.3 and Equation A.4, we obtain the following equations:

M1

M3

=
VH − VL
VL

(A.5)

M1

M2

=
Vdd − VH

VL
(A.6)

Equation A.5 and Equation A.6 can be used to set the hysteresis threshold voltages
VH and VL. In our experiment, we decided to maintain M1 at a fixed value and then
apply the programming pulses to either M2 or M3. Assuming memristors M1 is set
to arbitrary value M and the programming pulses will be applied to M2 or M3 while
maintaining M1 unchanged all the time.

M2(t) =
M1VL

Vdd − VH
(A.7)

M3(t) =
M1VL
VH − VL

(A.8)
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VH

VL

Figure A.2: Output of the chopped memristor-based comparator with
hysteresis showing single transition in spite of the noisy triangular wave-
form signal at the input of the comparator. VOH and VOL are set to 1.68V
and 1.6V respectively with an input noise range of 80mV. Depending on
the application, the hysteresis range can be adjusted to be large enough
to reject noise by changing the state of either or all of M1, M2 and M3.

M1(t) = M3
VH − VL
VL

= M2
Vdd − VH

VL
(A.9)

From Equation A.7, we have the relationship between the memristance of M2, M1

and the threshold voltages. By applying programming pulses to M2 or M1 we see the
threshold voltages change (Figure A.3).

A.2 Simulation

The comparator hysteresis change for the application of six programming pulses to M2

andM3 as given in Figure A.3a and Figure A.3b respectively. Changing the memristance
of M2 shifts the curve away from the voltage reference. Meanwhile, a change in M3

shifts the hysteresis around the reference voltage. In Figure A.4, Vout is the output
of the comparator for the corresponding hysteresis curve change in Figure A.3a. We
observe a change in the hysteresis due to the application of a programming pulse across
M2. Figure A.5 is also the comparator response corresponding to the hysteresis curve in
Figure A.3b. During both operations, a total of 6 positive programming pulses of 0.1V
width were applied to the memristors being programmed. For every applied pulse, the
memristance is decreased by approximately 10%.

In Figure A.5, a change inM3 does not bring about any significant change in hysteresis
in contrast to a change in M3 as observed in Figure A.4. Generally, for this type of
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(a) (b)

Figure A.3: Hysteresis curve plot for different programming pulses ap-
plied. (a), Hysteresis curve change for programming pulses applied toM2.
(b), Hysteresis curve change for programming pulses applied to M3.

Figure A.4: Output of the memristor-based programmable threshold
comparator with response to programming pulses applied to M2. The
input signal Vin is a periodic triangular waveform.
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Figure A.5: Output of the memristor-based programmable threshold
comparator with response to programming pulses applied to M3. The
input signal Vin is a periodic triangular waveform.

configuration, M3 should be relatively larger than M1 and M2 so as to minimise the
current drawn by the circuit.

A.3 Conclusion

This work aims to demonstrate the advantages of using memristors as part analogue
circuits. By adopting a chopped memristor configuration, it is possible to maintain its
resistance even with a large current flowing into the device. From our evaluation based
on simulation results, given the application of the chopped memristor circuit, the impact
of the chopping frequency, the positive and negative levels of the chopping clock over
memristance does not pose much of a problem as the desired output is achieved. In
the case of the comparator with programmable hysteresis, the results are as expected.
The change in memristance with respect to the chopping clock is not perceived at the
output of the comparator. This could be because the large resistance values are used in
a voltage divider setup. It is worth to note that, over a long period of operation, due
to drift effects, the device should be re-programmed to guarantee the performance of
the entire circuit. Therefore, constant recalibration of the circuit could be necessary to
curtail this problem.

We have presented a comparator using a memristor network to achieve programmable
threshold. The basic idea is to chop the memristor so as to achieve a (substantially) stable
value of its resistance in spite of the non-zero voltage effectively applied. By applying
pulses the memristor, we change its state, thereby, changing the comparator hysteresis.
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Appendix B

Emulator Demo PCB Design

B.1 Standalone Emulator PCB Design

This Section is dedicated to the design of a PCB to house the memristor in a demo-like
setup. The term standalone is used to denote that unlike the previous experimental
setup given in Figure B.1, the compact setup used will be able to carry out all its
required functions without the use of laboratory equipments. The setup is designed
to be interfaced with an Arduino board similar to the previous configuration. Data
acquisition and real-time plotting of results is as well done exactly the same way we have
already seen in the previous section.

B.1.1 Functional Description

The functional block diagram of the demo-style memristor emulator embedded in a PCB
is given in Figure B.1. This block diagram consists of an on-board voltage regulator,
a functional generator and level shifter circuit which has been implemented to scale-up
the output of the functional generator to a range suitable for the emulator setup and in
order to be able to fully utilise the ADC of the Arduino.

The board has been designed in such a way that it can be stacked with the the Ar-
duino Due board used for the SPI communication with the DigPot and the waveform
generator, serial interfacing with the PC, implementation of the memristor mathematical
equations and for the analogue and digital signal processing. The procedural function of
the Arduino is similar to the one presented in the previous section. The programmable
waveform chosen, Analogue Devices AD9833EP, is a low precision programmable wave-
form generator capable of producing sine, triangular and square wave outputs. The
output frequency and phase are software programmable allowing easy tuning. Program-
ming and communication with the AD9833EP is achieved through the Serial Peripheral
Interface (SPI) via a 3-line with the Arduino as earlier mentioned and as shown in the
block diagram of Figure B.1. The 3-wire serial interface comprises of the Serial Data
Input (SDI), Serial Clock (SCK), and Chip Select (CS). This is all achieved without
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Figure B.1: Functional Block Diagram of the memristor Emulator PCB
Design

any other external component required. According to the AD9833EP’s data-sheet, the
maximum output voltage is 0.65V . This isn’t suitable for our application, therefore we
had to scale-up the output voltage with the level shifter block to an acceptable range
suitable for programming the emulator.

The level shifter block is composed of a simple non-inverting amplifier configuration
with a network of four resistors. The MCP4251 8-bit dual digital potentiometer is also
integrated on the PCB. As clearly seen in the block diagram, the SPI is shared by both
the MCP4251 and the AD9833EP. The two devices use different SPI modes and thus,
when programming a given device when the appropriate CS button is pushed, we have
to similarly set the corresponding SPI mode.

B.1.2 PCB Design

The board was designed with National Instrument (NI) Multisim and Ultiboard suites.
The layout of the PCB is shown in Figure B.2. The PCB is composed of two layers
showing visibly, the components mounted, top and bottom layer copper traces, vias and
mounted connectors. Although not shown in the figure, the top and bottom layers are
covered with solid power planes. Low signal traces have been routed to the bottom layer
to ensure a low impedance path for any return currents on the bottom layer ground
plane. Vias were placed at each components ground connection for the routing of return
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Figure B.2: Memristor Emulator PCB design Layout

currents to the bottom plane in order to provide the shortest possible path back to
ground. General PCB layout guidelines were followed.
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Appendix C

Programming Circuits Hardware
Design

C.1 Hardware Design of the Programming Circuits

This section is dedicated to the hardware design of the two programming circuits pre-
sented in Section 4.6. The CMOS IC and PCB design are presented. Finally, the
measurement setup comprising of the PCB housing the CMOS chip is presented with
some measurement result.

C.1.1 CMOS IC Design

Both the analogue and digital programming circuit architectures presented in Section 4.6
were designed and fabricated in a 3.3V, 0.35µm CMOS process. See above mentioned
related Section for a description of the various constituting blocks of the overall circuit
(Digital and Analogue). The chip micrograph of the circuits is shown in Fig. C.1, the
digital programming circuit takes up an area of 250µm x 277µm whereas, the analogue
programming circuit takes up an area of 250µm x 277µm.

C.1.2 PCB Design

Similar to other PCBs fabricated during the course of my PhD, the board was designed
with National Instrument (NI) Multisim and Ultiboard suites. Unlike the Emulator
PCD design, due to the complexity and density of this design, a four layer board was
adopted with components mounted on both sides of the board. The layout of the PCB
given in Figure C.3 clearly shows the components mounted (top and bottom), top and
bottom layer copper traces, inner 1 and inner 2 layer traces, vias and mounted connectors.
Although not shown in the figure, the top and bottom layers are covered with solid power
planes. Low signal traces have been routed to the bottom layer to ensure a low impedance
path for any return currents on the bottom layer ground plane. Vias were placed at each
components ground connection for the routing of return currents to the bottom plane
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Analogue circuit
Digital Circuit

Figure C.1: Micrograph of the fabricated chip showing the digital and
analogue programming circuits

in order to provide the shortest possible path back to ground. General PCB layout
guidelines were followed.
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Figure C.3: Memristor Programming Circuit PCB Layout
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Appendix D

Neural Network PCB Design

D.1 Overview

This document presents the proposed electronics for the design of a printed circuit board
(PCB) to be used to implement the two layer Perceptron based on memristive devices.
The perception composed of 5 neurons each consisting of CMOS drivers to be interfaced
with the memristors, summing block, and transfer function block.

The need of validating our memristor-based neural network for Skin detection in
hardware necessitates the building of a compact, non-resource hungry architecture which
can be easily reconfigured to suit several other applications. A functional diagram of the
proposed architecture is given in Figure D.1. The network can be used to associate an
input consisting of two values with one of two decisions or predictions. As a result of this
and taking inspiration from the present state of the art, we have come up with a general
purpose reconfigurable Perceptron architecture. The architecture is composed of a two
layer neural network: an input layer (hidden) and an output layer. The input layer is
made up of three neurons while the output layer is made up of two neurons making a
total of a five neuron Perceptron network. Each neuron is composed of an addressable
input stage, a difference amplifier stage, a transfer function stage and an output stage
serving as input to the next layer.

The PCB schematic design of a single neuron is given i Figure D.2. The neuron is
composed of CMOS drivers (Blue box), Memristor (shown as resistors here in green box),
difference amplifier circuit (red box) and the sigmoid transfer function (yellow box). In1
and In2 are the input signals. A combination of memristors is used to determine the
weighted connections. As we already have seen in Chapter 4, memristor’s programma-
bility comes in handy here as we can easily tune their memristance over a wide range
to achieve different weighted sum. This is why at the input of each neuron, we have the
CMOS drivers in order to be able to address each memristor for read, write and reset of
their states.

The board was designed with National Instrument (NI) Multisim and Ultiboard
suites. The layout of the PCB is shown in Figure D.7. The PCB is composed of two
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Figure D.1: An example of a two-layer neural network that can be used
to associate an input consisting of two numbers with one of two decisions
or predictions

layers showing visibly, the components mounted, top and bottom layer copper traces,
vias and mounted connectors. Although not shown in the figure, the top and bottom
layers are covered with solid power planes. The board has mounted connectors to be
used to interface the memristive devices. Based on the target application, we can exploit
only a couple of neurons present on the board and we will see i subsequent Sections.
Small signal traces have been routed to the bottom layer to ensure a low impedance
path for any return currents on the bottom layer ground plane. Vias were placed at each
components ground connection for the routing of return currents to the bottom plane
in order to provide the shortest possible path back to ground. General PCB layout
guidelines were followed.

D.2 Component Design Documentation

This entails for each major section of the design flow, the description of each components
and how it contributes toward the overall goal of the project.
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Figure D.2: Schematic of a Neuron showing the different stages of the
neural network

D.2.1 CMOS Drivers

To respond some certain constraints during read and write operation, the driver is con-
figured as shown in schematic in Figure D.3. The driver consists of 2 input signals (IN
for the Perceptron input signal and R/W as read, potentiation or depression voltage).
Control signal CTRL is used to select the memristor in which the driver is connected
to for read/write (R/W) operation). Control signal OP is used to turn on the switch
it’s connected to during circuit operation. Signals OP is a complement of CTRL, there-
fore, they’re never closed at the same time, nevertheless they could be both idle (This
is the case when one memristor is selected using the appropriate digital control signal,
the other memristors are completely disconnected). Signals OP & CTRL are generated
internally by the board. CTRL depends on the input combination of the decoder circuit
(See Section D.3).

During Perceptron operation, switch OP is closed (switch CTRL remains open),
thereby connecting the memristor to the input signal. At the end of the operation, in
order to begin reading/potentiation/depression, switch OP turns off (open) and depend-
ing on the input combination of the Decoder block either one of the memristors making
up the network can be selected through the closing of its corresponding CTRL switch.

NB: Signals R/W is a global signal distributed to all memristors and can be used
to read or change the state of the memristors, i.e., it can have different voltage levels
depending on the operation that we want to perform (read or write). Before selecting
any memristor, we are sure to have set the proper read voltage level in order to avoid
corrupting the state of the memristor undesirably. E.g., If the conductivity of memristor
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OP

CTRL

To Summing amplifier

Figure D.3: Neuron Input Drivers: An illustration of how the memristor
is connected to the CMOS switches

M1 has been increased by selecting it and applying a R/W, and memristor M2 is then
selected without turning off or changing R/W to the appropriate Read voltage level,
we would have systematically altered the state of memristor M2 even before reading its
value. Therefore, before selecting another memristor, we are sure to have verified the
voltage level of R/W.

D.2.2 Summing Amplifying Stage

This stage is direct and obviously clear. The schematic of the difference adder is given
in Figure D.4 utilising 3 operational amplifiers. We use this configuration to guarantee
the READ/WRITE operation of the memristors by summing the positive and negative
weights independently and using a third Op-amp to get the difference. The value of the
feedback resistors are set to 200KΩ to account for a good portion of the dynamic range
of the memristors. Equation D.1 is the voltage at the output of the ADDER.

VOUT = iSUBR2 + iADDR1 (D.1)

VOUT is deliberately inverted here because of the kind of sigmoid function we’re imple-
menting. The transfer function in-turn flips the signal back to its intended polarity.
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Figure D.4: Schematic of the Difference Amplifying stage. Hierarchical
Block 6(HB6) of Figure D.2

D.2.3 Transfer Function

Figure D.5a shows the schematic of the sigmoid function having 1 input pin (SIG_IN)
and 1 output pin (SIG_OUT). The sigmoid receives on the input a voltage ranging
between the output swings of the summing stage (VSS - VDD) and outputs a voltage
between our input signal dynamic range to the next layer. This is achieved thanks to the
in-built level shifter (Black box). A switch (Green box) is connected at the output of the
sigmoid function which is controlled by the same signal (OP) in Figure D.3. This makes
sure the output of each neuron is disconnected from the next layer during R/W operation.
The slope of the sigmoid function can be adjusted by varying the ratio of the input and
feed-back resistors R4:R3 as observed in Figure D.5b. The default configuration on the
board is 1:4 with R4 = 30kΩ & R3 = 120KΩ.

D.3 Decoder

The five neuron, two-layer neural network architecture which permits us to associate an
input (IN1 and IN2) with one of two decisions. This implies that for two input values,
two possible output, for a five neuron, two-layer neural network, we would require 24
memristors to store the weighted sums for the overall computation. Therefore, we should
be able to address each of the memristive components individually in order to be able
to change their states.

Addressing each of the 24 memristors has been realised thanks to the cascading three
3—8 decoders as shown in Figure D.6 to form a 5-–24 demultiplexer. The decoder circuit
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(a) (b)

Figure D.5: Sigmoid Transfer Function. (a), Schematic of the Sigmoid
Function. (b), Simulation of the Sigmoid Function for different resistor
ratios.

Table D.1: Decoder Control Signal Combination.

Select Combination Selected memristors

00000 – 01000 One of 1 – 24 memristors.
Used for Reading/Writing

11XXX No memristor selected.
Network completely disconnected

consists of an Enable signal, a 5-bit select combination (A4, A3, A2, A1, A0) and 24
output signals (C1 – C24) connected to switches CTRL of the drivers.

With signal EN set to VL, OP is automatically set to VH , this implies that all the
memristors are connected to the Perceptron circuitry and the output of each neuron can
be measured. Setting EN to VH disconnects the output of the neurons; all the memristors
are also disconnected except the one selected based on the combination of the select signal
(A0 – A4). Table D.1 summarises the control of the a 5-bit select combination.

D.4 Generated MATLAB Neural Network Function

Code D.1: myNeuralNetworkFunction.m
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Figure D.6: 5–24 Decoder/Demultiplexer block diagram used for ad-
dressing the memristors in the neural network

Figure D.7: Memristor-based Neural Network PCB design Layout
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f unc t i on [ y1 ] = NNBlockE2N( x1 )

% ===== NEURAL NETWORK CONSTANTS =====

% Input 1
x1_step1 . x o f f s e t = [ 0 . 1 3 0 7 3 ; 0 . 1 8 9 2 9 ] ;
x1_step1 . ga in = [3 .64590928977687 ;
5 . 40423692174665 ] ;
x1_step1 . ymin = −1;

% Layer 1
b1 = [−16.100860162185128;−1.4419282285538586] ;
IW1_1 = [−8.844988676556925 −30.071703507584989;
16.68538715921623 −28.811472235359169] ;

% Layer 2
b2 = −0.98520600057947838;
LW2_1 = [−0.96776674572964749 0 .96811446907090215 ] ;

% Output 1
y1_step1 . ymin = −1;
y1_step1 . ga in = 2 ;
y1_step1 . x o f f s e t = 0 ;

% ===== SIMULATION ========

% Dimensions
Q = s i z e ( x1 , 2 ) ; % samples

% Input 1
xp1 = mapminmax_apply ( x1 , x1_step1 ) ;

% Layer 1
a1 = tansig_apply ( repmat (b1 , 1 ,Q) + IW1_1∗xp1 ) ;

% Layer 2
a2 = repmat (b2 , 1 ,Q) + LW2_1∗a1 ;

% Output 1
y1 = mapminmax_reverse ( a2 , y1_step1 ) ;
end

% ===== MODULE FUNCTIONS ========

% Map Minimum and Maximum
%Input Proce s s ing Function
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f unc t i on y = mapminmax_apply (x , s e t t i n g s )
y = bsxfun (@minus , x , s e t t i n g s . x o f f s e t ) ;
y = bsxfun (@times , y , s e t t i n g s . ga in ) ;
y = bsxfun ( @plus , y , s e t t i n g s . ymin ) ;
end

% Sigmoid Symmetric Trans fe r Function
func t i on a = tansig_apply (n ,~)
a = 2 . / (1 + exp(−2∗n ) ) − 1 ;
end

% Map Minimum and Maximum Output
%Reverse−Proce s s ing Function
func t i on x = mapminmax_reverse (y , s e t t i n g s )
x = bsxfun (@minus , y , s e t t i n g s . ymin ) ;
x = bsxfun ( @rdivide , x , s e t t i n g s . ga in ) ;
x = bsxfun ( @plus , x , s e t t i n g s . x o f f s e t ) ;
end
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