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Introduction

The Fourth IndustrialRevolution,also called Industry 4.0 [1],has re-invented
the way firms design, produce and distribute their products.Technologies such
as Industrial Internet of Things (IIoT), cloud connectivity and Machine Learn-
ing are now deeply intertwined into the production process.This unified and
integrated approach to manufacturing results in products, factories, and assets
that are connected and intelligent.Accordingly, a firm can be seen as a Complex
System: every aspect of the firm’s activity is strictly linked to each other and
their evolution,as wellas that of the whole system,depends on these connec-
tions.In other words, the evolution of every single productive element of a firm
cannot be studied on its own but must be placed in a more holistic framework.

Moreover,there is another often overlooked aspect joining the Fourth In-
dustrial Revolution and Complex Systems.As previously underlined, firms are
converting to the Industry 4.0 paradigm with a growing trend ofindustrial
automation that aims at integrating new technologies,creating new business
models, increasing productivity and products’ quality.Nonetheless, the critical
point, before being methodological, is about technology [2].Startups play a key
role in pushing the existing technologicallimits beyond.As a matter offact,
one technologicaldisruption is the result ofmany tries and fails,and young
firms are more prone to risk and experimentation.The value of Industry 4.0-
related startups is also evidenced by their economic value:almost 200 billion
euros in the next 2 years [3].Accordingly,startups represent also one ofthe
main boosts ofthe economic growth ofa country.As a consequence,studies
aiming at quantitatively pointing out the most promising startups are gaining
more and more ground,together with those dealing with the identification of
the most strategic elements in setting up an effective economic system support-
ing innovation.In fact, recently some scholars have introduced the concept of
high-impact entrepreneurship [4, 5].

In order to accomplish this task, startups must be considered together with
their relations with the socio-economic context in which firms rise and grow.
This system is called startup or innovation ecosystem and presents itselfas a
Complex System.It cannot be studied by classicalmeans but needs suitable
mathematical tools.

Accordingly, part of this work is devoted to the study of the startup ecosys-
tem through graph theory, the main mathematical instrument used in analyzing
Complex Systems.This study aims at answering to the following research ques-
tions (RQs).

• RQ-1. Given the importance of startups in boosting countries’ economies,
how is the effectiveness of a country’s innovation ecosystem influenced by

1



the socio-economic context in which it grows?

• RQ-2. At a greater levelof detail,who are the most strategic elements
in a startup ecosystem? Is there a relation between the strategic value of
a startup in this system and its future success?

The technological revolution characterizing Industry 4.0 has radically changed
not only the way firms produce, but even how they engage with consumers.In
fact, the latter can establish more interactive relations with firms by posting re-
views on online social platforms (e.g.TripAdvisor, Amazon, Facebook) through
which they express their needs and opinions about products and experiences.
These reviews have the possibility to reach and influence the purchasing de-
cisions ofother consumers spread allover the world.This revolution in con-
sumers’role allows them to be nowadays considered as co-producers [6].As a
consequence,intercepting and forecasting consumers’needs is actually one of
the main keys to firms’ success.

Many studies have highlighted that consumers’ textual reviews are the best
instrument to capture their evaluation of products and experiences [7, 8]:they
highlight the products’and services’features customers care about,and pro-
vide their perceptions in a detailed way through the open-structure form.In
fact, in face-to-face conversations it is often hard to capture customers’over-
all evaluation of their experience since they may not revealtheir true feelings,
especially in case ofa negative perception,because of worries about breaking
the customer–seller relationship [9].Moreover,the measurement of customers’
evaluation through closed-ended survey questions is highly influenced by the
way the survey is designed [10, 11].

However,the major challenge in the analysis ofwritten comments is the
information overload [12]:reading them one by one is time consuming because
there is a great number of reviews available online and they contain a substantial
number of words.

Accordingly, one fundamental aspect of a firm’s activity should be the auto-
mated extraction of insights from these reviews.Since this activity deals with
textual(i.e. non-structured) data,suitable Machine Learning algorithms and
techniques must be employed.In particular, a firm should be able to highlight
those aspects that mainly influence a review to be positive or negative.This
task can be accomplished using the explainability tools ofMachine Learning.
Explainability represents an active research field,both from a theoreticaland
application point of view [13].Accordingly,a second part of this work willbe
devoted to the deployment of suitable Machine Learning tools in order to answer
to the following research question:

• RQ-3. How can insights from textual data be automatically extracted?

This work is organized as follows.First, it will be underlined the importance
of Complex Systems and Machine Learning in the context of the Fourth Indus-
trial Revolution. After showing the fundamentaldefinitions and algorithms
of graph theory and Machine Learning,three use-cases,one for each research
question,will be first described and then studied through these tools.Finally,
the main findings about these use-cases willbe discussed together with future
perspectives about the interactions among Industry 4.0, Complex Systems and
Machine Learning.
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Chapter 1

Industry 4.0, Complex
Systems and Machine
Learning

This chapter highlights how Complex Systems and Machine Learning can be
of invaluable help for firms to take faster and more reliable business decisions.
In fact, using these tools,they can exploit the great amount ofunstructured
(i.e. non-tabular) data coming from different sources like online social networks
and consumers’reviews. In particular,in the first section,it will be shown
how Complex Systems naturally arise in the context ofthe Fourth Industrial
Revolution.Then, in the second section, the main theoretical tools for modelling
Complex Systems will be introduced.The third section will deal with the main
Machine Learning models used to extract insights from both structured and
non-structured data.Finally,in the the fourth section the thesis’ organization
will be shown.

1.1 Complex Systems in Industry 4.0
The Fourth Industrial Revolution (also indicated as Industry 4.0 [1]) is charac-
terized by an unprecedented technological pervasiveness in every aspect of firms’
activities [14].The most evident result of this revolution is the quantity and va-
riety of data that every productive element of a firm provides, if equipped with
appropriate sensors.Such information,when appropriately processed,has the
ability to provide strategic insights about production processes, market trends,
and consumers’behaviour,so letting decision-making processes be faster and
much more efficient [15, 16].

The epochal significance of Industry 4.0 has been well highlighted by Klaus
Schwab (Executive Chairman of the World Economic Forum) in 2017.He has
identified the reasons why it should be considered responsible for revolutionizing
the way we think about productive activities and interpret social relations [17].
In particular, he emphasizes how the role of the consumer is radically changing:
the increasing access to knowledge and information makes the relationships be-
tween companies and consumers more interactive,making the latter crucialin
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the production process, to the extent that they can be considered co-producers.
For example,users’reviews about experiences and products posted in online
social platforms can deeply influence the decision-making process of other con-
sumers,as widely confirmed by both academic research and practice [18,19,
20]. In particular,research in tourism,one ofthe most profitable economic
activity,has highlighted online reviews as a major driver of brand choice and
sales [21], hotel performance [22], hotel bookings [23] and destination choice [24].
It should be underlined that their effect on guests’ satisfaction [25] has opened
the discussion on the quantitative analysis of the hospitality experience [26].

Moreover,this phenomenon makes the consumer-firm relations much more
complicated,as each individualconsumer or company both influences and is
influenced by all the other people and firms it comes into contact with.In other
words, users and firms cannot be considered as isolated from the socio-economic
context in which they live and act.Since these interactions may massively orient
tastes and buying habits,they could determine the success or breakdown of a
company [6].Therefore,it is of paramount importance to deeply understand
these systems composed of mutually interacting elements (firms and consumers)
that influence each other determining the properties and evolution of both the
whole system and of the single elements.

These systems are collectively called Complex Systems.Complex Systems
represent the cornerstone of many branches of scientific research.In fact, owing
to the generality oftheir definition,a great number ofnaturaland artificial
systems fall within.For example:

• In the biomedical field, neurons, the basis of the nervous system, are cells
with mutualconnections (synapses) through which their communication
occurs (i.e. the passage ofelectricalimpulses).For other examples of
complex systems in Biology,refer to the work of Jeong et al.[27]on cell
networks and [28] on the network modelling of food chains.

• In the field ofcomputer science and technology,one can consider Inter-
net and the World Wide Web (see,for example,the works of Capocci et
al. [29],Vazquez et al.[30],and Pastor-Satorras et al.[31]on the struc-
ture ofInternet). In particular,Internet is composed ofcomputers and
routers that exchange data using electromagnetic signals.Today, Internet
is geographically distributed worldwide and is one of the most extensively
studied Complex Systems.The World Wide Web,on the other hand,is
a service that utilizes data transfer provided by Internet and consists of
a collection of contents (web pages) linked to each other by specific links
(also known as hyperlinks) through which users can navigate from one
content to another.

• In the field of social sciences, the most prominent example of a Complex
System is provided by SocialNetworks,i.e.,groups ofpeople connected
by friendship,kinship,or other types ofrelationships (see the works of
Newman [32, 33] on the structure of Social Networks).The use of online
Social Networks (like Facebook, Instagram, Tencent Weibo) has seen sig-
nificant growth in recent years,making large amounts ofdata available
for analysis.

Considering the ever-increasing quantity and heterogeneity of available data,
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the most suitable analytical tools to be used to identify hidden patterns and find
relationships among data are the Machine Learning algorithms [34, 35, 36, 37].

On the other hand, as previously underlined, relationships and interactions
among people and firms drive buying dynamics and the path to success of firms:
the absence of this essential aspect in data representation makes predictive re-
sults less reliable [38].In other words, to enhance the predictive power of fore-
casting tools on Complex Systems,it is necessary to modelthe relationships
and feed Machine Learning algorithms with such additional information.

According to these aspects of Industry 4.0, the research path followed in this
work is composed of two main pillars:Complex Systems modelling for modelling
relations in Complex Systems and Machine Learning for forecasting tasks.In
the next section the theoretical backgrounds of Complex Systems modelling will
be presented, while the relation among Machine Learning and Complex Systems
will be deepened in the third section.

1.2 Taming Complex Systems:graph theory
Research on Complex Systems has posed new challenges to the conventional
methods of problem-solving.As previously stated,a Complex System is com-
posed of interacting elements that influence each other and together determine
the properties and evolution ofboth the whole system and ofthe single ele-
ments.For example,knowing how a neuron works is not sufficient to describe
the brain’s functions:a model taking care of the interactions between neurons
must be used to describe brain properties.Accordingly,in order to determine
the properties characterizing a Complex System,it must not be considered as
a separate collection of items and a modelling method should be used that con-
siders the properties of the entire system together with those of the individual
parts.This means that classical statistical analysis cannot capture all the fea-
tures of these systems.Accordingly, correctly modelling Complex Systems plays
the most important part in their analysis.

It should be underlined that, because of the pervasiveness of Complex Sys-
tems in both nature and human-generated systems,they have been objects of
investigation ofvarious branches ofScience.Historically,this differentiation
has led to an independent evolution of concepts and methods for such systems
in distinct research fields.For example,well-acknowledged tools in the Social
Sciences were not known in Physics or Chemistry, and vice versa.This has hin-
dered the development of a unified body of knowledge about Complex Systems,
at least until a few decades ago when the Science of Complexity established itself
as a separate scientific field [39].Accordingly, the main mathematical tool used
to model Complex Systems is graph theory, or network theory [39].The origin
of graphs dates back to the pioneering work of Euler (1736) about the  problem
of the seven bridges of Konigsberg [32].A graph (or network), G, is defined as a
couple (V, L).where V is a non-empty set and L is a set of couples of elements
of V [40]. The elements ofV are called vertices (or nodes) while the couples
in L are called links (or edges).Graphically,a network may be depicted as a
set of points (the nodes) linked by lines representing the edges of the network.
Figure 1.1 is an example of a graphical representation of a network.

It is evident from graph’s definition how it is well suited to model Complex
Systems, since their elements can be considered as the nodes of a graph while the
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Figure 1.1:Graphical representation of a network

links can model their relationships (e.g.friendship, physical or electromagnetic
connections).Since networks model interacting elements in a direct and intuitive
way, they can be used to quantitatively understand their relations.Nonetheless,
it should be underlined that, even though graph modelling highlights the pres-
ence of interactions among elements, it partly looses the features characterizing
the latter.For example, in modelling the complicated infrastructure of Internet,
computers are represented simply as nodes linked by edges,even though they
are a complex intertwining of hardware and software.Nonetheless,the graph
model can be enriched by assigning attributes to both nodes and edges.Going
back to the Internet example, each edge may be assigned a numerical attribute
describing the speed ofdata exchange along that connection while each node
(i.e. computer) may be described by another numerical feature representing its
speed in elaborating data.

Moreover, each node can be associated with its own measure of  importance
within the network:this importance is measured by the so-called network met-
rics. Different measures represent different types of node importance and, above
all, provide information that cannot be derived from conventionalstatistical
evaluations ofdatabases but rather enrich the understanding ofthe Complex
System under consideration.

Graph theory will be deepened in the next chapter.

1.3 Exploiting Complex Systems:Machine Learn-
ing models

As described earlier, networks are the primary mathematical tools used to model
all those systems composed ofelements with mutualinteractions,like social
networks [39].The first step in studying Complex Systems is to identify the
best network model:determining the elements to be identified as nodes and the
relationships to represent.Naturally, this step heavily depends on the considered
dataset.Moreover, as explained previously, it is possible to enrich the network
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modelwith additionaldata, if present in the dataset,providing attributes to
both nodes and links.For instance, if the nodes of the network represent users
of a SocialNetwork,the attributes to associate with them can include age,
geographical origin, educational level.

Furthermore,nodes can be even characterized by their importance in the
network.There are different quantitative definition of network importance and
are obtained by using different network measures that quantify the value of
nodes in the Complex System of which they are part.The quantitative definition
of these measures willbe presented in the following chapter.The added value
of these metrics lies in being not obtainable by classicalstatisticalanalysis,
since they take care ofthe network structure,i.e. the presence ofrelations
among items.It is evident that the network metrics should be carefully chosen,
depending on the task to be carried on using graph theory.

After deriving significant network centralities, it can be determined how they
are related to the quantitative information contained in the dataset, e.g.spend-
ing habits of a consumer.In this way, it is possible to verify whether and how
the importance of a node in the social network influences its characteristics as
a user.This result can be obtained by using both unsupervised and supervised
machine learning models [41, 42].Unsupervised Machine Learning aims at dis-
covering hidden patterns or grouping in the data without the need for human
intervention [43].One important example is clustering of data with algorithms
like K-Means, K-Medoids or Hierarchical Clustering [44, 45, 46].Unsupervised
Machine Learning applied to network data results in community detection:find-
ing sets of similar nodes relying on the network structure [47].A community is
defined as a set ofnodes having more links within the community itselfthan
with nodes outside it.This definition is not mathematically well-posed, so that
different community detection algorithms have been proposed [48, 49, 50].

Besides discovering hidden patterns or groups of tightly linked nodes,net-
work information represented by network metrics can be used to build a model
predicting the future characteristics of nodes or their future links.These tasks
are accomplished using supervised Machine Learning tools [51,52]. These al-
gorithms are based on a clear subdivision of data into inputand output :input
data are the features characterizing the samples fed into algorithms;output
data are the samples’features to be foreseen.These algorithms start from a
set of training samples, that are used to find the characteristics of the function
linking input and output:this function can be linear or non-linear.Then, this
function is used to forecast the output ofunseen data,i.e. data not used for
training.These data are called test samples.It should be noted that the pro-
cedure of dividing data into a training-set and a test-set must be accurate [53].
Accordingly, performance measures are used to quantify how good the algorithm
is in generalizing training data to test ones.There are different performance
measures for this purpose [54,55]. The main Machine Learning methods and
algorithms will be thoroughly shown in the next chapter.

1.4 Thesis organization
In this chapter the links between Industry 4.0 and Complex Systems have been
highlighted,showing how the latter are pivotalto fully describe and interpret
the Fourth Industrial Revolution.Then, the two main pillars needed to extract
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useful insights from Complex Systems have been introduced:graph theory and
Machine Learning.These topics are dealt with in depth in the following chapter.

In the third chapter three datasets are introduced on which graph modelling
and Machine Learning algorithms are applied.Two of them deal with an impor-
tant Complex System in the context of Industry 4.0, at different levels of detail:
the startup ecosystem (or innovation ecosystem). This ecosystems is defined
as the set of startups,their investors and the corresponding funding relations.
This is an example of Complex System that is often overlooked in its relation
with Industry 4.0.The combined use ofgraph theory and Machine Learning
algorithms will shed light on strategic elements in this system and on the correct
evaluation of countries’ innovation ecosystems.

The third dataset contains tourists’ reviews about accomodation facilities in
Apulia, a region in the South-East of Italy, with a strong tourism vocation.In
this case,Machine Learning willbe used to analyze reviews’textualdata and
highlight strengths and weaknesses of the Apulian tourism offer.This analysis
could benefit both tourists and facilities’ owners.

The fourth chapter shows how Complex Networks and Machine Learning
have been effectively deployed in these three cases,showing the results.The
fifth chapter draws conclusions and future perspectives of this work.
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Chapter 2

How to extract insights for
Industry 4.0:graph theory
and Machine Learning

Complex Systems, as highlighted in the previous chapter, are an invaluable tool
to quantitatively understand and interpret the peculiar phenomena underpin-
ning the Fourth IndustrialRevolution,like the ever-closer connection between
firms and consumers.In this chapter,the main mathematicaltools used to
modeland forecast the evolution ofComplex Systems willbe shown.In par-
ticular: the first section willdealwith graph theory;the second section will
discuss the main Machine Learning algorithms,which can be used to exploit
graph modelling to extract information about Complex Systems and forecast
their evolution.

2.1 Fundamentals of graph theory
This chapter will first present some notable examples of Complex Systems, then
the mathematicaltool used to modelthese systems willbe introduced:graph
theory. After underlying its importance,some ofthe fundamentalquantities
that characterise networks will be discussed.

2.1.1 Complex Systems and graphs
As underlined in the previous chapter,a Complex System is a set of elements
endowed with mutualrelations. A great number ofsystems fallwithin this
definition:

• Internet : a set of computer that are spread all over the world and linked
by wires or electromagnetic connections that allow their communication
and data transfer.

• World Wide Web: documents endowed with hyperlinks that allow the
navigation from one document to one another.
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Figure 2.1:Graphical representation of an undirected graph.

• Social network : group ofpeople together with their socialrelationships
(e.g.friendship, kinship)

• Neural network : a set of brain cells (neurons) and their synapses that
allow the passing of electromagnetic signals from one neuron to another
one.

• Metabolic network :A complex of metabolites (substances such as carbohy-
drates, lipids, amino acids and nucleotides), which are linked by chemical
reactions enabling the transformation of one metabolite into another.

• Power grid : Set ofcurrent generators,stations and substations for dis-
tributing electricity to consumers,which are connected by high-voltage
lines, or transformers.

• Stock market : Set ofshares,subject to buying and selling on the stock
exchange, for which the links are represented by coupled fluctuations.

It should be noted that,among the previous examples,there are some in
which the links allow connection from one sub-system to another without any
preference ofdirection (the Internet,the stock market,socialand neuralnet-
works),while others are endowed with links that only allow connection from
one sub-system to another,but not vice versa (the World Wide Web and the
power grids):the former have undirected links, while the latter present directed
links.

Notwithstanding the difference among the previous systems they all can be
modelled by a single mathematical tool:graph theory. A graph, G, is a couple
(V, L). where V is a non-empty set and L is a set ofcouples ofelements of
V [40]. The elements ofV are called vertices (or nodes) while the couples
in L are called links (or edges).Graph’s definition allows a naturalgraphical
representation,where nodes are represented as points and their relations are
depicted as lines joining the corresponding points.Moreover,while undirected
links can be represented simply as lines,directed links are depicted as arrows
beginning from the source node and ending in the target node.Figures 2.1 and
2.2 present an unirected and directed graph, respectively.

In the next section it will be shown the main reasons behind graphs’ success
in modelling Complex Systems.
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Figure 2.2:Graphical representation of a directed graph.

2.1.2 Graphs’ value in modelling Complex Systems
The representation ofa Complex System by means ofa graph entails a sim-
plification of the elements and their connections.For example,the computers
of the Internet are represented by points,completely neglecting their internal
structure (software and hardware), just as connections are depicted as line seg-
ments,ignoring their nature (wires,Wi-Fi routers,etc.). This may lead one
to consider the graphicalrepresentation of Complex Systems as unsuitable for
studying them since some fundamentalcharacteristics seem to be lost.Actu-
ally, the study by means ofa graph is an alternative to both the analysis of
the individualnetwork components and that of the nature of the connections,
but allows another aspect to be studied:the pattern of connections.In other
words,studying a Complex Network by means of a graph makes it possible to
study how the elements are connected to each other.This type of study is not
trivial because the way in which the connections are arranged influences the
functioning of the system itself in terms of:

• its robustness or fragility with respect to the disappearance of its vertices;

• the rate of information passing through the system.

In this regard, it is interesting to consider the example of a system of com-
puters shown as a graph in figure 2.3.

Communication is conveyed via a single terminal(Computer 1 ): in such a
case, the connection between any two computers is guaranteed and passes only
through Computer 1. If this element fails (e.g.because it is under a hacker
attack),then computers would be unable to communicate with each other.In
other words, the system is robust for random hacker attacks, because if a virus
hits an arbitrary computer, communication between all the others is not affected
(unless it is Computer 1 ), but it is extremely susceptible to attacks targeted at
Computer 1. Moreover,it must also be added the amount of work involved in
coordinating communication that would only burden Computer 1.

From the point of view of the representation of realsystems,it is however
possible to increase the information contained in graphs by enriching vertices
and/or links with attributes.For example:
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Figure 2.3:Example ofa set ofcomputers whose communication is conveyed
by a single computer:Computer 1.

• In the case of Internet, it is possible to associate the data transfer rate to
the links,or the average amount of data transferred,in the unit of time,
by individual connections;

• As regards social networks, it is possible to endow links with an attribute
indicating the type of relationship that binds a pair of individuals:friend-
ship, kinship, hatred, indifference.

• Considering the World Wide Web, it is possible to associate vertices with
the number ofvisitors in a certain period,while oriented links can be
assigned information on the number of visitors clicking on that link.

It is obvious that the number and type of attributes to associate with links
and vertices depend on the particular information to be emphasised.

From the definition and examples given in the previous section,the perva-
siveness of the notion of Complex System is evident.For this reason it is not
surprising that,until a few decades ago,there was no single corpus of notions
and methods for studying them.In this regard,two early outstanding mile-
stones dealing with the mathematicalmethods ofgraph theory are [56]and
[57].Actually,their knowledge was dispersed among the various branches like
socialsciences and biology.On the one hand,this represented an obstacle in
the advancement ofthe study ofComplex Systems (for example:methods of
network analysis,known to socialscientists,were not known to biologists and
chemists),but, on the other hand,it generated a considerable wealth of view-
points, notions and methods of analysis [39].

2.1.3 Multi-graph, simple graph and weighted graph
In addition to the already mentioned directed and undirected graphs, there are
various types of graphs that are useful in different situations.Among the most
important there are the multigraph and the weighted graph.

A multigraph is a (directed or undirected) graph in which at least one couple
of nodes is linked by more than one link.These couples are indicated as linked
by a multilink. An example of multigraph can be observed in figure 2.4

A weighted graph is a (directed or undirected) graph whose links are endowed
with a numericalattribute (e.g.every link is associated with a realnumber).
This attribute is called weight of the link.
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Figure 2.4:Example of a multigraph.Couple (a,b) is linked by a multilink.

For example,Internet with average data rate values associated with each
connection can be modelled as a weighted graph.

If a link (in a directed or undirected graph) begins and ends on the same
vertex,then that link is called selflink.A graph that contains neither selflink
nor multilink is called simple graph.

2.1.4 Degree and Adjacency matrix
Once the definition of a graph and its main characteristics have been established,
it is usefulto consider some other notions that are fundamentalfor Complex
Systems’analysis.The most immediate and important is that ofdegree ofa
vertex.This definition has different expressions depending on whether a directed
or undirected graph is considered.

For an undirected graph, the degree of a vertex is defined as the number of
links attached to the vertex.For example,considering figure 2.3,vertex 1 has
degree 14 while all the others have degree equal to 1.

In case of directed graphs,there are two possible definitions of degree:in-
degree and outdegree.The indegree of a vertex is defined as the number of
edges entering the vertex (i.e.those having the vertex as target node).On the
contrary, the outdegree of a vertex is defined as the number of its outgoing links.

The Adjacency matrix is a mathematicalrepresentation ofa graph,and
its form depends on the considered type ofgraph. In particular,if the graph
has n vertices,and we arbitrarily assign unique numeric indices from 1 to n
to the vertices,the Adjacency matrix is a n × n matrix,with generic element
A ij (i, j = 1, . . . , n) defined in the following manner (assuming the absence of
selflink ):

• Simple undirected graph

A ij =

(
1 if node i is linked to node j

0 otherwise
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• Undirected multigraph

A ij =

(
m If m links are present between iand j

0 otherwise

• Weighted undirected graph

A ij =

(
r if a weighted link is present between iand j having weight r
0 otherwise

• Simple directed graph

A ij =

(
1 if there is a link having jas source node and ias target node
0 otherwise

• Directed multigraph

A ij =

(
m if there are m links having jas source node and ias target node
0 otherwise

• Weighted directed graph

A ij =

(
r if there is a link having jas source node and ias target node having weight r

0 otherwise

It is evident that the Adjacency matrix is symmetric for undirected graphs,
whereas,in general,it is not for directed graphs.In the absence ofselflinks
the diagonal terms of the previous matrices are all zeros.If, on the other hand,
selflinks are present, their presence is indicated by diagonal terms.In particular:

• Undirected graph with selflinks

A ii =

(
2p if p selflinks are present at node i

0 otherwise

• Weighted undirected graph with selflinks

A ii =

(
2

P p
k=1 r k if p selflinks are present at node iwith weights rk

0 otherwise

• Simple directed graph with selflinks

A ii =

(
p if p directed selflinks are present at i

0 otherwise

• Weighted directed graph with selflinks

A ii =

( P p
k=1 r k if p selflinks are present at node iwith weights rk

0 otherwise
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There is a very close relationship between vertices’degrees in a graph and
the relative Adjacency matrix.Indeed, from the definitions above, it is evident
that, in an undirect graph with n vertices, if ki denotes the degree of the vertex
i, the following formula holds:

ki =
nX

j=1

A ij . (2.1)

Analogously, for a directed graph:

kout
i =

nX

j=1

A ji . (2.2)

k in
i =

nX

j=1

A ij . (2.3)

It is important to emphasise that the degree ofa vertex,representing its
number of links, is an immediate measure of its importance within the graph.In
fact, it is natural to consider a vertex as more influential the higher the number
of links it has.On the other hand, however, this observation can be countered
by asserting that in many cases,the number of links alone cannot represent a
complete measure of the vertex’s importance, but the importance of the vertices
to which it is connected must also be considered.In this regard,consider two
elements (vertices) of a Social network, denoted as A and B, such that kB  ≪ kA :
this means that A knows more people than B. Therefore,considering only the
degree, A is more important than B. Now, suppose that B knows only Socially
Influential people,such as academics and politicalauthorities,while A knows
none of these:to what extent is it still possible to argue that B is less important
than A? It is obvious that other measures of importance must be determined to
account for this observation.These will be discussed in the next sections.

2.1.5 Geodetic paths
This section contains the fundamental notion of geodetic path, which will allow
the introduction of new network centralities,different from the degree.In this
regard, the following definitions of paths are crucial.Given an undirected graph
and an arbitrary couple ofnodes,i and j, a path between i and j is defined
as a sequence ofadjacent nodes (i.e.directly linked by edges) together with
their linking edges that begins with node i (resp., node j) and ends with node
j (resp., node i). If no path can be determined between i and j,then these
nodes are defined as disconnected.As regards directed graph,because ofthe
orientation of the links, an oriented path can be defined.Given a directed graph
and an arbitrary pair of vertices,i and j, an oriented path between i and j is
a sequence of adjacent nodes and the corresponding oriented links,connecting
them consecutively in pairs,beginning at i and ending at j.Figures 2.5 and
2.6 show two examples of paths in the case of undirected and directed graphs,
respectively.

The first feature that can be used to describe a path is its  length:it is equal
to the number oflinks ofthe path. This definition is valid for both directed
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Figure 2.5:Example of a path (in red), between node A and B, in an undirected
graph.

Figure 2.6:Example of a path (in red), between node A and B, in an undirected
graph.

and undirected graphs.For example, both the paths in figures 2.5 and 2.6 have
length equal to 3.

The notion of path in a graph forms the basis for the notion of geodetic path.
Given a graph (directed or undirected) and a pair ofvertices,i and j, a

geodetic path between i and j is defined as the path with the smallest length
among all the possible paths between i and j.If no paths exist between i and
j, then their geodetic length is set equal to ∞

As a final remark,it is interesting to relate the number of paths of a given
length within a graph (directed or undirected),to appropriate powers ofthe
corresponding Adjacency matrix.To determine this relationship,consider,for
example, a simple graph with n vertices and a couple (i,j ) of vertices:between
i and j there is a path of length 2 if there is a third vertex,k, such that i is
connected to k and k to j.More formally, we can say that such a path is present
if

Aki A jk = 1 (2.4)

otherwise Aki A jk = 0.
If the number of paths between i and j is denoted as nij , then, from equa-

tion 2.4, it can be derived that:

n ij =
nX

k=1

Aki A jk = (A2)ji

Analogously, the number of paths having length r > 0 between nodes i and
j, n (r)

ij , is equal to:

n(r)
ij = (Aji )r (2.5)

where Ar is the r-th pwer of the Adjacency matrix of the considered graph.
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2.1.6 Closeness
In this section, we will consider a type of vertex centrality, the closeness, which
is not based on the notion of degree.In fact,closeness is defined by means of
the geodesic paths seen in the previous section.In particular,it is necessary
to define the notion ofaverage length as follows:.Given a graph (directed or
undirected) with n vertices and an arbitrary node, i, if dij is the length of the
geodesic path between i and another node j, then the average length relative to
node i is defined as:

l i =
1
n

nX

j=1

dij (2.6)

From this definition,it is evident that the closer li is to 1 (the minimum
value for li , corresponding to the vertex i directly connected to allthe other
vertices of the graph), the closer i is, on average, to all the other vertices of the
graph.In such a case, depending on the represented system, i can more easily
influence (or be influenced by) allthe other vertices,be more readily reached
by information from the other vertices ofthe graph,or disclose its ideas or
opinions more easily.Accordingly,the smaller li the more important ican be
considered,and a measure ofsuch importance must be related to the inverse
of li . In particular,for an undirected graph,it can be defined the closeness of
node i by the following equation:

Ci =
1
l i

=
n

P n
j=1 dij

(2.7)

Notwithstanding its simplicity, this definition has two issues:

• From a mathematical point of view, if vertex iand vertex jare not con-
nected,by convention,dij = ∞. This means that,unless the vertices of
the graph are all connected by at least one path (in this case the graph is
called connected ) the closeness is null.Since most networks encountered
in applications are not connected, it is evident that this type of centrality
would be of little use;

• When applied to graphs modelling realComplex Systems,closeness has
a limited range of values:the minimum and maximum values differ by a
term of order 10−4 − 10−5 , so that it is difficult, in general, to identify the
vertices with greater centrality.In other words, closeness is very sensitive
to the graph structure, so any updating of it can lead to a drastic change
in closeness [39].

The last problem cannot be solved, since it is intrinsic in the definition of the
closeness centrality.Indeed,most graphs in applications have a diameter (i.e.
the largest geodesic distance among the finite ones) of order log  n,where n is
the number of vertices of the graph, which is a value varying in the range 1  − 10:
the diameter represents the upper limit of the values of ( li )i∈(1,...,n) , while the
lower limit is 1.It is evident, therefore, that the values of li (and hence of Ci )
vary over a very limited range.

The first problem is solved by slightly modifying the definition of closeness
in the following manner:
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C ′
i =

1
n − 1

nX

j=i
j2=i

1
dij

(2.8)

The (2.8) is the harmonic mean of the values of geodesic distance between
vertices, and it is evident that the terms dij = ∞ (relative to unconnected pairs
of vertices) do notcontribute to the value of C′

i , solving the first problem.In
addition, in the summation of equation (2.8) the term j = i is deleted, because
it would give dii = 0 and thus1

d ii
= ∞. This accounts for the term1n−1 instead

of 1
n .

For the sake of completeness,it should be pointed out that the (2.8) is rarely
used in applications:equation (2.7) is tipically used,in which,instead ofthe
term dij = ∞ one substitutes the term n, equal to the number of vertices, which
is typically a much higher value than the other finite dij terms, thus simulating
the infinite term.

What has been said so far refers to the case of an undirected graph, but it is
possible to express the same notions for directed ones, taking into account the
orientation of the paths.Given a directed graph and an arbitrary vertex i, the
incloseness of vertex i is defined as:

C(in)
i =

n
P n

j=1 d(in)
ij

(2.9)

where d(in)
ij is the length of the geodetic path going from j to i.Analogously,

the outcloseness of an arbitrary vertex i of a directed graph is defined as follows:

C(out)
i =

n
P n

j=1 d(out)
ij

(2.10)

where d(out)
ij is the length of the geodetic path going from i to j.

It seems wise to underline that the relationship between closeness and degree
centrality is thoroughly studied in [58].

2.1.7 Betweenness
In this section,a further notion ofvertex centrality willbe defined which is
based on the notion of paths in a graph.This centrality is called betweenness
and is defined as follows.

Given a graph (directed or undirected) and an arbitrary vertex  i,the be-
tweenness of i is related to the number of geodesic paths between allpossible
pairs ofvertices ofthe graph passing through i.In more formalterms,if gst

represents the total number of geodesic paths existing between vertices  s and t
and ni

st represents the number of such geodesic paths passing through vertex  i,
then the betweenness of i is:

B i =
X

s,t

n i
st

gst
. (2.11)

For undirected graphs,the summation in equation (2.11) leads to a double
counting of paths for the same pair of vertices, but this is not seen as a problem
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because it is the relative importance between nodes that matters and not the
absolute value of the centralities.

The interpretation ofbetweenness centrality for a vertex is simple:a ver-
tex with high betweenness has a great deal of control over communications be-
tween elements in the graph (assuming that such communications occur through
geodesic paths).Therefore it can be considered as an important vehicle of knowl-
edge/influence between vertices.As an example,just think of Socialnetworks
of any kind: a vertex with high betweenness facilitates knowledge between a
pair of other elements, which, through that vertex, can communicate and know
each other.

2.2 Machine Learning algorithms
In this section the main Machine Learning algorithms used in this thesis will
be exposed.According to section 1.3,these tools can be mainly subdivided in
two categories:unsupervised and supervised algorithms.Unsupervised Machine
Learning aims at discovering hidden patterns or groups in data,while super-
vised algorithms are fed with some input features of data in order to forecast
the corresponding output feature (categorical or numerical).First unsupervised
community detection algorithms for graphs are discussed, then the main super-
vised tools used in this work are shown.

2.2.1 Unsupervised Machine Learning:community detec-
tion in graphs

A common task in graphs’applications is that ofcommunity detection: the
search for the naturally occurring groups in a graph regardless of their number
or size.This is a toolfor discovering and understanding the large-scale struc-
ture of graphs and,as a consequence,of the Complex Systems these networks
are modelling.In particular,community detection aims at finding a natural
subdivision ofnodes in groups,such that there are more links within groups
than among them.These groups are called communitiesof nodes. This is
a mathematically ill-posed problem since there is no a unique definition ofa
natural subdivision of nodes.Accordingly, many algorithms have been defined
to accomplish community detection,based on different definitions of a natural
subdivision [32].An example of communities in a graph is shown in figure 2.7

The most successfulalgorithms are based on the maximization of a partic-
ular function called modularity.These algorithms are based on the following
consideration:if we find a partition ofnodes that has few edges between its
groups,but the number of such edges is about what we would have expected
were edges simply placed at random in the graph, then this nodes’ subdivision
would hardly be defined significant.

As a matter of fact,in the conventionaldevelopment of this idea one con-
siders not the number of edges between groups but the number within groups.
It should be noted that the two approaches are equivalent,since every edge
that lies within a community necessarily does not lie between groups:one num-
ber can be calculated from the other given the totalnumber ofedges in the
graph.Therefore the goalwill be to find a measure that quantifies how many
edges lie within groups in our network relative to the number ofsuch edges
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Figure 2.7: Communities in a graph.Source:Thamindu Dilshan Jayawick-
rama, Example of communities in a graph. These communities have been
found through modularity maximization, image file,2021,Towards Data Sci-
ence,PNG, https://towardsdatascience.com/community-detection-algorithms-
9bd8951e7dae (last access:2nd October 2023).

expected on the basis of chance.This measure is the modularity [32, 59].From
a mathematical point of view, it is defined as follows (for an undirected simple
graph):

Q =
1

2m

X

ij

A ij −
ki kj

2m
δ(ci cj ) (2.12)

where:A ij is the (i, j) term of the Adjacency matrix;ki (resp. kj ) is the
degree of node i (resp.node j); m is the number of edges in the graph; ci (resp.
cj ) is the community to which node i (resp.node j) belongs and δ(ci , cj ) is the
Kronecker delta between these groups:δ(ci , cj ) = 0 if ci ̸2= cj while δ(ci , cj ) = 1
if ci = cj . It should be noted that the termk i k j

2m is the probability of having a
random link between node i and node j,while Aij is 1 if these nodes are link

and 0 otherwise.The term A ij − k i k j

2m thus represents the difference between
the number of edges linking two arbitrary nodes of the graph, i and j, and those
that would be expected on the basis of chance.

It should be noted that modularity can be seen as a measure of graph as-
sortativity. Assortativity indicates the tendency ofsimilar nodes to be linked
with each other,where the similarity ofnodes can be defined on the basis of
categorical or scalar attributes.In general, it is well known that social links (e.g.
acquaintances, business relations) are created on the basis of similar attributes
like age,income or even race,see [39].In this case,graphs are denoted as as-
sortative. On the contrary,when edges are formed between dissimilar nodes,
the graph is referred to as disassortative.One particular case of assortativity
arises when the node attribute to be considered is the degree,that represents
a property ofthe network structure.In particular,degree-assortativity,r, is
measured by the following equation [39]:

20



Figure 2.8: Examples ofassortative and disassortative graphs.High-degree
nodes are colored dark green while low-degree nodes are colored with a lighter
color. Each node is labelled with its degree.(a) Assortative graph (r = 0.60)
where high-degree nodes are attached to high-degree nodes and low-degree nodes
are attached to low-degree nodes.(b) Disassortative graph (r = 0.84) where
high-degree nodes are attached to low-degree nodes.Source:[60].

r =
1

2m

X

ij

A ij −
ki kj

2m
ki kj (2.13)

As in formula 4.3,the term in parentheses in equation 2.13 measures the
difference between the number ofedges with similar degree values and that
expected on the basis of chance.A degree-assortative graph is characterized by
r > 0 and represents a situation in which high-degree nodes (resp.low-degree
nodes) are connected with themselves, so producing a core/periphery structure,
as shown in figure 2.8 (a).The core is composed by high degree nodes connected
with themselves, while the low-degree vertices represent the periphery.On the
contrary,degree-disassortative graphs are characterized by r < 0 and have a
star-like structure, in which high-degree nodes are linked to a high number
of low-degree vertices,as shown in figure 2.8 (b).For example,the graph in
figure 2.3 shows a clear star-like structure, in which Computer 1 has the highest
degree,while allthe other terminals are linked only to it.Accordingly,it can
be considered as a degree-disassortative graph.

Going back to modularity,it measures the assortativity of nodes belonging
to the same community, which represents a categorical attribute.

Accordingly, one way to detect communities in networks is to look for the di-
visions that have the highest modularity and, in fact, this is the most commonly
used method for community detection [61].

There is a great variety of algorithms for maximizing (or minimizing) func-
tions over sets ofstates and anyone ofthem could be used for the modular-
ity maximization problem,thereby creating a new community detection algo-
rithm [62, 63, 64, 65, 50, 66].Each of them seeks to maximize modularity over
divisions into any number ofcommunities ofany sizes and thus to determine
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both the number and size of communities.
The first and one of the most widely used optimization strategies is  simulated

annealing, which exploits the physics of slow cooling or "annealing" of solids [62,
64, 63].In brief, it is known that a hot system, such as a melted metal, will, if
cooled sufficiently slowly to a low enough temperature, eventually find its ground
state:the state of the system that has the lowest possible energy.The algorithm
of simulated annealing works by treating the quantity of interest, modularity, as
an energy and then simulating the cooling process until the system finds the state
with the lowest energy.Since the goal is finding the highest modularity, energy
is equated to minus the modularity.The main disadvantage ofthe approach
is that it is slow,typically taking severaltimes as long to reach an answer as
competing methods do.

Another method makes use ofthe so-called greedy algorithm.In this ap-
proach every vertex is initially associated to a one-vertex group of its own and
then pairs ofgroups are amalgamated in successive steps.The groups to be
merged, at each step, are those whose joining gives the biggest increase in mod-
ularity or the smallest decrease if no choice gives an increase.The process con-
tinues until all vertices are amalgamated into a single large community.Then,
among allthe states through which the graph passed during the course of the
algorithm, the one with the highest modularity is chosen.The modularity val-
ues achieved by this method are in generalsomewhat lower than those found
by the simulated annealing method.But, on the other hand, this is one of the
few algorithms fast enough to work on the very largest networks now being
explored [67, 68].

Besides modularity maximization algorithms,another class ofmethods is
that of Hierarchical Clustering. The goalof these algorithms is to find com-
munities in graphs through a hierarchicaldecomposition into a set ofnested
communities, rather than just a single division into a single set of communities.
Usually,these nested communities are shown in the form ofdendrograms,as
depicted in figure 2.9.

Precisely,HierarchicalClustering defines a set of agglomerative techniques
in which the initial status has the individual vertices as groups on their own and
are iteratively joined together to form larger groups.Even though the previ-
ous greedy modularity maximization algorithm is an example of agglomerative
method, Hierarchical Clustering methods generalize this approach.In particu-
lar, Hierarchical Clustering is based on the definition of a measure of similarity
between vertices, based on the graph structure, and then on the merging of the
closest or most similar vertices to form groups.There can be defined many
suitable measures of nodes’ similarity [32].

This freedom in the choice of similarity measures is both a strength and a
weakness of the Hierarchical Clustering method.In fact, it allows this method to
be tailored to specific problems, but it also means that the it may give different
answers depending on the chosen similarity measure.This also means that
there is no way to know if one measure will yield more useful information than
another.As a consequence,the choice of the similarity measure is determined
more by experiment than by from first principles.

Once a similarity measure is chosen,it must be calculated for allpairs of
vertices in the graph.Then, those vertices having the highest similarities must
be merged.This, however,leads to the following problem:the similarities can
give conflicting messages about which vertices should be grouped.For example,
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Figure 2.9:Example ofa dendrogram produced by a HierarchicalClustering
algorithm.

if vertices A and B have high similarity, as do vertices B and C, it may be argued
that A, B, and C should all be in a group together.But what happens if A and
C have a low similarity? Should A and C be in the same group or not?

In order to solve this issue, Hierarchical Clustering methods define a measure
of similarity between groups of nodes based on nodes’similarity.This groups’
similarity measure is built combining that among vertices.

There are three common ways of combining vertex similarities to give simi-
larity scores for groups.They are called single-, complete-, and average-linkage
clustering method.In the single-linkage clustering method,the similarity be-
tween the two groups is defined to be the highest similarity between all possible
couples of nodes, where one vertex comes from one group and the other from the
second group.Accordingly, only a single vertex pair needs have high similarity
for the groups themselves to be considered similar.

At the other extreme, complete-linkage clustering defines the similarity be-
tween two groups to be the similarity of the least similar pair of vertices.By
contrast with single-linkage clustering this is a very stringent definition of group
similarity:every single vertex pair must have high similarity for the groups to
have high similarity.

In between these two extremes lies average-linkage clustering,in which the
similarity oftwo groups is defined to be the mean similarity ofall pairs of
vertices.

Then, the full hierarchical clustering method is as follows:

1. Choosing a similarity measure and evaluate it for all vertex pairs.

2. Assigning each vertex to a group of its own, consisting of just that vertex.
Then ,the initialsimilarities ofthe groups are simply the similarities of
the vertices.
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3. Find the pair of groups with the highest similarity and merge them into
a single group.

4. Calculate the similarity between the new composite group and all others
using single-, complete-, or average-linkage.

5. Repeat from step 3 until all vertices have been joined into a single cluster.

2.2.2 Supervised Machine Learning:algorithms and Ex-
plainability

As explained in section 1.3,Supervised Machine Learning is defined by its use
of labelled datasets to train algorithms to classify data or predict outcomes
accurately (denoted as regression problems).Supervised learning helps orga-
nizations solve a variety of real-world problems,such as classifying spam in a
separate folder from your inbox or fraud-detection [69, 70].Accordingly, in the
next section a statistically robust framework to train models will be presented.
Then, the main classification algorithms will be presented.Hereafter, the clas-
sification metrics used to quantify models’ performance will be described.The
final section will deal with a hot topic in Machine Learning:the Explainability
tools used to make models’decisions more transparent to experimenters and
users.

Strength the training:the cross-validation framework

As train input data are fed into the model,the latter adjusts its parameters
until the modelhas been fitted appropriately.This process is called training
phase of the model.The training can be done in different ways,in order to
ensure the statistical robustness.

In fact, learning the parameters ofa prediction function and testing it on
the same data is a methodologicalmistake:a modelthat would just repeat
the labels of the samples that it has just seen would have a perfect score but
would fail to predict anything useful on yet-unseen data.This situation is called
overfitting. To avoid it, it is common practice when performing a supervised
machine learning experiment to hold out part of the available data as a test set.

When evaluating different settings of the models’ parameters there is still a
risk of overfitting on the test set because the parameters can be tweaked until the
estimator performs optimally.As a result, knowledge about the test set can leak
into the model so biasing the evaluation of the generalization performance.To
solve this problem, yet another part of the dataset can be held out as a so-called
validation set : training proceeds on the training set,after which evaluation is
done on the validation set,and when the experiment seems to be successful,
final evaluation can be done on the test set.

Nonetheless,by partitioning the available data into three sets,the number
of samples which can be used for learning the modelis drastically reduced.
Moreover, the results can depend on a particular random choice for the pair of
(train, validation) sets.

A solution to this problem is a procedure called cross-validation (CV).In
the basic approach, called k-fold CV, the training set is split into k smaller sets,
called folds.The following procedure is followed:
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Figure 2.10:Graphicalrepresentation ofa k-fold cross-validation framework
with k=5.Source:Scikit-learn development and maintenance team,PNG file,
https://scikit-learn.org/stable/_images/grid_search_cross_validation.png
(last access:2nd October 2023).

1. a model is trained using k − 1 folds as training data;

2. the resulting model is validated on the remaining part of the data.

This procedure is graphically reported in figure 2.10
The performance measure reported by k-fold CV is then the average of the

values computed in the loop.This approach can be computationally expensive,
but does not waste too much data,as is the case when fixing an arbitrary
validation set.

Main classification algorithms
The oldest and most commonly used modelused in classification problems is
the Logistic Regression [71,72]. It aims at modelling the probability ofan
event taking place by using the linear combination of one or more independent
variables.If the classes to be predicted are two, then it is called binary logistic
regression and the single binary dependent variable (i.e.the output) is coded by
an indicator variable taking values 0 and 1.Formally, if X1, ,̇X N are the input
features characterizing a sample data,then the probability of it being labelled
with y = 1, according to the Logistic Regression model, has the form:

p(y = 1) =
ea1X 1+···+a n X n

1 + ea1X 1+···+a n X n
.

Moreover, p(y = 0) = 1 − p(y = 1) holds.
Even though Logistic Regression is naturally defined for tackling problems

with binary dependent variables,it may be used even in for multi-class clas-
sification problems, where the output of each data sample can take more than
two values.In this case,there are two heuristic approaches that can be used:
One-versus-One (OvO) and One-versus-Rest(OvR) [73]. Delving into these
methods:
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Figure 2.11:How a Random Forest determines its output from the trees in its
ensemble.Source:[77].

• One-versus-Rest.It involves splitting the multi-class dataset into mul-
tiple binary classification problems.A binary classifier is then trained
on each binary classification problem and predictions are made using the
model that is the most confident.

• One-versus-One. Like OvR, OvO splits a multi-class classification dataset
into binary classification problems.Unlike one-vs-rest that splits it into
one binary dataset for each class, the one-vs-one approach splits the dataset
into one dataset for each class versus every other class.

Another off-the-shelf classification algorithm is Random Forest (RF) [74].It
is a generalization of classical decision trees [75].In fact, Random Forest is an
ensemble learning method that works by constructing a multitude ofdecision
trees during training.In particular, every tree is trained on a bootstrapped sam-
ple of training data (i.e.obtained by sampling with replacement from training
data) and each tree uses a random subset ofpredictors to take decisions,in
order to overcome the presence of strong predictors.The output of the Random
Forest is the class selected by most trees:this is the so-called majority vote rule.
Random Forest is built by merging different base classifiers (i.e.the decision
trees) since decisions based on an ensemble ofclassifiers greatly improves the
performance ofa single decision tree [76].It should be noted that Random
Forest natively supports multi-class classification.Figure 2.11 best summarizes
how a Random Forest works in classification settings.

A variant of Random Forest is the Extreme Gradient Boosting (XGB) clas-
sifier.In fact, XGB, like Random Forest, is a model in the form of an ensemble
of decision trees,but, differently from Random Forest,it is built in an itera-
tive fashion and its learning is slower than Random Forest [78].In particular,
while trees in RF are trained on different bootstrapped samples taken from the
training dataset, independently of each other, XGB,does not involve any boot-
strapping procedure but every tree is grown using information from previously
grown trees,being fit on a modified version of the training dataset.The main
idea underpinning XGB is that,given the current model,a decision tree is fit
to the residuals from the current model.Then, this new decision tree is added
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Figure 2.12:Training phases of a XGB classifier.Source:Geeks For Geeks devel-
opment team,PNG file, https://www.geeksforgeeks.org/ml-gradient-boosting/
(last access:2nd October 2023).

into the current modelin order to update the residuals.By iteratively fitting
trees to the residuals, the current model is improved on data where it does not
perform well.Figure 2.12 shows the phases of XGB training.

It can be readily seen that while Logistic Regression provides a functional
form of the probability, Random Forest and XGB does not.In this regard, the
latter are more adaptive than Logistic Regression.Nonetheless this flexibility
does not necessarily implies a better performance.This is particularly true
in cases where a great number ofclasses are present [79].Accordingly,more
biased models deserve attention.Together with Logistic Regression,another
widely used biased model is the Gaussian Naive Bayes (GNB) classifier.

GNB classifier is based on Bayes’Theorem and assumes some strong hy-
potheses about the indipendence of input variables in determining the proba-
bility of an item to belong to an output class [80].

In particular, if an instance determined by N input variables, (X1, . . . , XN ),
should be assigned to one of K classes, (C1, . . . , CK ), GNB aims at calculating
the corresponding conditionalprobabilities p(Ci |X 1, . . . , XN ), i  {∀ ∈ 1, . . . , K}.
In order to determine these probabilities, GNB refers to Bayes’ Theorem:

p(Ci |X 1, . . . , XN ) =
p(X1, . . . , XN |Ci )p(Ci )

p(X1, . . . , Xn
(2.14)

where:p(Ci ) is called prior probability ; p(X1, . . . , XN |Ci ) is denoted as like-
lihood distribution; p(X 1, . . . , XN ) is referred to as evidence distribution.GNB
assumes that likelihood distributions are Gaussian, whose parameters should be
estimated in the training phase of the model.

Since p(X1, . . . , XN |Ci )p(Ci ) = p(X 1, . . . , XN , Ci ), then applying simple
probability rules and considering the hypothesis of mutual independence of the
N input variables, the following formula hods

p(Ci |X 1, . . . , XN ) =
p(Ci )

p(X1, . . . , XN )

NY

j=1

p(X j |Ci ) (2.15)

27



Figure 2.13:The result ofthe SVM algorithm applied to a dataset with two
input features (X1, X2), for the sake ofclarity. The two classes are reported
in blue and green directly as colors of the data points.The maximum margin
hyperplane is reported in red.Source:[83].

Finally, GNB will assign a class ˆy to every item if̂y has the greatest condi-
tional probability.Mathematically:

ŷ = max
i {∈ 1,...,K}

p(Ci )
NY

j=1

p(X j |Ci ) (2.16)

Another kind of classification algorithm takes into consideration an embed-
ding of data points in an Euclidean space, the so called feature space, in order to
find an hyperplane able to distinguish points belonging to the different classes.
In particular,every data sample,characterized by N input features,is rep-
resented as a point in the N -dimensionalEuclidean space.This space is the
feature space.The main algorithm in this field is the Support Vector Machine
(SVM) [81].SVM natively works for binary classification problems but, as the
Logistic Regression, it can be deployed even for multi-class classification prob-
lems using the OvO and OvR frameworks.SVM is based on finding,in the
feature-space, the best hyperplane subdividing training data points of one class
from those belonging to the other one [82].In particular, considering a training
dataset of M items and with N input features, these items may be represented
as (X⃗ 1, y1), . . . , (X⃗ M , yM ), whereX⃗ i is the N-dimensional vector of input vari-
ables ofi-th data item and yi the corresponding binary label(0 or 1). They
may be considered as geometricalpoints in the N-dimensionalfeature space.
The target of the SVM algorithm is to find the maximum margin hyperplane:
the hyperplane which is defined so that the distance between the hyperplane
and the nearest points from either group is maximized.These points are called
support vectors.Figure 2.13 clearly explains the result of the SVM algorithm in
a dataset with two input features.

Performance metrics for classification algorithms
According to the well-known No Free Lunch Theorem, it does not exist a model
whose performance overcomes that ofall the others in allclassification prob-
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lems [84].Accordingly,measuring algorithms’performance is ofparamount
importance in every classification task.Moreover,there exist severaldifferent
metrics highlighting different models’behaviour [85].The most widely used
metrics, that are used even in this work, are the following:

• Accuracy (acc). It is defined as the ratio between correctly classified
samples and the total number of samples.In formula:

acc =
T P + T N

TP + FP + TN + FN

where TP (True Positive) and TN (True Negative) are the correctly clas-
sified samples, while FP (False Positive) and FN (False Negative) are the
wrongly classified samples.

• Sensitivity (sens).It is also called Recallor True Positive Rate and is
defined as the ratio of the positive correctly classified samples.

sens =
T P

T P + F N

• Specificity (spec).It is also denoted as True Negative Rate and is the
the ratio of the negative correctly classified samples.

spec =
T N

T N + F P

• F1-score (F1). It is defined as the harmonic mean of correctly classified
samples.In formula:

F 1 =
T P

T P + FP+FN
2

• Area Under Curve - Receiver Operating Characteristic (AUC-
ROC). It refers to the area under the Receiver Operating Characteristic,
a curve whose points defined in terms of Sensitivity and Specificity [86].
It is a measure ofhow far a modelis from being a random guess [87].
Delving into this definition,the ROC curve shows the performance ofa
classification modelat all possible classification thresholds.This curve
plots two parameters:the True Positive Rate (TPR) (i.e.the sensitivity)
and the False Positive Rate (FPR), defined as follows:

FPR =
F P

F P + T N
.

The ROC curve plots TPR vs.FPR at different classification thresholds.
Lowering the classification threshold classifies more items as positive, thus
increasing both False Positives and True Positives.Figure 2.14 shows a
typical ROC curve.

The area under the ROC curve (AUC-ROC) provides an aggregate mea-
sure of performance across all possible classification thresholds.The most
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Figure 2.14:Example ofROC curve for a classification model.Every point
forming the blue solid line represents a different (FPR,TPR) couple relative to
a different classification threshold.

common way of interpreting AUC-ROC is the following:the probability
that the model ranks a random positive example more highly than a ran-
dom negative example.Accordingly, AUC-ROC ranges between 0 and 1.
In particular, an AUC-ROC of 0.5 characterizes a random classifier while
a perfect classifier has an AUC-ROC equalto 1. The worst classifier is
characterized by AUC-ROC= 0.

Explaining algorithms’ decisions:Shapley values

Machine Learning algorithms,if correctly trained,can be used to accomplish
a wide variety ofimportanttasks,from creditcard fraud detection [88]to
Alzheimer disease prevention [89].Nonetheless what really prevents them from
being more largely used is that they work as black boxes [90]:input are fed into
and an output is returned.The experimenter,except in some rare cases,can-
not directly check what features have mostly influenced the modelin forming
its output[91].However,controlling the path the algorithms follow in forming
their decisions is important in understanding why they succeed and why they
do not,separating confounding features from significant ones.Moreover,this
transparency makes algorithms more reliable for a ever more widespread use.

Among allpossible tools used to make algorithms more transparent,that
based on Shapley values [92]is becoming increasingly popular.The Shapley
value is a concept used in game theory [93] that involves fairly distributing both
gains and costs to severalactors working in a coalition.Game theory is when
two or more players or factors are involved in a strategy to achieve a desired
outcome or payoff.

Essentially, the Shapley value is the average expected marginal contribution
of one player after allpossible combinations have been considered.Shapley
value helps to determine a payoff for all of the players when each player might
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have contributed more or less than the others.
In order to apply this concept to Machine Learning,the notions ofgame,

players, payout and gain must be defined in this context.In particular,the
game is the prediction task of a single sample data; the players are the features
involved in the prediction;the payout is the output value and the gain is the
difference among the model’s prediction and the average of all the outputs (i.e.
the prediction done by a naive model).Accordingly,the Shapley values deter-
mine how to fairly distribute the payout among the features.Mathematically,
it is possible to find a formula for calculating Shapley values [13].

In fact, in game theory terms, considering a N -player game together with a
value function, ν, that takes a subset of the players and returns the real-valued
payoff of the game if only those players participated, the contribution of player
i in the game, ϕi (ν) , is defined as follows:

ϕi (ν) =
X

S {⊂ 1,...,N}/{i}

|S|!(N − |S| − 1)!
N !

(ν(S  {i}∪ ) − ν(S)) (2.17)

In practicalterms,equation 2.17 computes a weighted average payoff gain
that player i provides when included in all coalitions that exclude i.

The Shapley values can be computed without any knowledge of the model’s
functioning.This makes it a model-agnostic technique, and also facilitates direct
comparison of Shapley values for input features across different model types.

In addition, because Shapley values can be computed for the classification of
every sample, they provide the granularity of local explanations while simulta-
neously allowing for global extrapolation.In fact, analyzing which features have
higher Shapley values across multiple samples can give insight into the model’s
global reasoning.
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Chapter 3

Startups and consumers’
reviews:use-cases and why
they are important

In this chapter a fundamentalComplex System for Industry 4.0 willbe intro-
duced:the startup ecosystem (or innovation ecosystem).It is defined as the set
of startups and funders together with their funding relationships [94].Startups
are the boosts of technological innovation and,consequently,of countries’ eco-
nomic growth [95].Accordingly, studying this system in depth will help investors
in targeting their investments to the most promising firms in the most suitable
countries.Furthermore,this task willbe beneficialfor startups too:they can
identify the characteristics of the most successful ones (e.g.headquarter nation,
target market) and the corresponding investors.There is an increasing interest
in developing quantitative frameworks to identify and rate the strategic players
of this ecosystem [96,97]. This task is particularly difficult to accomplish be-
cause of the dynamic and high-risk environment of startup companies [98, 99].
The first section of this chapter will deal with the datasets used in this work to
analyze the startup ecosystem at different levels of detail.

As underlined in Chapter 1, another characterization of the Fourth Industrial
Revolution is the consumer-centric conversion offirms. Accordingly,it is of
paramount importance for firms to be reactive to the changing oftastes and
trends in order to be successful[100,101].As a consequence,the quantitative
study of consumers’ reviews and opinions to intercept feedbacks on products and
facts is one of the main tasks that firms must carry out [102,103].Therefore,
in the second section it will be described a dataset containing tourists’ reviews
about their experiences in the accomodation facilities in Apulia, a region in the
South-East ofItaly. This purely data-driven approach willprove effective in
correctly highlighting the strengths of the Apulian tourist offer as wellas the
aspects to be improved.Since tourism is one ofthe most profitable business
activities, especially in Italy, this study could have positive effects on both local
and national economy.In the next chapter, the quantitative study of these data
will be carried on using graph theory and Machine Learning.
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3.1 The startup ecosystem:its importance and
modelling

In this section,first it will be clearly underlined why the startup ecosystem
is important in the Industry 4.0 context.Then, two ofthe most widely used
datasets for the quantitative study of startups will be presented.

3.1.1 The importance of the startup ecosystem for Indus-
try 4.0

The interplay between firms and investors is ofparamount importance in de-
termining the direction of the economic growth of a country [94].Even though
there is an ongoing controversy about how growth and innovation are related,
there is no doubt about the existence ofsuch a connection [95,96]. Accord-
ingly,there is an increasing interest in developing quantitative frameworks to
identify and rate the strategic players of economic systems.These studies aim
at identifying the most promising and disruptive elements [97].The most ev-
ident example ofthe relations between startups and innovation is the fintech
world [2]. Banks have increasingly crossed their paths with those of startups,
through alliances,partnerships and incorporation so generating a progressive
change of mentality in the sector.

Both small and large corporations are converting to the Industry 4.0 paradigm
with a growing trend of industrial automation that aims at integrating new tech-
nologies,creating new business models,increasing productivity and products
quality.Firms’ efforts aim at the creation of the smart factory, that is defined
by three fundamental elements:

• Smart production. The new production technologies must promote
collaboration between human operators, machines and tools.

• Smart services.The technological pervasiveness characterizing Industry
4.0 allows integration between systems, companies (e.g.supplier–customer
relations), third party objects (e.g.roads, hubs, waste management facil-
ities, etc.) and firms’ customers.

• Smart energy. The energy consumption reduction is accomplished by
data analysis.It aims at creating more performing systems and reduce
energy waste according to the typical paradigms of sustainable energy.

The critical point, before being methodological, is about technology.
The contribution of startups plays a key role in pushing the existing tech-

nological limits beyond.In fact, one disruptive technology is the result of many
tries and fails, and young startups are more prone to risk and experimentation.
The impact that Industry 4.0-related startups are bringing willworth almost
200 billion euros in the next 2 years, and it will triple by 2030 [3].Accordingly,
characterizing the most promising startups is one ofthe main keys ofsuccess
for both startups and investors.

As a consequence,studies aiming at quantitatively pointing out the most
up-and-coming startups are gaining more and more ground,so that recently
some scholars have introduced the concept of high-impact entrepreneurship [4,
5]. Startups’complex ecosystem,including investors,business angels,banks
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and financing agents,can help the understanding of the state of health of the
economy and highlight the most promising and strategic firms.But, is it right
to have just one possible definition of success within such an intricate system of
relationships? Are there many possible and complementary definitions?

The analysis ofcomplex economic ecosystems belongs to a research area,
known as science of success, that is currently gaining considerable relevance [104,
105].This emerging sector of complex system analysis takes advantage of the
increasing availability of data to determine those patterns that underlie success
in diverse areas,such as internationalcountry rankings [106],scientific publi-
cations [107], grant proposals [108], sport competitions [109] and patents [110].
The science of success investigates the impact of certain relations such as part-
nership, mentoring, collaboration or innovation, on the success of different initia-
tives, with the aim of identifying common good practices that could be applied
in different contexts.The consequentialresults are often summarized through
rankings:the entities on top are those employing the best practices while those
in the lower part have room for improvements.Accordingly,in the next sec-
tion, one ofthe most important rankings about the world countries’startup
ecosystem will be presented.

3.1.2 Countries’ innovation ecosystems:the StartupBlink
ranking

Rankings are widely employed to quantify different kinds of performances.Their
application range and importance are increasing,both in the context ofeco-
nomics and politics [111,112]and in private business [113].Rankings signifi-
cantly affect the process of decision-making, and their influence on the reputa-
tion of private and public institutions is extensively proven in literature [114].
A particular socio-economic aspect is beginning to be surveyed through rank-
ings:the propensity and ability of an administrative region to create innovation
ecosystems [115].

A necessary condition for an innovation ecosystem to raise and develop is the
availability of economic resources and capacities.In fact, they allow to create
both products and business models with the required growth potential [116] and
establish, at the same time, a community able to support the cooperation and
interaction with investors [117].

In particular,entrepreneurs,investors and public policy-makers,require as
much information as possible about the available human and economic resources
in order to assess a firm’s possibility to survive and develop.Such an informa-
tion request is satisfied both by rankings that measure economic systems perfor-
mances, like StartupBlink [118] and Startup Genome [119], and more specialized
databases like Crunchbase [120].While Crunchbase structure and information
content willbe described in the next section,this one deals with countries’
startup ecosystem rankings.

StartupBlink and Startup Genome have been introduced in 2016–2017 and
published every year since then.They were the first worldwide rankings of inno-
vation ecosystems.Nowadays, they are receiving increasing attention and diffu-
sion in official press and social networks.In particular, the annual outcomes and
rankings generate much interest in the startup community and among investors,
as well as in government agencies, which often highlight their country’s success
in the internationalmedia emphasizing improvements in these rankings [121].
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Nonetheless,the scientific community has paid little attention to innovation
ecosystems and the analysis of their complexity.In this work a framework will
be introduced for the quantitative investigation of the multiple structuralfac-
tors that condition their relevance and efficiency.In particular,this work will
dealwith the StartupBlink ranking,which provides information at a country
level [122].

Even if rankings and their indicators provide an over-simplified represen-
tation of the complexity underlying cultural,socialand economic phenomena,
they nonetheless constitute one of the few quantitative tools used to explore the
multifaceted aspects of social systems [123].Therefore, the use of rankings and
indicators to set up government policies requires great attention to avoid critical
issues.First of all, aggregate indexes may be influenced by arbitrariness and
inaccuracy in choosing and aggregating different indicators,which could even
be partially correlated to each other [124, 125].Second, interpreting a ranking
could lead to ambiguities, since it provides a status-quo snapshot, that does not
considet the heterogeneous starting conditions of the context in which a result is
achieved:these differences are generally emphasized by rankings, while country
performance assessment should be driven by the idea of similarity [126].

Detailed information on the development status can be usefulfor analysts
and decision-makers to assess the result obtained by a given country in a rank-
ing,because they allow comparisons with countries recognized as similar.The
advantages ofthis approach are:(1) it provides an equity-oriented criterion
for the evaluation of a country performance;(2) it captures similarities among
states that are essential for identifying and promoting possible unexpressed po-
tentialities [96, 127].

The method proposed in this work relies on representing countries’devel-
opment status in a complex and multifaceted way, replacing individual proxies
determined by the arbitrary aggregation of indexes.This task willbe accom-
plished in the next chapter by adopting the machinery ofgraph theory [39],
which allows to represent and characterize interactions among constituents of
a system.In particular,the graph willbe built using the World Development
Indicators (WDIs) database, a compilation of relevant, high quality, and inter-
nationally comparable statistics about global development and the fight against
poverty [128].This database collects yearly indicators starting, in the best case,
from 1960, for 217 country’s economies (mostly belonging to the United Nations)
and more than 40 economic or geographical country groups.

A crucial step ofthis analysis willconsist ofidentifying network commu-
nities [47],namely non-overlapping groups of nodes with a tendency to create
stronger connections inside the group than with the rest ofthe network (see
section 2.2.1).The procedure defines a method to partition the set ofcoun-
tries based on their similarity, evaluated considering WDIs, and paves the way
for a formulation ofequity-based evaluation criteria.In fact, community de-
tection actually keeps track ofrelevant similarities that in some cases can be
hidden,unexpected and not deduced from merely geographicaland economic
considerations.

StartupBlink data and World Development Indicators (WDI)

Publicly available rankings about innovation ecosystems are an important and
fairly recent tool.StartupBlink,in particular,was one of the first rankings to
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be issued in 2016, and provides, nowadays, the most influential overview about
the innovation ecosystems in the world [129].It ranks the startup ecosystems
of 100 world countries according to three main indicators:

• Quantity. It is determined by the number of startups in a country,the
presence ofcoworking spaces,accelerators (privately or publicly funded
entities setting cohort-based program including mentorship [130]),and
startup events (pitch events in which startup founders present their ideas [131]).

• Quality. It is related to the impact of startups on their ecosystems.Star-
tupBlink uses a variety ofindicators to assess this index:startups’cus-
tomer base, number of monthly visits on websites and number of Unicorns
(private startup companies whose value exceeds 1 billion USD).

• Business Environment.It measures,based on the World Bank Doing
Business report [132],the ease of doing business in a given country,con-
sidering aspects like the presence of technological infrastructures and the
quality of bureaucracy.

The StartupBlink ranking considered in this work refers to 2019,a pre-
pandemic period, in order to avoid biasing effects on the ranking due to economic
downturns triggered by the recent situation.The 2019 StartupBlink ranking,
together with its component indexes, is reported in the Appendix (Table A.1).
For simplicity, the countries listed in this ranking will be henceforth referred to
as the StartupBlink countries.

As regards the WDIs, they will be considered only for the 100 StartupBlink
countries.The choice of basing the network model on WDIs is due to the need
for a development representation as multidimensionalas possible.The WDIs
database includes a wide variety ofdata but the indicators that willbe used
in this work are taken from the following categories:Environment,Economic
Policy and Debt,Education,FinancialSector,Gender,Health,Infrastructure,
Private Sector and Trade,SocialProtection and Labor.These categories,in
fact, cover essentially all the aspects of the development of a country.

The bulk file that we used for this study was updated to 15th Septem-
ber 2021.The dataset records 1443 WDIs,but missing entries are present in
a variable number,depending on the country.Data availability also changes
with time, increasing, due to collection process improvements, from 1960 to the
2005–2016 period (a maximum is reached in 2010), and dropping in the following
years, because some recent indicators are still unrecorded.

The choice to focus on 2019 indicators,motivated by the need to avoid
pandemic biases,was also dictated by a tradeoff between recentness and data
availability.In fact, missing entries in 2019 have been replaced from 2018 data
or, in case of unavailability of the latter, from the 2017 dataset.

Moreover, indicators have been further selected following the criteria of data
availability,consistency and information non-redundancy.This selection re-
sulted in 426 indicators found applying the following sequence of actions:

1. Indicators with more than 10% missing values have been excluded.

2. To mitigate the effect of outliers, indicator values exceeding the 99th per-
centile and below the 1st percentile have been replaced by the reference
percentiles.
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3. Each indicator was scaled in the interval [0, 1] in such a way that 0 corre-
sponds to the minimum value and 1 to the maximum.

4. To avoid redundancy, the Pearson correlation coefficient between all cou-
ples of indicators have been calculated.Then, the ones having a correla-
tion value larger than 0.98 have been identified.Finally, for each of these
couples,the indicator having the smaller number of missing entries have
been selected while the other has been excluded.

3.1.3 Interplay among startups and investors:Crunchbase
A large body of literature defines a startup successfulaccording to its capability
of of obtaining massive capital[133].Accordingly,following the ideas ofthe
science of success and network success theory [134],it can be investigated the
relation between the success ofa startup and its ability in exploiting its own
business network.

In particular,using a large public dataset,Crunchbase,the approach pro-
posed in this work explicitly addresses the open questions raised by previous
studies [135], especially concerning the possibility of success being strictly linked
to a firm’s networking.Few studies have investigated the economic systems of
startup firms within quantitative frameworks [99, 105].In this work, a quanti-
tative framework for the analysis of interactions among startups and investors,
together with a set of measures borrowed by graph theory.These metrics will
allow to determine which elements in the startup ecosystem can be considered
as strategic and which startups can be regarded as successfulin the future.

Crunchbase contains large amount of data on the startup ecosystem,with
a special focus on investors, incubators, key-people, funds, funding rounds, and
events.Crunchbase was created in 2007 by the TechCrunch company,which
managed it until 2015, when the Crunchbase platform became a private entity.
According to OECD (Organisation for Economic Co-operation and Develop-
ment), these data has been used for over 90 scientific publications [136], whose
subjects range from business administration [137,138]to psychologicalevalu-
ations of entrepreneurship [139]and administrative science [140].A particular
mention must be given to studies concerning mathematicalmodels,especially
inspired by graph theory approaches [141, 89].

One question to be addressed is whether economic interplay can be accu-
rately modelled with graphs, thus providing a quantitative and objective frame-
work to define strategic and successful actors within an economic system.First
of all, it will be demonstrated that the informative content extracted through
classical statistical analysis fails to capture the whole picture.It must be noted
that the information given only by funds (the only quantitative information of
Crunchbase) fails to fully identify actors playing key-roles in the startup ecosys-
tem. As a matter of fact,funds give no information about the number of the
investors involved in a funding round.Moreover, the funds collected by a firm
do not indicate its role in the setting:it does not yield any information about
which firms are connected to it,or if it is a strategic element in the money
conveyance.

Graph theory is an extremely efficient tool to model Complex Systems,es-
pecially to quantitatively highlight the importance of particular elements (i.e.
nodes).
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Accordingly,in the next chapter it willbe shown how the use ofgraph
metrics points out the different roles played by economic actors and rank their
importance.Moreover, it will be also shown how graph metrics can be also seen
as a proxy offuture success ofstartups.A startup is defined successfulin a
given year if it is an outlier of the distribution of the globally collected funds by
all startups in that year.Then, these successfulstartups can be denoted also
as funding outliers. In particular, a Supervised Machine Learning model will be
presented and studied that relates the graph metrics of a firm to its possibility
of being a funding outlier in a future time,

Crunchbase data

The Crunchbase dataset is formed by data collected on the crunchbase.com site.
Specifically, the results presented in this work are based on its 13 October 2017
update. This site is, to date,widely considered as one ofthe most compre-
hensive publicly available dataset about investments and funding in the startup
ecosystem on a global scale, as it contains more than 50 million records.More
precisely, Crunchbase includes detailed information on more than 550′ 000 com-
panies from 160 countries distributed among 38 different economic categories.
Nonetheless,it is worth emphasizing that not allthe companies and investors
are involved in funding rounds, but 121′ 950 of them actually are.These latter
elements are of interest for the subsequent analysis.

Some of these firms are investors, classified in 10 possible types.Crunchbase
data are organized in 17 distinct datasets, listed in Table C.1 in the Appendix,
and focusing on severalspecific subjects,such as acquisitions,economic cate-
gories, collected funds, personnel, investment partners and geographic site, just
to mention a few.Besides,Crunchbase includes different information about
funding events (also denoted as funding rounds):how many funders are in-
volved,how much money (in USD) was collected in a funding round and its
date.In particular, funds are reported back to 1960.

Accordingly,it is possible to accurately track the flow and direction of in-
vestments and identify those companies that outperformed in attracting and/or
investing capital.

Crunchbase companies are almost ubiquitous, nevertheless the USA is by far
the leading country (53.6%).This is not surprising, being the USA an extremely
favorable country for this kind of business;it is worth noting that the second
country is the UK with only the 7.6%.Among different economic categories
present in Crunchbase, Internet services and e-Payments are the most present,
accounting for 19.3% and 14.4% respectively;software (6.1%),science (5.8%)
and ICT (5.6%) firms have also a non negligible representation.Finally,con-
cerning the investor types, the most frequent ones are business angels (60%) and
venture capitalists (28%), while other categories have occurrences not exceeding
the 5% (see Table C.2 in the Appendix).

3.2 Why studying tourists’ tastes in Industry 4.0
As underlined in Chapter 1, one of the most characterising aspect of the Fourth
IndustrialRevolution is the more centralrole ofconsumers in shaping firms’
products and brand image [6].As a consequence,deeply understanding and
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forecasting consumers’ tastes and needs can be considered as the keys to firms’
success [142].

Tourism is one ofthe most profitable economic activities worldwide and
plays an important role in the economy of countries [143].With the advent and
pervasiveness of new technologies,tourism started to transform radically.The
introduction of smart technologies (e.g smartphones) in the field of tourism has
provided great possibilities for all its stakeholders (e.g.tourists, hotels, restau-
rants). In fact, not only tourists are now completely autonomous in booking
facilities and means oftransport,but, above all,they can give their opinions
on services and experiences.This usually happens posting reviews on dedicated
social networking services, like TripAdvisor.These reviews have the possibility
to influence decisions and tastes ofpeople worldwide.Since about 1.3 billion
people travel around the world annually [144],a smallchange in this area will
truly have a big impact on the whole society.

Accordingly, unlocking the innovative potential of the entire tourism industry
of a country by a deep insight oftourists’tastes and needs is ofparamount
importance for enhancing tourists’ experiences and, above all, having a positive
spillover on a country’s economic status [18].

In particular, in this work it will be considered a database containing tourists’
reviews about accomodation facilities in Apulia,a region in the South-East of
Italy that has a strong and ever increasing tourist vocation [83].This database
will be described in detail in the next section.

3.2.1 Tourists’experiences in Apulia from TripAdvisor:
reviews and rating

The importance of reviews in consumer decision-making has been widely con-
firmed by both academic research and practice [19, 20].The analysis of reviews
has been based on different aspects such as valence,volume,variation,per-
ceived usefulness [145, 146] as well as their outcomes like review-based product
rankings,trust in online reviews and management responses to consumer re-
views [147, 148].

Research in tourism has highlighted online reviews as the major driver of
brand choice [21],hotelperformance [22],hotelbookings [23]and destination
choice [24].In particular, their effect on guests’ satisfaction [25] has opened the
discussion about numerical and textual aspects of the tourists’ experience [26].

Numeric characteristics like the number ofstars and the number ofwords
included in a text,have been studied in both decision-making [149,150]and
customer satisfaction research [151, 7].However, the scalar ratings do not pro-
vide any information on those characteristics that customers like or do not like,
while textualreviews display consumers’preferences,which can be extracted
and analysed with specific techniques such as opinion mining and sentiment
analysis [152].

Previous research [153,154]used a mixed-method approach to analyze the
numeric (ratings) and reviews’text ofonline reviews to provide a deeper un-
derstanding ofsuch a complex phenomenon.Recent studies [152,155]have
investigated the possibility to design and implement accurate systems to ana-
lyze the reviews and,based on textualinformation,predict their ratings.The
variety of sources, languages and the different evaluating systems call for intel-
ligent systems to use both textual and numerical reviews to better understand
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the evaluation ofthe tourist experience and obtain usefulinformation to im-
prove the offer.The volume, subjectivity, and heterogeneity of social web-data
require the adoption of specific methods combining Natural Language Process-
ing (NLP) techniques to tokenize customers’ reviews and carry out a subsequent
sentiment analysis [156, 157].

However,an aspect that is often overlooked is that the reliability ofthese
approaches is strongly affected by that of the ratings.In fact, misleading data,
i.e. reviews with positive evaluations and negative ratings or vice versa,are
common due to psychological mechanisms such as social pressure [158].

The work carried on in this thesis aims to provide a unified framework to
analyze the evaluation of the tourist experience and outline its key factors based
on both ratings and textualreviews.In particular,this framework combines:
data collected from TripAdvisor online platform (described later);sentiment
analysis to detect the anomalous reviews whose score does not match with the
measured sentiment; Machine Learning to train the classifier.

To explain how the considered models reached a decision and, therefore, to
understand which factors were driving the tourist experience, the explainability
framework based on Shapley values has been used, as explained in section 2.2.2.

The theoreticalcontribution ofthis study is twofold:(1) it contributes to
the literature on online reviews by highlighting the impact of the combination
of numbers and texts to help understanding and predicting tourist preferences;
(2) it is one of the first studies using a cross-validation framework of the forecast
modelto avoid biased results based on the particular train-test subdivision of
the dataset [159].

Moreover,sentiment analysis and classicalMachine Learning methods are
used in a fairly simple combination,obtaining resultscomparable to those
achieved with Deep Learning models [160],even though in a binarized-class
problem, as explained in the next section.

The results obtained offer insights for practitioners and policy makers on how
reviews should be analyzed to understand better their customers and improve
their experiences.

TripAdvisor data

The tourists’reviews used in this work are collected using a web scraper.In
particular,in September 2020 this tool was used to retrieve and download the
reviews posted on TripAdvisor regarding the hospitality infrastructures in Apu-
lia. Specifically,this dataset contains a totalof 13′ 399 reviews concerning 974
facilities, posted between May 2004 and June 2020.

TripAdvisor has been chosen for three main reasons:(1) it is one of the
most accessed tourism-dedicated platforms,containing more than 860 millions
reviews and 8.7 millions opinions posted by more than five million registered
users who visit the platform 30 million times per month on average [161];(2)
it considers heterogeneous facilities and tourism services,including accommo-
dations,restaurants,airlines and cruises;(3) it includes a numerically-based
rating system, through which developing a supervised model able to determine
the rating from the corresponding textual information.

For each review six data fields are included:

• rating. The numericalscore from 1 (bad experience) to 5 (excellent ex-
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perience) that each user gave to the tourist experience.

• review-id. A 9-digit numerical code that identifies the review unambigu-
ously.

• struc-id. A 40-digit alpha-numericalcode indicating the accomodation
facility.

• struc-name.The name of the facility identified by the struc-id.

• date. The date the review was input in the platform.

• vicinity. The address of the reviewed facility.

Only reviews in English have been considered because they reduce the po-
tential bias of language.Moreover, NLP tools for the pre-processing of English
texts are well consolidated with respect to other languages [162].

In terms of rating the data are highly unbalanced; more than half of reviews
represents an excellent experience (numericalscore equalto 5), 27% are given
a score equalto 4, 10% are related to a score equalto 3, while less than 10%
reviews have a numerical rating of 2 or less.

In other terms, considering as positive those reviews having a score greater
or equal to 3 [146, 21, 163], the number of positive reviews is much greater than
the negative one.This imbalance is commonly observed in studies dealing with
services’ reviews [18].

The first step in transforming textual data before feeding them to Machine
Learning algorithms is tokenization:every text element (words and punctua-
tion) is considered as element of its own called token.Then,punctuation and
stop-words are removed.Stop-words are those words that are usefulin build-
ing texts but are meaningless (e.g.articles,conjunctions,prepositions).After
that, the remaining words are alllower-cased,in order to avoid repetition of
words differing just for lower and upper casing ofletters. Finally, the words
are stemmed,in order to obtain their root [164].Consistently with previous
studies [146, 21] ratings have been binarized :reviews with rating lower than 3
were considered negative and labeled as 0, while those having a rating higher or
equal to 3 were considered positive and labeled as 1.

Then, a sentiment analysis of the reviews has been carried out and the users’
ratings have been compared with the measured sentiment.Since it is common
to have a mismatch between the review’s rating and its sentiment [165,166],
reviews are defined as contradictory if those belonging to class 0 (negative-rated)
have a positive sentiment and vice-versa.Therefore,1′ 460 reviews are filtered
out, about 9% of the sample.The cleaning step is important for the framework’s
reliability despite the fact that these reviews represent 9% of the whole dataset,
as explained in the next chapter.

Since the dataset is highly imbalanced (less than 10% ofreviews are neg-
ative),positive reviews have been undersampled,in order to obtain unbiased
classification models, that is, a number of positive reviews equal to that of neg-
ative ones are randomly chosen.Accordingly, a perfectly balanced dataset have
been obtained,containing allthe negative reviews and a subsample ofposi-
tive reviews.Then, this balanced dataset have been fed into machine learning
algorithm.This approach have been repeated 100 times.
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Chapter 4

How to boost innovation and
customers’ satisfaction:
deploying graph theory and
Machine Learning

The startup ecosystem has been presented in Chapter 3 together with its im-
portance in the context ofthe Fourth IndustrialRevolution. In particular,
two datasets have been introduced and described:(1) the Startupblink rank-
ing that rates world countries’ effectiveness in creating an innovation ecosystem
(section 3.1.2);(2) Crunchbase,that contains information about the economic
interplay between startups and investors (section 3.1.3).In the first two sections
of this chapter, it will be shown how these systems can be modelled using graphs,
how usefulinformation can be extracted using network theory algorithms and
how Machine Learning methods can be used to discover hidden patterns and
make predictions.Together with the startup ecosystem,Chapter 3 highlights
the importance of understanding tourists’tastes and needs through the quan-
titative analysis oftheir textualreviews.In particular,a dataset oftourists’
reviews extracted from TripAdvisor has been introduced (section 3.2) dealing
with accomodation facilities in Apulia (a region in the South-East ofItaly).
These reviews describe their experiences and show,from users’point of view,
the characteristics of the Apulian tourism offer.The third section of this chapter
will show how Machine Learning combined with NaturalLanguage Processing
(NLP) techniques and Explainability tools will be able to highlight, in a purely
data-driven way, those aspects that should be improved in the Apulian tourism
offer and those that represent an asset to focus on.

4.1 StartupBlink:equity oriented rethinking through
community detection

In this section,it will be first shown the graph modelused to study the Star-
tupBlink ranking.Then, the community detection algorithms used to unveil
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Figure 4.1:Part of the network of StartupBlink countries based on the values
of their WDIs. Only edges whose weight is equalto or greater than 0.70 are
reported.Link colors are related to their weight, in ascending order from yellow
to red.Source:[122].

similar groups of countries willbe exposed,together with other mathematical
tools needed to accomplish the task of the equity oriented rethinking of Star-
tupBlink.

4.1.1 StartupBlink country network
As shown in section 3.1.2,the StartupBlink countries have been characterized
by 426 World Development Indicators (WDIs).Then, these WDIs have been
employed to evaluate the corresponding pairwise Pearson correlations.Then, a
graph has been built as follows:each StartupBlink country is represented by a
node; pairs of nodes are connected by weighted edges whose weight is determined
by the pairwise Pearson correlation between the sets of WDIs associated to the
corresponding countries.In particular,only those links whose Pearson corre-
lation is statistically significant (at 1% significance level) are retained.Thus,
a connected network of100 nodes with 4′ 782 weighted links is obtained.A
geographical distributed version of the network is depicted in figure 4.1.

4.1.2 Community detection algorithms and Resolution Ra-
tio

In this section the algorithms used to perform community detection on the Star-
tupBlink country network willbe first presented.Then,a novelmathematical
tool is introduced, the Resolution Ratio, that proves to be helpful in relating the
community membership of a country with its performance in the StartupBlink

44



Figure 4.2:Flowchart of the Spin Glass algorithm.(a) A Potts modelis built
from the graph.A spin state,representing a community index,is assigned to
every node.An Hamiltonian is defined that is proportionalto the modularity
and that depends on a coefficient, γ, representing the role of non-existing links
among communities.(b) The next step is finding the ground state of the sys-
tem. It is found using the simulated annealing heuristic model.It is based on
assigning a transition probability to every node.This probability depends on
the difference of H between transitions and on the cooling factor, β, that repre-
sents the temperature of the spin system.(c) Once the ground state is reached,
the corresponding spin states of the nodes represent the community labels.

ranking.The Resolution Ratio is the fundamental step for the equity oriented
rethinking of StartupBlink.

Spin Glass and Leiden community detection algorithms
Since the Pearson correlation can be both positive and negative,community
detection algorithms must take into account this characteristic ofthe graph.
Therefore, algorithms that are suitable to handle signed weights must be used [47].
The most commonly used are Spin Glass [167, 50] and Leiden [168].Spin Glass
uses the simulated annealing technique to optimize modularity,while Leiden
is a hierarchical clustering algorithm that recursively merges communities into
single nodes by greedily optimizing the modularity and the process repeats in
the condensed graph (see section 2.2.1).

In particular, the Spin Glass algorithm workflow is depicted in figure 4.2.It
consists of the following steps:

• (a). A Potts model[169]is built from the graph:the community index
of the i-th node,σi ∈ 1, . . . , c,is interpreted as a spin value with c pos-
sible values.An Hamiltonian is built taking into account the weighted
links between nodes (having both positive and negative values) [50], that
represent their interaction.The Hamiltonian depends on a parameter, γ,
that weighs the contribution of non-existing links among communities.It
can be demonstrated that the following formula holds [167]:

Q({σ i }) = −
1
m

H({σ i }) (4.1)

where m is the number of links in the graph.

• (b). According to equation 4.1, modularity maximization is equal to the
minimization of the Hamiltonian,H. Then, the next step is to find the
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ground state of H.This task can be accomplished using heuristic methods,
since it is a NP-hard problem [50].Accordingly,the simulated annealing
algorithm is used.This technique is based on swapping the spin values
(i.e. the community indexes) of nodes and considering the corresponding
change in the Hamiltonian.For example,if σi changes its value from r
to s, them the corresponding change in the Hamiltonian is denoted as
∆H(σ i : r → s). In particular, a swapping probability is assigned to every
node, depending on ∆H(σi : r → s) and another parameter, β, or cooling
factor, that represents the temperature of the Potts model:β = 1

T . This
probability has the following form:

P (σi : r → s) =
exp(β∆H(σ i : r → s))

P c
j=1 exp(β∆H(σ i : r → j))

(4.2)

The goal of this step is to find the distribution of community indexes that,
according to the swapping probability of equation 4.2, minimizes H.

• (c). Once the ground state has been found, the corresponding distribution
of spin states (i.e.community indexes) among the nodes represents the
set of communities found by the algorithm.

As regards the Leiden algorithm,it is a refinement ofthe Louvain algo-
rithm [168].In fact, it is well acknowledged that the latter can return badly
connected communities [168].The Leiden workflow is depicted in figure 4.3 and
the corresponding steps are the following:

• (a). Initially, every node represents a community on its own.

• (b). Every node is merged to other communities (i.e.with other nodes)
in order to find the best partition:the one that maximizes the modularity.
In the Leiden algorithm, modularity has the following form:

Q =
1

2m

X

ij

A ij − γ
ki kj

2m
δ(ci cj ) (4.3)

where an additional parameter, γ, is present.This parameter is called res-
olution since it determines level of detail of the communities to be found:
higher resolutions lead to more communities, while lower resolutions lead
to fewer communities.

• (c). A refinement of the partition with maximum modularity is found.In
fact, every community is treated as a graph on its own and subdivided into
smaller communities,following a modularity maximization approach,as
in (a). This refinement marks the difference with the Louvain algorithm.
In the refinement phase,nodes are not necessarily greedily merged with
the community that yields the largest increase in the modularity.Instead,
a node may be merged with any community for which the quality func-
tion increases.The community with which a node is merged is selected
randomly [170].The larger the increase in the quality function, the more
likely a community is to be selected.The degree ofrandomness in the
selection of a community is determined by a parameter β.Randomness
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Figure 4.3:Flowchart ofthe Leiden algorithm.(a) Every node is initially in
its own community.(b) Nodes are merged to form communities that maximize
modularity. This merging happens randomly,with the only constraint that
modularity must be increased by this merging.(c) These communities are re-
fined. (d) The nodes in the communities are aggregated.(e) The aggregated
nodes are moved in order to maximize modularity.(f) Another refinement pro-
cess is carried out.Source:[168].
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in the selection of a community allows the partition space to be explored
more broadly.Node mergers that cause the quality function to decrease
are not considered.

• (d). An aggregate network is created based on the refined partition, using
the non-refined partition to create an initialpartition for the aggregate
network.For example, the red community in (b) in figure 4.3 is refined into
two subcommunities in (c), which after aggregation become two separate
nodes in (d), both belonging to the same community.

• (e). Then, the individual nodes in the aggregate network are moved as in
(b).

• (f ). The refinement procedure described in (c) is applied even in this case.
These steps are repeated until no further improvements can be made.

Moreover, for both the considered algorithms, a hierarchicalcommunity de-
tection by recursive partitioning has been performed [171, 172, 122].This pro-
cedure employs a multi-step process in which the detection algorithm is applied
subsequently in order to find a subdivision ofcommunities coming from the
previous stage.

This procedure stops when an iteration condition is no longer satisfied.This
condition is determined by the accordance between outputs of different runs of
the algorithm.It should be noted that both community detection algorithms
are not deterministic, thus providing different outputs when applied to the same
graph. Nonetheless when community detection is robust,the outcome should
be as independent as from randomness.Moreover,the output ofcommunity
detection also depends on the choice ofthe Spin Glass or Leiden algorithm
parameters.

Accordingly, in order to choose the right parameters for the community de-
tection algorithms and obtain consistent communities,this criterion has been
used:one of the algorithms is used to partition the network 100 times;if the
same outcome occurs in at east 90% cases, that partition is accepted, and recur-
sive partitioning proceeds to the next step;otherwise,the iteration stops,and
the partition found at the previous level is accepted as a final result.

This method is used with both community detection algorithms,together
with an accurate exploration oftheir parameters’space oftheir parameters.
In particular,the Spin Glass algorithm,as explained before,depends on two
parameters:the resolution,γ and the cooling factor. γ ranges in the interval
[0.5, 1.5] with a step of 0.1; the cooling factor has values in the interval [0.1, 0.9]
with a step of 0.1, besides the extreme values 0.01 and 0.99.

The Leiden algorithm,depends on the resolution γ as well,and the ran-
domness, β.The resolution varies in the same range as for Spin Glass, while β
ranges in [0.01, 1] with a 0.01 step, besides the extreme 0.001.

The choice of parameters is determined by the request of output consistency
and robustness with respect to their variations.

The performance of the community detection algorithms is analyzed upon
varying parameters, by monitoring the behaviour of three quantities:

• percentage of agreement.This parameter is computed,for a given set of
parameters,as the ratio between the number of occurrences of the most
common network partition and the total number of runs of the algorithm.
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• Number of communities in the most common partition.

• the inverse participation ratio (IPR) in the most common partition,de-
fined, for a partition in K subsets of a network with N nodes, as follows:

IP R =
1

P K
1=1

n i
N

2 (4.4)

where (n1, n2, . . . , nK ) are the cardinalities ofeach subset.The IPR is a
coefficient used to evaluate the number of communities among which the con-
sidered network can be considered effectively shared.For example,a parti-
tion in K = 3 communities of a network of N = 90 nodes is characterized by
IP R = 3 if n1 = n 2 = n 3 = n 4 = 30, while a partition with cardinalities
n1 = 60; n2 = 20; n3 = 10 yields IP R = 1.976, much closer to 2 than to 3.

The overall pipeline of community detection has been implemented in Python
3.8 using the networkx library and the built-in functions for both Spin Glass
and Leiden algorithms.The corresponding code has run on a single machine
endowed with a Intel(R) Core(TM) i7-7700HQ CPU @ 2.80GHz and a Windows
10 Home operating system.The entire community detection pipeline took 1 hour
to be executed.

Reinterpreting the ranking:Resolution Ratio
In order to quantify the connection between community membership of a coun-
try and its performance in the StartupBlink ranking,the Resolution Ratio,R,
has been used [106,122]. It is defined as follows:consider a partition ofN
elements, to which the values xi , i = 1, . . . , N are assigned, in K disjoint groups
with cardinalities nc, with c = 1, . . . , K.

One can associate to the full distribution of (xi )1,...,N an overall mean value µ
and a variance σ2. On the other hand, given the partition in groups c = 1, . . . , K,
one can evaluate for each group the related mean µc and variance σ2c .

The definition of R is based on the fact that the overall variance σ2 can be
viewed as composed of two positive contributions [173]:

σ2 = σ2
int + σ2

ext

where σ2int =
P K

c=1
n c
N σ2

c and σ2
ext =

P K
c=1

n c
N (µc − µ) 2

Considering that σ2int is the weighted average (with weight nc/N ) of group
variances, whereas σ2

ext is determined by the discrepancy between group means
and the full distribution mean, the quantity

R =
σ2

ext

σ2
int

(4.5)

is an indicator of how much group distributions tend to separate.
In the considered case, groups coincide with network communities and when

the distributions ofa StartupBlink score (i.e.the globalStartupBlink score
or the Quantity,Quality and Business index) corresponding to different com-
munities have smalloverlap with each other,the resolution ratio tends to be
much larger than 1, while it becomes very small if community distributions fully
overlap.
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R ≈ 1 can be considered as an intermediate case,with mean values of
neighboring community distributions separated by an amount that is close to the
typical inter-community variation of the considered index.Therefore, R = 1 can
be assumed as a threshold value that separates cases in which reading country
performances in the light of communities is either meaningful or not.

In the next section the main results will be presented.

4.1.3 WDI country communities and StartupBlink rethink-
ing

After outlining the methods to be applied to obtain an equity oriented rethinking
of the StartupBlink ranking, this section presents the relevant findings.

First, the results ofpartitioning the network ofStartupBlink countries in
communities will be presented.Then, the obtained subdivision is quantitatively
compared with the well-established income-based country groupings employed
by the World Bank.Finally, the performances of countries in the StartupBlink
rankings are reinterpreted (for both the global StartupBlink index and its three
constituent indexes:Quantity, Quality and Business) based on their community
membership, provided the distribution of the corresponding index in communi-
ties satisfies R > 1.

WDI country communities
As described in section 4.1.2,two different algorithms have been used (Spin
Glass and Leiden),exploring a wide range of the related parameter spaces,to
obtain a hierarchical community detection framework.

The robust partition ofthe StartupBlink countries graph found through
this process consists of three communities,that will be labelled henceforth as
(I,II,III). The geographicaldistribution ofcountries in these communities is
shown in figure 4.4

Both Spin Glass and Leiden algorithms stop after two iterations of the hi-
erarchicalpipeline described in section 4.1.2,providing the same split in each
step.In particular, in the first iteration the algorithms return two communities,
comprising 49 and 51 countries, respectively.

Then, in the second iteration,the first community splits in two sets,com-
posed of22 and 27 countries,while the second community,composed of51
nodes,cannot be subdivided anymore.Therefore,the finalpartition ofthe
StartupBlink graph consists ofthree communities.The membership ofcoun-
tries to these three final communities is reported below, with countries identified
according to their ISO-3166 alpha-3 code standard [174].

• Community I (22 countries): USA, GBR, CAN, ISR, AUS, NLD, SWE,
CHE, DEU, FRA, FIN, IRL, DNK, SGP, JPN, BEL, NZL, AUT, NOR,
LUX, ISL, MLT;

• Community II (27 countries): ESP, EST, RUS, LTU, KOR, POL, CZE,
ITA, CHN, PRT, CHL, UKR, BGR, SRB, ROU, HUN, GRC, LVA, SVN,
SVK, HRV, BLR, MKD, MDA, CYP, PRI, BIH;

• Community III (51 countries): IND, MEX, THA, COL, BRA, ARE, IDN,
TUR, ARG, MYS, ZAF, KEN, PHL, NGA, PER, EGY, PAK, GEO,
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Figure 4.4:Communities of StartupBlink countries, determined from the simi-
larity graph based on WDI indicators.Community I (red) contains 22 countries;
community II (greed) contains 27 countries;community III (blue) contains 51
countries.Source:[122].
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Figure 4.5:Composition of StartupBlink network communities in terms of World
Bank income groups,highlighting an emerging hierarchy,in descending order
from I to III, in terms of income.Source:[122].

ARM, RWA, MAR, AZE, KAZ, URY, VNM, JOR, TUN, GHA, ECU,
LKA, DOM, SAU, UGA, LBN, IRN, CMR, ALB, CRI, BGD, JAM, BWA,
SLV, ZMB, VEN, TTO, BHR, PRY, QAT, BOL, DZA, ETH.

Interestingly, as can be observed from Figure 4.4, many states that are mem-
bers of the same community have also geographical boundaries in common, to-
gether with the economic one.Comparison with the partitions determined by
the the World Bank income groups [175] indicates,as reported in Figure 4.10,
that communities are ordered in a descending way from I to III in terms of
income:therefore,the expression wealth communities willbe used henceforth
when referring to them.Even though this result is not surprising from an eco-
nomic point of view, it has been found in a data-driven and unsupervised way.
This proves that the complex network approach developed in this work is effec-
tive in representing the real economic situation and can be used as a quantitative
basis to extract useful insights.

Rethinking StartupBlink ranking in the framework of wealth commu-
nities
The partition in communities represents both a way to group countries based on
socio-economic similarities but,above all,a mean to reinterpret their outcome
in the StartupBlink ranking.

In fact, it is reasonable to expect a tendency of ranking index values referred
to the same community (i.e.globalStartupBlink index and Quantity,Quality
and Business index) to cluster together and separate from the values related to
other communities.Accordingly, one could point out both those countries whose
performances in the ranking go beyond the expectations determined by com-
munity membership and the ones that,on the other hand,underperform with
respect to their community peers.However, such an assumption can be consid-
ered valid only after being checked a posteriori.Figure 4.6 represents, through
violin plots,the distribution of allthe StartupBlink indexes.The verticalco-
ordinates corresponding to the considered index values,while the horizontal
coordinate is determined by country community membership.
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Figure 4.6:Violin plots ofthe distributions in the three wealth communities
of the overallStartupBlink index (top left panel),and of the specific Business
(top right), Quantity (bottom left) and Quality (bottom right) indexes.It
can be observed that the plots related to the overalland the Business index
show a tendency of community distributions to separate from each other.This
tendency, will be confirmed by the analysis of the resolution ratio.Source:[122].

StartupBlink index Quality index Quantity Index Business Index
2.661 0.863 0.148 1.789

Table 4.1:Resolution ratio values for the globalStartupBlink index and its
constituents.In bold, R values greater than 1.Source:[122].

From figure 4.6 it can be observed that the three communities show clearly
different distributions for both the global StartupBlink and the Business index.
On the other hand,the Quality and Quantity indexes have the greatest part
of their values centered around 0 in allthe three communities.Community
I is endowed with few higher values for both these indexes,represented by
the longer upper tailof the corresponding violin plots.Even though these
observations must be confirmed quantitatively by the Resolution Ratio, it can be
expected that the Quality and Quantity indexes are not able to characterize the
communities.This would indicate that the country startups are settled do not
significantly impact their development in terms of the attributes described by
the Quantity and Quality indexes (the presence of coworking spaces, accelerators
and startup events, startups’ customer base).

According to section 4.1.2,the Resolution Ratio is used to quantify how
much country performances in the considered rankings are related to the corre-
sponding community memberships.Considering the global StartupBlink index
together with its three components, the corresponding Resolution Ratios values
are reported in Table 4.1.

Resolution Ratios relative to the StartupBlink global index and the Business
index are both above 1.This means that wealth communities are well resolved
with respect to both the index measuring the easiness ofdoing business in a
country (Business index) and the indicator quantifying the globalvalue of its
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innovation ecosystem (StartupBlink index).
Since R > 1 for two indexes,reasonable community-based predictions can

be made on country performances in the rankings defined by these two indica-
tors. Moreover, the performances diverting from the expected outcome can be
critically evaluated.In particular, top-of-the-class countries in a given ranking
are defined as those whose score falls, at the same time

• beyond the 75-th percentile of the community they belong;

• beyond the 25-th percentile of at least one higher-wealth community.

An analogous criterion is applied to define room-for-improvementcountries, as
those whose score is placed satisfies these two conditions:

• under the 25-th percentile of the community they belong;

• under the 75-th percentile of at least one lower-wealth community.

Top-of-the-class countries are reference cases:they should be taken as models
by those states that are similar in terms of development and aiming at improving
their status in the considered ranking.

The mismatch of countries’ performances and the community-based expec-
tation can be further characterized by assigning a symbol“ ↑”for each 25-th
percentile of a higher-wealth community that is overcome by its score.On the
other hand, room-for-improvementcountries are the ones that have the poten-
tial of achieving better results in the ranking,reaching those ofcountries in
similar development conditions.In this case, a further characterization of per-
formance can be provided by marking a country with a symbol“*”each time
the score lies under the 75th percentile of one lower-wealth community.

Countries having the highest scores in community I or those with the lowest
scores in III do not fit the previous definitions, since it is not possible to compare
their results with more or less developed communities, respectively.

Thus two specific categories have been introduced to classify these remark-
able performances.Benchmark countries are those belonging to community I
and characterized by a score beyond the 75th percentile ofthat community.
They can be viewed by the rest ofthe world as best-practice examples.On
the contrary, trailing countries are those belonging to community III, with their
scores smaller than the 25th community percentile.These states could require
ad-hoc support to improve both their political and economic practices and im-
prove their innovation ecosystems.Below is reported the complete evaluation of
country performances as measured by StartupBlink index and Business index,
in accordance with the aforementioned criteria:

StartupBlink index

• Community I. Benchmark: USA, GBR, CAN, ISR, AUS, NLD; Room-
for-improvement : NZL (*), AUT (*), NOR (*), LUX (*), ISL (*), MLT
(*).

• Community II. Top-of-the-class: ESP (↑), EST (↑), RUS (↑), LTU (↑),
KOR (↑), POL (↑), CZE (↑); Room-for-improvement: BLR (*), MKD (*),
MDA (*), CYP (*), PRI (*), BIH (*).
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• Community III. Top-of-the-class: IND (↑), MEX (↑), THA (↑), COL
(↑), BRA (↑), ARE (↑), IDN (↑), TUR (↑), ARG (↑), MYS (↑); Trailing:
BGD, JAM, BWA, SLV, ZMB, VEN, TTO, BHR, PRY, QAT, BOL, DZA,
ETH.

Business index

• Community I. Benchmark: USA, GBR, SWE, FIN, DNK, NZL; Room-
for-improvement : ISR (*), BEL(*), NOR(*), LUX(*), ISL(*), MLT(*).

• Community II. Top-of-the-class:ESP (↑), EST (↑), LTU (↑), KOR (↑),
POL (↑), CZE (↑), PRT (↑); Room-for-improvement:MKD (*), MDA (*),
CYP (*), PRI (*), BIH (*).

• Community III. Top-of-the-class: IND (↑), MEX (↑), THA (↑), COL
(↑), BRA (↑), ARE (↑), IDN (↑), TUR (↑), ARG (↑), MYS (↑); Trailing:
BGD, JAM, BWA, SLV, ZMB, VEN, TTO, BHR, PRY, QAT, BOL, DZA,
ETH.

4.2 Crunchbase:graph model and forecasting suc-
cess

In this section,it will be first presented the graph modelfor Crunchbase data
and the network metrics used to extract information from this model.Then,
after checking that this information cannot be retrieved using classicalstatis-
tical analysis,a Supervised Machine Learning modelwill be presented aiming
at identifying the startups that willbe successfulin the future using network
metrics.As underlined in section 3.1.3,a startup is denoted as successfulin a
given year if it is an outlier in the distribution of funds that are collected from
all the startups in that year.

4.2.1 Modelling the economic interplay
The economic interplay shown by the Crunchbase dataset can be naturally mod-
elled with a directed complex network:nodes represent all the elements reported
in the dataset, both startups and funders, and the directed links correspond to
the investments.In particular,the source node is the investor while the the
target is the element receiving funds.The reason for such a modelis twofold:
on one hand, this representation is adherent to traditional economic approaches
monitoring the money flux; on the other hand, this model of economic interplay
is straightforward and easy to interpret.

Moreover,thanks to this model,a quantitative assessment of nodalimpor-
tance can be provided.Thus, it can be established to which extent a firm
plays a strategic role within the economic system and establish how the success
probability of its business is related to its network properties.

Denoting with N the number ofCrunchbase economic players involved in
fundings and L as the set of the registered economic transactions (or funding
rounds), for each pair of nodes ni , nj  ∈ N , a transaction (ni , nj )  L∈  represents
a flux of money from ni to n j . Accordingly,the directed graph G,denoted
as the couple (N, L),has order |N |= 121′ 950 and size |L|= 289′ 396. This

55



Figure 4.7:A pictorialworld map of the Crunchbase ecosystem.Nodes are in
black and arrows in red.For each nation the percentage of companies tracked
within Crunchbase is represented through different shades of green:the darker
the shade, the greater the number of nodes in that country.Source:[105].

graph is not symmetric as the existence of a connection (ni , nj ) does not imply
the existence ofits counterpart (nj , ni ). It is worth noting that the network
model is built using all transactions occurred between 1960 and October 2017.
Figure 4.7 depicts a snapshot of the network model of Crunchbase.

It should be noted that Crunchbase does not keep track of the amount of each
transactions, so that a weighted graph model is not possible.Nevertheless, the
overall amount of collected funds for each company is known.Considering the
amount ofcollected funds f as the variable representing the business success
of each company and given the country c,the economic category e and the
investor type t as auxiliary attributes, each node can be parametrized as:n i =
ni (f ; c, e, t).

Even if f is a fundamental measure of nodal importance, in the next chapter
it will be first demonstrated that it does not yield a thorough picture ofthe
startup ecosystem.On the contrary, the network properties can quantitatively
assess the flux of capitals and can significantly improve its description.

As explained in section 2.1, there are different network metrics representing
different flavours ofimportance within the network [176,177].The measures
expressed by network centralities represent information complementary to that
provided by collected funds and help highlighting different points of view on the
startup ecosystem.For example, degree centrality measures the overall number
of connections of a node:the larger the number of connections the greater the
importance ofthe node.Another example is the betweenness centrality:this
measure evaluates the importance of a node by taking into account the number
of paths within the network passing through that specific node.Accordingly,
because of the directed network model for Crunchbase, three centrality metrics
have been considered for characterizing each node:indegree (equation 2.3),
outegree (equation 2.2) and betweenness (equation 2.11).

Accordingly, the firms are considered strategic if their behaviour in terms of
funds, degree or betweenness significantly differ from other firms.
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These three measures have been chosen as they have a direct economic in-
terpretation:

• Indegree represents the node’s attractiveness to investors.

• Outdegree accounts for node’s financing power;

• Betweenness represents the node’s capacity of capital conveyance.

Being able to take account of this information implies a deeper knowledge
on the economic system of startup firms,as it takes into account not only the
funds,but even how they are collected,outsourced and conveyed.It is worth
noting that,in general,these distinct actions can be performed by different
agents.Besides,from this picture it is also manifest that considering only the
amount offunds collected by a firm provides too limited a description ofthe
system.

4.2.2 Defining and measuring success
As underlined previously,a straightforward definition of success for a startup
business is the amount of capitalit is able to collect.This definition is robust
both in terms ofmeaningfulness and interpretability.Moreover,capitals are
measurable, thus providing an objective strategy to evaluate success.Of course,
success is a multifaceted concept and can be defined in many different ways, e.g.
by considering the startup acquisition as a successfulresult. However,these
aspects represent complementary viewpoints,with their own peculiarities and
interpretation difficulties,in characterizing the startup system.In conclusion,
the choice to consider successfulfirms according to collected funds is twofold:
(i) it is intuitive and (ii) widespread in economic literature [133, 134].

Even though the amount of funds collected by a startup can be considered
a reliable measure ofits success,it provides a limited picture.For example,
the amount of collected funds does not contain information about the number
of investors and does not quantify the attitude to convey capitals within the
system.

For example,within an economic system there are firms whose main role
is not that of collecting capitals, but rather investing them.Accordingly, their
importance would be hidden ifonly the amount ofcollected funds would be
considered.Nevertheless their presence is an invaluable asset for the functioning
of the whole ecosystem.Another crucialaspect deals with the way capital
moves throughout the startup ecosystem.In graph theory it is well known that
some nodes can deeply influence other nodes even when they are not directly
connected, but thanks to an indirect influence.

Comparing the distribution of all the collected funds with those of indegree,
outdegree and betweenness a statistically significant difference has been found
(p < 103, through the non-parametric Kolmogorov Smirnov test) between all
centrality distributions and the funding one,as reported in the Appendix (fig-
ure C.1).

This analysis confirmed that the information conveyed by network centrali-
ties does not significantly overlap with that provided by funds.Then, for each
distribution, the outlier observations have been determined.Since the distribu-
tions considered in this work are all positive definite, the strategic companies are
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Fundings Indegree Outdegree Betweenness

Country
USA (70%) USA (72%) USA (57%) USA (55%)
CHN (7%) UK (5%) UK (7%) CHN (9%)
UK (4%) CAN (3%) DEU (3%) IND (5%)

Economic Category
Is (21%) Is (25%) eP (72%) eP (24%)
Sc (15%) Sc (9%) Is (6%) Is (21%)
eP (8%) eP (8%) Sc (2%) Sc (7%)

Investor type
VC (63%) VC (54%) VC (50%) VC (51%)
PE (15%) Acc (35%) Ang (31%) Acc (25%)
Inv (4%) HF (4%) PE (9%) PE (10%)

Table 4.2:Best performers for Nationality, Category and Type.Comparison of
top three rankings according to Fundings, indegree, outdegree and betweenness.
Countries are abbreviated according to International Naming Convention.Cat-
egories:Internet services (Is),e-Payments (eP),Science (Sc).Investor Types:
Venture Capital(VC), Private Equity (PE),Accelerators (Acc),Business An-
gels (Ang), Investment bank (Inv), Hedge Funds (HF). Source:[105].

precisely defined as the right outliers of the corresponding distribution.These
elements are able to collect funds, investors, investments, and capital transfers
significantly better than others.

A standard procedure to define the outliers employs the boxplotmethod.
For each centrality measure, all the elements whose values exceed the threshold
value given by the 75-th percentile of the corresponding distribution added to
1.5× the interquartile range (IQR) are defined to be an outlier (precisely a right
outlier). In this sense,they are strategic companies.Further methodological
details are provided in Appendix C.5.

4.2.3 Strategic elements in the startup ecosystem
Following the procedure shown in the previous section, 7′ 176 outliers have been
found for the distribution offunds;as regards the centrality metrics:14′ 716
outliers have been determined for indegree,12′ 846 for outdegree and 1′ 523 for
betweenness.Besides the bare numeric differences,further insights have been
obtained by considering the Kendall correlation, τ , between each centrality dis-
tribution and that of the funds.This coefficient measures the degree of mono-
tone relationships between funds and network metrics in ranking the elements
of the startup ecosystem.Results revealthat the indegree centrality has the
highest correlation with funds:τ = 0.4 at 1% statisticalsignificance.On the
other hand,outdegree and betweenness are less correlated (τ = 0.1 for both
of them at 1% statisticalsignificance).The top 50 firms for each ranking are
reported in the Appendix (Table C.3) whose synthetic overview is presented in
Table 4.2.

These findings show that the ranking of Crunchbase elements according to
funds has a negligible correlation with that obtained using outdegree and be-
tweenness.This means that these two network metrics convey a different in-
formation from funds and, consequently, allow to extract insights not otherwise
obtainable.As regards indegree, even if it has a stronger correlation with funds,
which is an intuitive result, there is not a perfect correlation.This means that
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having a high number of investors does not necessarily imply high funds,but
the latter can come in solitude.In other words Crunchbase depicts both crowd-
funding situations and funding rounds in which a smallnumber ofoperators
invest high funds.

A further characterization can be provided instead in terms of economic cat-
egories and investor types.The sole inspection of funding outliers has unveiled
important information about success.The results on top nations, economic cat-
egories and investor types,reported in Table 4.2,confirm the results found in
other studies [178,179],even though with different data.Do network metrics
either confirm these findings or provide novelinsights? Accordingly,the fund-
ing outliers have been compared with the indegree, outdegree and betweenness
ones and significant differences have been found for nationalities, economic cate-
gories and investor types (using the Kendall tau coefficient, p < 0.05 Bonferroni
corrected).

In particular,these analyses have underlined the role played by USA and
Chinese firms for what concerns nationality;e-Payments,Science and Internet
services for economic category; finally, venture capital, private equity, accelera-
tor and business angel for investor type (Fig.4.8).

Further details about this analysis are presented in the Appendix:figures
C.2-C.10.USA firms are able to collect more funds than expected just looking
at network metrics, the larger difference being between funding and outdegree.
This result is not a surprise since USA host the majority of Crunchbase firms and
provide extremely advantageous economic conditions, especially for startups.It
is instead surprising that the prevalence of USA firms among outdegree outliers
is much smaller (around 20%) than for the other distributions.Of course,the
fact that USA firms are the most frequent among the Crunchbase elements
importantly affects these results; nevertheless, the fact that a country is present
with a given frequency does not ensure that its attributes (funding,indegree,
outdegree and betweenness) should be outliers with the same frequency.For
example,for what concerns nationality,Fig. 4.8 shows that this happens only
for USA and China.In these nations it can be observed a significant difference
between the frequency of funding outliers and graph outliers.In particular, USA
firms can collect more funds than expected just looking at network centralities,
the larger difference being between funding and outdegree.

The startup ecosystem comprises almost entirely the set of possible of eco-
nomic sectors.Through the analysis of how funds are distributed among suc-
cessful firms, it can be established that Science applications and Internet services
are generally the economic categories that collect the largest amounts of funds.
In fact, these two categories account together for about 38% of funding outliers.
On the contrary,network centralities,especially outdegree and betweenness,
outline the role played by e-Payments.Actually, e-Payment firms represent the
72% of outdegree outliers and the 23% of betweenness outliers,a result which
makes sense as this specific economic sector is particularly devoted to capital
investments and conveyance [180].

As regards investors, four significant outcomes can be highlighted:(i) Ven-
ture Capital firms have a prevailing presence among outdegree outliers, accord-
ing to their compelling vocation for investments.(ii) Private equities show a
significant presence among outdegree and betweenness outliers.On the con-
trary they are absent from indegree and funding outliers.This suggests that
their strategic role in conveying investments.(iii) The important fraction of
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Figure 4.8:Top performers.Frequencies ofnationalities (top),economic cat-
egories (middle) and investor types (bottom) in the outliers offunding and
centrality metrics distributions.Source:[105].
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accelerators among indegree and betweenness outliers suggests an interesting
interpretation:strategic accelerators are oriented to collect funds from a large
number of investors and convey them to other firms.Thus, they are strategic
players, acting as connection elements within the startup ecosystem.Their cru-
cial role in the startup ecosystem would have been neglected in an analysis based
only on funding outliers.In fact, in the latter, accelerators represent only 7% of
firms, while their frequencies among indegree and betweenness outliers are 38%
and 24%,respectively.(iv) The outdegree outliers show a significantly larger
presence of business angels (36%) compared with other distributions.This re-
sult depicts the fundamental role played by these investors in granting funds to
a large number of firms.Even in this case,this role would not be noticed by
just looking at the funding distribution, where business angels do not appear at
all.

4.2.4 Forecasting success
In this section two fundamental questions are addressed:identifying successful
firms with the outliers of funding distribution,are network centralities proxies
of this notion of economic success? If yes,to which extent? Considering that
in Crunchbase each firm is represented by a node enriched with attributes,
n = n(f ; c, e, t) (see section 4.2.1),an alternative formulation is searched that
models funding f by means of the corresponding network metrics:f = f (i, o, b)
where i, o and b are the proposed centrality measures:indegree, outdegree and
betweenness, respectively.

It is worth noting that, based on the peculiar nature of the startup funding, a
usually a one-time-event, the amount of collected funds in one funding round is
weakly correlated to those raised in successive funding rounds, as demonstrated
in figure 4.9

In fact, the figure shows how correlation is weak even at low values of future
years.For example it is 0.2 at 1-future year and approaches zero as the time
interval between the two observations increases.

From figure 4.9 it can be observed that the variance ofthe correlation of
fundings decreases with future years.This means that it may happen that, one
or two years after receiving higher (resp.lower) funds, a startup may need other
higher (resp.lower) funds.Since it is a newly established business, it is a rea-
sonable phenomenon.Moreover, since startups are usually subject to mentoring
programs with enforced steps,they must demonstrate their business potential
as quickly as possible:they must prove to be economically self-sufficient in the
long-term otherwise they become unattractive for investors.Then, the funds a
startup receives four years after the first funding round are not related to those
it has received in the past, but are linked to the business value it has developed
in those years.

Even though multiple supervised Machine Learning algorithms could be ap-
plied, for the sake ofinterpretability and given the exiguous number ofin-
dependent predictor variables, a logistic regression model has been chosen (see
section 2.2.2).The logistic regression has manifest advantages:it returns both a
measure of importance for each predictor, given by the magnitude of coefficients,
and the direction ofassociation,namely the sign ofcoefficients.Nonetheless,
other learning and modeling strategies (e.g.Random Forests,Deep Learning)
could be adopted and could represent an interesting theme for future works.
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Figure 4.9:Mean correlation variation, along with its standard deviation, with
future years.Source:[105].

Formally, the outcome variable f is 1 for a successful firm and 0 otherwise.
In formula:

f =
eβ0+β 1 i+β 2o+β 3b

1 + eβ0+β 1 i+β 2o+β 3b (4.6)

where βs are the coefficients of the logistic regression that measure the im-
pact of the network metrics in determining the probability of future success of
a startup.β0 is a bias term determining the success probability independently
of the network metrics.These coefficients are determined in the training phase
of the logistic regression algorithm.

Equation 4.6 returns a realvalue in the interval[0, 1]so that a startup in
the test set is denoted as successfulif f ≥ 0.5, otherwise it is classified as not
successful.

Since until 1999 only 2′ 739 funding records are present, while they are 10′ 221
just considering the year 2000, only data referred to years ranging from 2000 to
2017 are considered for this task, thus resulting in 78′ 298 firms.

For each year T and for each node nj , the three network metrics have been
considered:the indegree i(T )j , the outdegree o(T )j and the betweenness b(T )j
which are the independent variables ofthe model. The dependent variable,
f (T )j indicates whether node nj in year T is an outlier for the corresponding
distribution of collected funds or not.

In order to accomplish this task,for every year T  {∈ 2000, . . . , 2017},the
corresponding network is built and the nodal centralities have been computed;
then, for each node it is determined ifin a future year T + 1, T + 2, . . .it
corresponded or not to a funding outlier;successfulfirms have been labeled
with 1 and 0 otherwise.
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Figure 4.10:AUC-ROC of predictions up to nine years obtained with the logistic
regression model.Source:[105].

Then, the logistic regression model have been trained at a time T while the
future years have been used for test.

The analysis has been carried out within a 5-fold cross-validation framework
and the procedure has been repeated for 100 times.Finally, this whole procedure
is used to predict whether after 1, 2, . . . , 9 years a firm will be a funding outlier
and evaluated the performance of the model in terms of the AUC-ROC, whose
results are shown in figure 4.10

These results show the presence ofa relation between network centralities
and the amount ofcollected funds up to four/five years in the future,with
median AUCs ranging from 0.73 (+1 year) to 0.61 (+5 years).As expected, the
forecasting accuracy decreases with the increasing of the forecast time horizon:
the prediction to 9 years is barely distinguishable from random.

Besides,sensitivity and specificity have been analyzed together with their
variation according to the ratio between successfuland unsuccessfulfirms for
each year, figure 4.11

Two considerations arise following these results:(1) the logistic model’s
ability of retrieving non-funding outliers (i.e.specificity) slightly grows over
time;(2) the drop in the performance observed in terms of AUC-ROC values
is caused by the worsening of sensitivity, i.e.the capability to detect successful
firms.This effect is dominated by the substantial drop of these firms over time,
in fact the successful firms which initially represent the 4/5% of the data, after
9 years are only the 1%

To evaluate the importance of the different predictors, Cohen’s D [181] has
been chosen.Cohen’s D is an effect size measure; it compares the difference of
two sets of observations or measures with their intrinsic variability:
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Figure 4.11:: Sensitivity and specificity analysis.Top panel:shows Sensitivity
and specificity results ofthe model. Bottom panel:The ratio of successful
elements (Ones) over the not successfulones (Zeros) as a function of the future
years. It can be seen that as the years in the future grow,the number of
successful elements becomes much smaller than those of the non successful ones:
the task of predicting success in the future becomes ever more difficult with the
increasing of the forecast horizon.Source:[105].
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Figure 4.12:For each year,the importance ofnode centralities is expressed
in terms ofCohen’s D coefficients in symmetric log scale.This scale empha-
sizes that, even though outdegree and betweenness have a smaller impact than
indegree on the future success of a startup,outdegree has a positive effect on
startups’ probability of future success, while betweenness has a negative impact.
Source:[105].

D =
E[X 1] − E[X 2]

σ

where E[X1] and E[X2] denote the expectation values for the sets of obser-
vations X1 and X2, respectively; σ is the pooled standard deviation divided by
the square root ofthe number oftraining observations.Using Cohen’s D to
evaluate the feature importance in the logistic regression, it can be found that
the indegree is the most relevant feature to predict success in collecting funds,
see figure 4.12

This result is particularly evident at very short time ranges (+1 year);in-
terestingly,at time scales between +1 year and +3 years,the effects ofboth
outdegree and betweenness increase.For larger times, the indegree still stands
as the most important predictor the other centralities remain comparable, but
with different signs.

These results can be interpreted as follows:in the long period the successful
firms are not only those able to collect capitals from many investors,but also
those playing an active role in financing other firms;

Interestingly, the more an element is able to facilitate the money conveyance
in the startup ecosystem,the more its probability ofhaving success in future
years decreases.This result indicates that,even ifmoney conveyance can be
considered an asset [135], it should be considered with caution when collecting
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funds.
However,it should be taken into account that the startup-funding is the

only funding mechanism considered here.Moreover,it should be highlighted
that many betweenness outliers are stable and powerfulfirms (e.g. Alibaba,
Google,Yahoo,Amazon,Uber) which obviously do not focus their activities
on collecting funds in the startup ecosystem,but have a fundamentalrole as
publicly acknowledged mentors, thus justifying their prominent role in conveying
money.

4.3 TripAdvisor:extracting insights from tourists’
reviews

In this section the process used to transform reviews’ textual data into a suitable
format to feed Machine Learning models will be first shown.Then, the results
of these algorithms will be presented and, finally, the explainability results will
be discussed,in order to point out strengths and weaknesses ofthe Apulian
tourism offer.

4.3.1 From text to numbers:TF-IDF matrix
After the textualprocessing analysis described in section 3.2.1 (tokenization,
lower-casing and stemming),one ofthe main toolused to transform textual
unstructured data in a mathematicalform is the Term Frequency - Inverse
Document Frequency matrix (TF-IDF matrix) [182, 183].This matrix has each
element defined as the product of two factors:

T F(i,j) =
n ij

|dj |
; (4.7)

IDF (i,j) = log
|D|

d(i)|
, (4.8)

where nij is the number of occurrences of word i in the j-th review,dj ; D
is the set of allthe reviews in the dataset;d(i) is the number of reviews in D
containing word i at least once.|.| denotes the cardinality of a set.

The term T F(i,j) rewards the frequency ofa word within a review:the
more cited word iin review dj , the greater the importance ofi in d j . The
term IDF (i,j) , on the other hand,penalizes the ubiquity ofa word in allthe
considered reviews and underlines the role ofrarely occurring terms.In fact,
a word that is widely used in alltexts does not allow discrimination among
them. The complete TF-IDF matrix has dimensions 11′ 848 × 16′ 898. 11′ 848
is the number of the considered reviews,while 16′ 898 represents the length of
the vocabulary of the reviews:the set of unique words derived from the textual
processing analysis.Moreover,the corresponding binary rating is assigned to
each review.This last variable is the output to be predicted through Machine
Learning models,fed by the words in the vocabulary representing the input
features.

Then, these data have been fed to Machine Learning models and the re-
spective performance have been evaluated using the metrics described in sec-
tion 2.2.2, as shown in the following section.
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Figure 4.13:Score density distribution ofthe emotions.Each review was en-
riched with four continuous scores (one for every emotion) and the scores were
normalized.Source:[83].

4.3.2 Reviews’ classification
As underlined in section 3.2.1, reviews are asymmetrically distributed in terms
of ratings.In particular, the positive reviews (i.e.those having a rating greater
than 3) accounted for the 91% of the entire dataset.Since the rating distribution
is highly skewed in favor of positive reviews and a different threshold for their bi-
narization would have not yielded any significant differences, the undersampling
technique is chosen to balance the data to avoid any bias in the learning mod-
els [184].To set up an effective rating forecast model,the emotions expressed
in the reviews have been studied,so that not only contradictory reviews have
been highlighted (see section 3.2.1), but also the emotions that mostly affected
the model’s performances.This sentiment analysis has been performed using
the VADER framework [185],one of the most widely used toolto accomplish
the analysis of sentiments in social networks.In fact,this analysis highlighted
four emotions:Happiness,Sadness,Anger and Surprise.The intensity ofthe
emotions showed that the reviews express happiness more than other emotions,
thus confirming a positive experience, as shown in figure 4.13.

Figure 4.13 clearly shows that negative emotions’scores (Sad and Angry)
have their score distributions shifted towards low values.This phenomenon
is wellacknowledged in the literature and is unavoidable,as wellas the over-
whelming presence ofpositive reviews with respect to the negative ones [18].
Nonetheless,this phenomenon does not represent a bias in the following anal-
ysis,since the undersampling technique has been used in order to balance the
presence of negative and positive reviews (see section 3.2).

Table 4.3 showsthe classification performancesof the classicalMachine
Learning models used:Random Forest (RF),Gaussian Naive Bayes (GNB),
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Model acc(%) AUC(%) F1(%) sens(%) spec(%)

RF 89 (82-95) 96 (91-99) 89 (82-95) 89 (82-95) 92 (82-98)
GNB 77 (70-85) 83 (76-85) 77 (68-82) 76 (69-85) 81 (68-91)
SVM 88 (82-91) 94 (91-96) 85 (80-88) 88 (80-86) 87 (76-88)
XGB 83 (76-91) 93 (86-97) 84 (77-90) 88 (76-91) 84 (73-94)

Table 4.3:Models’ performance measures obtained by filtering out contradictory
reviews. The metrics reported in the table are:accuracy (acc),AUC-ROC
(AUC), F1-score (F1), sensitivity (sens), specificity (spec).Metrics’ values are
reported as percentages and the values in parentheses are the 5th and 95th
percentile, respectively.Source:[83].

Model acc(%) AUC(%) F1(%) sens(%) spec(%)

RF 62 (58-66) 66 (62-70) 62 (58-66) 62 (58-66) 60 (54-65)
GNB 54 (49-60) 58 (53-62) 54 (60-60) 54 (49-59) 61 (58-64)
SVM 60 (57-64) 60 (58-65) 59 (55-62) 58 (54-63) 61 (58-65)
XGB 58 (55-62) 62 (58-64) 56 (53-61) 60 (57-64) 58 (55-63)

Table 4.4:Models’ performance measures obtained including contradictory re-
views.The metrics reported in the table are:accuracy (acc), AUC-ROC (AUC),
F1-score (F1), sensitivity (sens), specificity (spec).Metrics’ values are reported
as percentages and the values in parentheses are the 5th and 95th percentile,
respectively.Source:[83].

Support Vector Machine (SVM, with linear kernel) and Extreme Gredient Boost-
ing (XGB). These results are obtained in a 5-fold cross validation framework
repeated for 100 times.In particular,table 4.3 shows the mean values of the
performance metrics as obtained from cross-validation, while in parentheses are
shown the corresponding 5-th and 95-th percentile

In particular, RF model scores are significantly better than those of the other
models in allthe measured metrics.This has been established using a Mann-
Whitney statistical test (p < 0.01).Nonetheless, all models reached satisfactory
levels of accuracy.Also, these values are significantly enhanced with respect to
the performance obtained using the whole dataset,as reported in Table 4.4.
This result is consistent with the literature on the impact of noisy data (i.e., the
contradictory reviews) on Machine Learning algorithms [186, 187].

This result ensures that this measurement relies only on the informative
content provided by the reviews and not from the specific algorithms adopted.

4.3.3 Strengths and weaknesses ofthe Apulian tourism
offer

Finally, in order to highlight the key factors driving models’classification,it
must be calculated the input features’contribution to the classification score.
As explained in section 2.2.2, this can be done using the Shapley values.These
quantities are shown in figure 4.14 for the first 20 words,shown in decreasing
order in terms of the absolute mean Shapley value.

The words with the highest importance are breakfast, work and staff, which
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Figure 4.14:The Shapley values ofthe first twenty important words.The
contributions towards a positive or a negative review are distinguished according
to the frequency a word appears within the text (high/low).Source:[83].
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Figure 4.15:The most important words to consider to classify reviews,in the
stemmed form.Source:[83].

Figure 4.16:The Shapley values for two correctly classified reviews.Note,On
the left a positive-rated review and on the right a negative-rated one.Source:
[83].

mostly influence the likelihood of a review to be positive.The absolute mean
Shapley value, which is a measure of the words’ impact on the model, shows that
the vast majority of the available terms has a low, if no, impact on the model.
In particular, using the elbow-point method [188] on the words’ absolute mean
Shapley values, 64 important features are determined, as shown in table 4.15

Figure 4.16 reports the words’Shapley values for two examples of reviews
that are correctly classified by Random Forest, one with positive rating and the
other with negative one.The positive review is mainly explained by the words
visit, breakfast and quiet, that positively influence the review,so representing
positive aspects.On the contrary,the negative review show a generalunsat-
isfactory situation,mostly affected by specific factors like breakfast,staff and
help.
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Chapter 5

Insights and future
perspectives for startups and
reviews’ analysis in Industry
4.0

In this chapter the main conclusions and insights will be drawn about the appli-
cation of graph theory and Machine Learning to the Complex Systems studied
in the previous chapters.In particular,it will be first shown how graph mod-
elling of the startup ecosystem, together with Machine Learning algorithms, can
improve the understanding ofthis fundamentalComplex System for Industry
4.0.

Then, the insightsfrom the analysisof tourists’reviewsabout Apulian
tourism offer willbe discussed.In fact,since understanding consumers’tastes
and needs is of fundamental importance for a firm to be successful in the context
of the Fourth IndustrialRevolution,and tourism is one of the most profitable
businesses,this activity should be considered pivotalto intercept and forecast
tourists’ demands.

5.1 Highlighting the best practices in innovation
ecosystems through community detection

Section 4.1 describes an approach based on graph theory and community detec-
tion in order to obtain an equity-oriented rethinking ofStartupBlink ranking
about world countries’quality of their innovation ecosystems.As described in
section 3.1.1, startups represent the main technological boost of the Fourth In-
dustrial Revolution and their economic impact is still growing [3].Accordingly,
identifying those factors that make a country successful in creating an enabling
environment for startups will have a beneficial impact on its economy in terms
of job creation,attraction ofinternationalinvestments funds and creation of
technology monopolies.

Nonetheless, even if widely used, rankings do not take into account the dif-
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ferent starting condition of the ranked elements and,consequently,these tools
should be used with care in making both politicaland business decisions.Ac-
cordingly, in this work, every country has been described by the corresponding
set of World Development Indicators (WDIs) and a graph has been built, where
countries are the nodes and a link is established between two countries accord-
ing to the Pearson correlation ofthe corresponding WDIs.Then, community
detection algorithms have been used to find sets of countries with the most sim-
ilar development level, as described by the multi-faceted WDIs.Even if this is
not a dataset representing relations, it could be regarded as such thanks to the
correlation coefficients.This approach might be questionable, since simpler and
more direct classical clustering algorithms could have been used to find sets of
countries with the most similar WDIs:K-Means,K-Medoids and Hierarchical
clustering [189].Nonetheless,as shown in Appendix B.2,these methods are
unsuitable and community detection is the most appropriate approach.Accord-
ingly, graphs prove to be an invaluable help in retrieving hidden information in
an unsupervised and purely data-driven way.

In particular, since WDIs cover multiple aspects of the social and economic
performance of countries, it is not surprising that the network communities are
characterized by different wealth classes but by an homogeneous wealth level
therein. This result allows to relate the wealth levelof a country with the
quality ofits innovation ecosystem and,above all,establish which countries
need specific support or can be considered as examples ofbest practices in
the technologicalinnovation policies.The reliability of these results also rests
on the robustness of the community detection,as both Spin Glass and Leiden
algorithms give the same results.

The use of network communities as a tool to evaluate country performances
is strengthened by a quantitative control to confirm the existence of a relation
between community membership and expected ranking through the resolution
ratio R. This parameter quantifies the tendency ofthe ranking-index distri-
butions related to different network communities to be separated in a relevant
way. The resolution ratio associated to the globalStartupBlink index shows
a good separation between communities,which allows to compare a country’s
performance with the expectation based on its wealth conditions.

Among the constituent indexes of StartupBlink,the only one associated to
a value R > 1 is the Business index, which measures the ease of business in the
considered territory.This result is related to the presence,among the WDIs,
of indicators expressing the quality of bureaucratic practices and other aspects
affecting the efficiency offirms. Instead,the Quantity and the Quality index
seem not to be affected in a significant way by a territorial effect.

Deepening the analysis ofthe results,it can be seen that,unsurprisingly,
the United States are a benchmark country both from a global and an ease-of-
business point of view.In fact, conditions offered by the United States startup
ecosystem to both entrepreneurs and investors are excellent.The United States
ecosystem is focused in the New York and San Francisco areas.In particular,
the technological center of the Silicon Valley represents the best choice to create
products and initiatives that are viewed as appealing from the globalmarket
[190].Instead,much ofthe United Kingdom’s strength in the globalstartup
ecosystem derives from its hub,London. In fact, in recent years,London has
become the most successfulstartup ecosystem in Europe,with an ever grow-
ing number of startups,since it represents the first choice for fast growing US
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startups willing to set up their European headquarters [191].
Furthermore,it is worth noticing the role ofIsrael: it is, at the same

time,a benchmark country for the globalStartupBlink index and a room-for-
improvement country for the Business index.This two-fold outcome can be
useful for firms and investors.In fact, this indicates that, although Israel plays
a leading role in the world of innovation ecosystems, its practices in boosting the
startup environment should be improved.The apparent contradiction is related
to the strong hierarchical nature of the Israel startup system.In fact, it has just
a single dynamicalinnovation hub in TelAviv, while the rest ofthe territory
does not reach comparable performances [192].An independent confirmation
of this last result is given by the fact that, since 2019, Israel has improved the
quality of its socio-economic actions in order to boost the number of high-impact
startups, as reported in [193].This proves the ability of graph theory to unveil
hidden patterns in data.

The approach developed in this work,based on a purely data-driven pro-
cedure,can represent the starting point to develop new objective methods for
highlighting problematic scenarios and establish suitable policies in the innova-
tion ecosystem.

As a further improvement,the proposed methodology can be employed to
study the innovation ecosystems at a city-level.Accordingly, for each country, it
would be possible to identify the most successful local policies and characteristics
in attracting startups and investments.This activity has the possibility to boost
local economies.

5.2 Graph metrics and startups’ success
In the previous section it has been discussed how graph modelling can be an
invaluable help in correctly assessing countries’ performances in enabling inno-
vation ecosystems.Then, delving into the identification ofthe features char-
acterizing the most successfulstartups (i.e.those collecting the greatest part
of funds), datasets describing startups’ funding rounds should be used.In this
respect, Crunchbase is the most widely studied public dataset.

Correctly identifying those factors that make a young firm successfulis of
paramount importance both for investors and entrepreneurs.Moreover,funds
alone cannot give a complete view of what is happening in the startup ecosystem.
In fact, they cannot answer the following questions:how many investors are in-
volved in a funding round? How many funding rounds an investor is involved in?
Are there elements with a high fund conveyance capacity? Even though answer-
ing these questions could not highlight the most successfulelements, nonetheless
they allow to determine the most strategic ones:those elements that let the en-
tire ecosystem work.In order to extract these useful insights, a graph model for
the dataset is required.In fact, graphs directly model the relationships among
its elements and provide a set of metrics that quantitatively determine the role
of each node in the system.In particular,since different metrics highlight dif-
ferent kinds of importance in the network, there are different types of strategic
elements.Nonetheless, they are all defined as the outliers of the distribution of
the corresponding metric distribution.Moreover, as described in section 4.2.1,
some metrics can have a direct economic interpretation,so that their analysis
can be easily interpreted by people unfamiliar with graph theory.This work
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has developed a quantitative and easy-to-interpret modelto account for the
strategic importance offirms within the startup ecosystem.It has been also
demonstrated (see section 4.2.2) that the information carried by graph metrics
cannot be recovered using classical statistical analysis.Accordingly, this proves
that graph representation ofdata is a fundamentaltool for unveiling hidden
information.

Then, it has also been demonstrated that a logistic regression model can be
set up with which reliably forecasting the success of a firm up to five years in
advance using only network metrics (see section 4.2.4).Specifically, the indegree
has been identified as the most important centrality metric to predict whether
a firm is an outlier of the distribution of collected funds, i.e.it is successful.

This study paves the way for future investigations,for example about the
existence of a relationship between the investor types and the firms’economic
categories or between their country and that oftheir investors.In fact, the
determinants of success for firms of different nationality,type or category are
likely to be different.

5.3 Unveiling tourists’ tastes and needs
In the previous two sections a fundamentalComplex System for Industry 4.0
has been studied through graph theory:the startup ecosystem.This study has
allowed to disclose its hidden patterns and highlight how the role of an element in
this Complex System can be a proxy of its future success.Nonetheless, another
feature of the Fourth IndustrialRevolution is the possibility of consumers’to
interact through the sharing of their experiences using online social platforms.
As underlined in section 1.1,this may influence other consumers’decisions.
Accordingly, one key aspect in a firm activity is the understanding of consumers’
needs and tastes.Since one of the most profitable economic activities, especially
in Italy, is tourism (see section 3.2), it becomes critically important to highlight
strengths and weaknesses of the tourism offer.This problem has been tackled
in section 4.3 using TripAdvisor reviews about Apulian accomodation facilities.

In particular,a classification framework is shown that evaluates the rating
and verbalization ofthe tourist experience and highlight its determinants to
predict future satisfaction from the reviews.

Basically, it has been evaluated to which extent online reviews allow a reli-
able assessment of the tourists’experience and their satisfaction.First, it has
been observed the presence of misleading reviews:in these case the numerical
assessment did not match the sentiment expressed.Considering how the con-
tradictory reviews are distributed among positive and negative reviews,it has
been observed that 80% ofnegative reviews are contradictory.This prelimi-
nary analysis is essentialfor using reviews’textualdata to effectively forecast
their rating.In fact, as described in section 4.3.2, Machine Learning algorithms
are fed with balanced datasets:all negative reviews and an equalnumber of
randomly undersampled positive reviews.Accordingly,without the deletion of
these contradictory reviews, these algorithms would have been fed with datasets
having at least 40% of error level.Previous studies on the sensitivity of Machine
Learning algorithms to noisy data show that models’accuracy decays almost
linearly with the noise level:40% of error levelin data reduces by 30%-40% a
model’s accuracy [186, 194].
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Consistently with previous studies, the proposed framework is able to cross-
validate different models and evaluate their performance.Contrary to previous
research [159], a cross-validated framework has been used, in order to get more
robust results.In fact, since the results are independent from the train-test
subdivision, biased results leading to inaccurate conclusions are avoided.More-
over, the results are comparable with those obtained using state-of-the-art deep
learning methods [160].

In section 4.3.2 it is shown how the classification performance is robust inde-
pendently on the adopted model or the specific considered performance metrics,
even though Random Forest has the highest performance compared to the oth-
ers.Moreover, it has been found a strong agreement with the predictions of the
other models,especially SVM and XGB.This implies that the explainability
analysis is independent on the particular considered model.This last analysis
has been carried out using the Shapley paradigm,through which the models’
decisions can be explained.In particular, this approach has been used for study-
ing the decisions taken by Random Forest, the best performing model.On one
hand, the findings underlined what are the the most important words:they are
related to places,meals and staff,and in particular the word breakfast.This
characterizes the typicaltourist offer and can be explained by both the most
common type of hospitality structures, namely bed-and-breakfast, and the con-
nection with food, one of the most importante elements of a tourist experience.
On the other hand,the Shapley values also highlighted how these words af-
fect the classification score.This helps in characterizing the experience and
predicting the satisfaction (positive or negative evaluation).

These results have strong managerialimplications in the way the tourist
offer can be improved through the creation of personalized services on the basis
of the reviews.Understanding the actual tastes and needs of reviewers through
such behavioral-tracking data can unveilmany valuable insights for business
improvement and marketing effectiveness.Since consumers’ tastes are dynamic
and expensive to monitor, advances in the analysis tools can help in providing
more useful information to enhance the offerings’ quality and targets.

For the sake ofsimplicity,variables like nationality or age have not been
taken into account.However, it is reasonable to assume that these factors can
affect the judgements:expectations and needs of a teenager are necessarily dif-
ferent from those of a family with children.Future studies willbe devoted to
enlarge the examined geographicalarea and take into account factors like age
or nationality.Also, in this paper an ex post feature importance analysis based
on Shapley values has been proposed,but it would be possible to consider an
ex-ante feature importance step in the learning phase.The design and im-
plementation ofdedicated strategies to maximize and exploit the informative
content provided by online reviews deserves further investigations.

Although the main aim of this work is to analyze tourists’ reviews and give
usefulinsights to tourism stakeholders,the proposed framework could be ap-
plied as a generalframework in allthe analyses involving textualdata (e.g.
Amazon products’ reviews,X events logs).By analyzing products and events’
reviews this modelhelps highlighting those aspects that mostly influence re-
viewers’feelings.In fact, the main components of the proposed workflow are:
(1) Review scraping, obtained by using packages that are freely available to ev-
ery programming language [195].These packages can be used to scrape almost
all socialmedia platforms (like Booking.com,X, Facebook,Amazon) and ob-
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tain the desired texts.(2) NLP techniques and Sentiment Analysis that have
achieved optimalstandard in analysing textualdata and in extracting useful
insights about the meaning of texts [196];(3) Machine Learning and Explain-
ability algorithms that are widely used in fields like wildfire preventions [197,
198], medicine [105, 199] and drug discovery [200].

5.4 Future perspectives of Complex Systems and
Machine Learning in Industry 4.0

This work deals with two main arguments:(1) the modelling ofthe startup
ecosystem, a Complex System whose importance for Industry 4.0 is often over-
looked, in order to find the success keys for both firms and investors through Ma-
chine Learning algorithms; (2) the use of NLP techniques and Machine Learning
for the analysis of unstructured textual data in order to extract insights about
consumers’ tastes and needs.Certainly, Complex Systems and Machine Learn-
ing applications are not limited to these two cases and many are the leading
examples on which the combined use ofMachine Learning and graph theory
can be beneficial for extracting insights not otherwise available and forecasting
systems’ evolution.

For example, the analysis of unstructured textual data, which has been car-
ried out through the TF-IDF matrix,can be accomplished using novelDeep
Learning tools particularly suited for dealing with sequence ofelements,like
text and time series [201, 202].In fact, the so-called Recurrent Neural Networks
implement a memory mechanism through which an input is treated taking into
account the previous ones.Since text is a stream of subsequent words and their
ordering is important for its understanding,these tools willenhance the tex-
tual analysis with respect to the TF-IDF model, in which the ordering of words
is discarded (this last approach is known as bag-of-words method).Moreover,
as underlined in section 1.1, Industry 4.0 is characterized by an unprecedented
amount of data coming from all productive elements (equipped with sensors) of
a firm. These data are,for the greater part,in the form oftime series [203].
As a consequence, improving the analysis of time series, for both regression and
classification purposes,will benefit the analysis of firms’activity (e.g.supply
chain optimization) and help in unveiling the corresponding most important
features.Accordingly,the next research steps willdelve into the use ofthese
novel Recurrent Neural Networks for the analysis of time series, in general, and
of textual data in particular.

Moreover,the methods shown in this work can be combined in a single
framework for improving Recommender Systems.Recommender Systems are
algorithms that,depending on the particular application,suggest a user what
to follow,watch or buy based on the user’s history and biographicalinforma-
tion [204].Many online services (e.g.Amazon,Netflix) use these instruments
to enhance the user-experience.Namely,these tools are,up to now, based
on users’ personal information, user-user similarities and suggested items’ like-
ness [205].Nonetheless,an improvement on their performance can come from
considering relations among users.In fact, users can be linked by friendship
or follow relations in an online social network like Facebook or Tencent Weibo.
Since it seems wise to assume that these relations link people with similar in-
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terests and tastes,taking them into account willimprove the performance of
recommender systems,that are often penalized by having a great number of
items to suggest [206].Directly taking into account relationships among users
into Recommender Systems was not possible until the introduction of particu-
lar Artificial Neural Network models that combine the users’ features (e.g.age,
tastes) with a graph modelling oftheir relations:the Graph Neural Networks
(GNNs) [207]. These neuralnetworks are a recent and very active research
branch [208].GNNs have proven to significantly improve classicalmodels in
different fields like traffic forecast, book Recommender Systems, web page clas-
sification [209].Accordingly,the next steps in the application of graph theory
and Machine Learning to Industry 4.0 will deal with this new promising tool.
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Conclusion

The Fourth Industrial Revolution is radically changing firms’ business models,
production methods and interactions with consumers,driving their transition
to smart firms [210]. Accordingly,this phenomenon is stillan active research
area for different knowledge fields like electronics,computer science and eco-
nomics [211,212,213]. One of the aims ofthis work is to shed light on the
often overlooked relations of Industry 4.0 with Complex Systems [214].In par-
ticular, this study focuses on its fundamental link with startup ecosystems, that
are Complex Systems comprising startups, their funders and the corresponding
funding relations [105].In fact, startups are usually the main boosts of tech-
nologicalinnovation,which represents firms’main obstacle to the transition
towards the Industry 4.0 paradigm [142].The fundamental role of Industry 4.0-
related startups is evidenced by their economic value:it will reach 200 billion
euros in the next two years and will triple by 2030 [3].Accordingly, establishing
an effective innovation ecosystem will boost Industry 4.0 and have a positive im-
pact on countries’ economy.From these considerations follow the first research
question stated in the Introduction:

• RQ-1 Given the importance of startups in boosting countries’ economies,
how is the effectiveness of a country’s innovation ecosystem influenced by
the socio-economic context in which it grows?

To answer this question,it has been first acknowledged that the quality of
a country’ startup ecosystem is usually expressed through rankings comparing
countries’achievements in supporting innovation [114].Nonetheless,rankings
offer a too limited view of the status-quo since they do not consider the socio-
economic conditions underpinning a country’s position in the ranking.More-
over,since they are usually built using arbitrary weighted averages ofsome
indices,they are prone to be contested.Despite these problems,rankings are
nowadays widely used to take politicaland business decisions [123].Then, it
becomes of paramount importance to determine an equity-oriented rethinking
of rankings.The analysis carried out in this work is the first quantitative and
data-driven attempt of this kind in the startup ecosystem [122]and it will be
beneficialfor both public and private stakeholders.In particular,one ofthe
most considered public rankings about countries’startup ecosystem has been
analyzed:StartupBlink [192].It has been highlighted how a graph model tak-
ing into account the multi-faceted socio-economic background of countries, ex-
pressed by the World Development Indicators given by the World Bank,gives
insights on this ranking.Comparing the results ofcommunity detection with
countries’ positions in StartupBlink, it has been possible to quantitatively high-
light both the problematic scenarios hidden in highly-ranked countries and the
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unexpressed potentials of low-ranked ones.For example, it has been shown that,
even though India and Brazil belong to the community of low-income countries,
they overperform their community peers in setting up an effective innovation
ecosystem, reaching the levels of high-income countries.These countries’ great
innovation potential would have been completely overlooked if only the ranking
had been considered.Moreover, the case of Israel deserves attention:notwith-
standing its high position in the ranking,an objective criticality emerges in
its easiness ofdoing business.These results have been found in a completely
data-driven way and are confirmed a posterioriby countries’ government mea-
sures [193].It should be underlined that graph modelling has not been simply
an option,but the only way to obtain such insights.In fact,as shown in this
work, classical clustering methods have proved to be unfit for linking the socio-
economic context of countries with their outcome in the ranking.

Then, this study goes into a greater level of detail about the functioning of a
startup ecosystem.In fact, given its importance for Industry 4.0, it seems wise
to pinpoint which elements are the most strategic for this ecosystem, what are
their characteristics and which features make a startup successful.Then, the
second research question follows:

• RQ-2. Who are the most strategic elements in a startup ecosystem? Is
there a relation between the strategic value of a startup in this system and
its future success?

These findings would be beneficial for entrepreneurs, funders and the devel-
opment of Industry 4.0.In order to answer these questions, this work focused on
one of the most cited and studied databases about startup funding:Crunchbase.
The importance of a startup is usually measured in terms of the funds it is able
to collect [105]and, moreover,this is the only quantitative information con-
tained in Crunchbase.Nonetheless,this does not provide a complete overview
on the functioning of the startup ecosystem.In fact, just considering funds does
not allow, for example, to highlight the role of those elements characterized by
a high money conveyance:they are crucialfor the working ofthe ecosystem
but are completely overlooked by a naive funds’analysis.On the contrary,as
shown in this work,graph theory gives the opportunity to use ad-hoc metrics
to quantitatively define different kinds of importance, or strategic value, of the
elements.In particular,the features characterizing different kinds of investors
and startups have been found.For example , the role of Accelerators has been
highlighted.They are private funders that,above all,mentor startups in all
their activities and,following this work’s analysis,they are characterized by
two properties:(1) they are able to attract a higher number of funders than all
the other investors;(2) they are the most effective in conveying money within
the startup ecosystem.Moreover, it has been possible to highlight also the fea-
tures characterizing different kinds of startups.For example, those dealing with
e-Payments are not characterized by raising high funds, but by their ability of
investing and convey them.These insights are confirmed by the economic litera-
ture [180].These insights have been found in a purely data driven way thanks to
graph modelling and could not have been found using naive statistical analysis
of funds.

Moreover,the role ofa startup in the ecosystem,as measured by graph
metrics, has been linked to its future success, defined as the ability of collecting
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more funds than allthe others.Even though this definition ofsuccess is not
the only possible one,it is both straightforward and the most common in the
economic literature [215].It should be underlined that this last analysis is
independent from firms’business characteristics (e.g.number ofemployees,
headquarter’s country),that are also difficult to obtain,but is based only on
the funding relations defining the startup ecosystem.It has been found that
the role a startup plays in the startup ecosystem is a good proxy of its ability
of collecting high funds within four years.

Another feature characterizing Industry 4.0 is consumers’ possibility of shar-
ing their opinions and ideas about products and experiences by posting reviews
on online socialplatforms (e.g.TripAdvisor,Facebook,Amazon). These re-
views can,in principle,influence other consumers spread allover the world in
their decision making process and determine the success ofa firm. This phe-
nomenon is so well acknowledged and fundamental in the Industry 4.0 context
such that consumers are also identified as co-producers [17].Accordingly, one of
the key aspects of a firm’s activity should be that of intercepting and forecasting
consumers’ needs and tastes from reviews in order to have more targeted mar-
keting campaigns and a more effective production.From these considerations
stems the third research question of this work:

• RQ-3. How can insights from textual data be automatically extracted?

Accordingly, this work focused on extracting insights from reviews about one
of the most profitable economic activities, especially in Italy:tourism [216].In
particular, reviews extracted from Tripadvisor about Apulian tourism accomo-
dation facilities have been considered.Thanks to Natural Language Processing
(NLP) techniques and Machine Learning tools,it has been possible to high-
light those concepts that mainly influence reviews in being positive or negative.
Specifically,thanks to Explainable Machine Learning (XAI) techniques based
on Shapley values [92],words related to food and staff can be highlighted as
positively perceived from tourists, meaning that food quality and a friendly staff
are fundamentalto be appreciated by tourists.On the other hand,words like
room and work make reviews being negative.This means that room quality
and services needed for smart working are aspects that should be improved for
an effective tourist welcome.These insights have been found feeding reviews’
textualdata into Machine Learning algorithms combined with Explainability
techniques, without any other external additional information.

The analyses carried out in this work show that shedding light on the re-
lations among Industry 4.0, Complex Systems and Machine Learning gives the
possibility of extract useful insights for boosting firms’ competitiveness and in-
novative potential.Moreover,some future perspectives ofthis work can be
pointed out.As regards RQ-1, it can be stated at a local level:does the socio-
economic context ofa region (resp.a city) influence the effectiveness ofits
innovation ecosystem?Using a wide set oflocalsocio-economic indicators,a
graph model taking them into account can be built and insights can be derived
by comparing graph’s outcomes from community detection with those deriving
from rankings of local innovation ecosystems like that of Startup Genome [119]
or the corresponding local version of StartupBlink [118].Accordingly, it will be
possible to establish more targeted cues about which politicaland economical
actions to take for exploiting the unexpressed potential of territories and boost
their economy.
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As regards the second research question, graph theory has proven to be ef-
fective in measuring different kinds of importance of an element in the startup
ecosystem,giving the possibility of deriving insights about the most strategic
elements of this system.Moreover, a Logistic Regression model has been built
that relates the metrics’ values of an element with its probability of being suc-
cessful in the future.This analysis can be deepened in two ways:(1) considering
more sophisticated Machine Learning models (e.g.Random Forest, Neural Net-
work architectures);(2) adding firms’business information (e.g.number of
employees, headquarter’s nation) as input features of the model and determine
if the model improves its performance or not and what are the features leading
a firm towards success.

Considering RQ-3, this work has been focused on the analysis of tourists’ re-
views about Apulian accomodation facilities.Even though the proposed frame-
work has proven to be effective in analyzing textualdata,it can be improved
by using the tourists’characteristics (e.g.nationality,age) as input features
in the Machine Learning models aiming at determining reviews’ sentiment.In
fact,the needs and tastes of teenagers are likely to be different from those of
older people and, accordingly, the evaluation of tourism offer would also differ.
Moreover,the developed framework can be applied to every activity in which
the automated analysis oftextualdata is fundamentalfor extracting insights
about products or experiences.Nonetheless, there is still room for improvement.
In fact, the NLP techniques used are based on the so-called bag-of-words model,
according to which the words alone are able to express the meaning of a mes-
sage,regardless of their order.Accordingly,the considered Machine Learning
models use every single word as an input feature (through the TF-IDF matrix).
Even though this analysis gives positive results,it can be improved in two re-
spects:(1) using more recent Neural Network architectures like the Multi Layer
Perceptron; (2) by leveraging the order in which words appear in a review and
considering models that are able to use this additive information.Accordingly,
the next steps ofthe analysis done for answering RQ-3 would encompass the
use ofNeuralNetwork architectures endowed with memory mechanisms,like
the Recurrent NeuralNetwork (e.g.Long-Short Term Memory,Gated Recur-
rent Unit), in order to be ever more precise in intercepting customers’needs
and tastes and boosting firms’ competitiveness.
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Appendix A

2019 StartupBlink ranking

In Table A.1 the 2019 StartupBlink country ranking is reported, with the overall
score and the three indexes that compose it.The first two columns indicate the
country names and the corresponding ISO-3166 alpha-3 codes.The remaining
four columns represent the StartupBlink index and the corresponding constitu-
tive indices (Quantity,Quality and Business index) respectively.Continues on
the next page.

Country ISO code StartupBlink Quantity Quality Business
United States USA 44.09 12.29 22.02 9.78

United Kingdom GBR 16.72 1.86 5.10 9.76
Canada CAN 15.87 1.24 5.10 9.54
Israel ISR 14.63 0.35 5.21 9.07

Australia AUS 12.95 0.64 2.71 9.61
The Netherlands NLD 12.91 0.34 3.27 9.29

Sweden SWE 12.77 0.19 2.87 9.71
Switzerland CHE 12.53 0.21 3.06 9.26
Germany DEU 12.46 0.71 2.25 9.50

Spain ESP 12.40 0.56 2.42 9.4
France FRA 11.45 0.50 1.59 9.36
Finland FIN 11.37 0.11 1.63 9.62
Estonia EST 11.27 0.10 1.52 9.64
Ireland IRL 11.12 0.16 1.44 9.52
Russia RUS 10.88 0.71 1.18 8.98

Denmark DNK 10.66 0.14 0.65 9.87
India IND 10.65 1.48 0.59 8.58

Lithuania LTU 10.52 0.10 0.74 9.67
South Korea KOR 10.47 0.07 0.97 9.43

Poland POL 10.45 0.21 0.89 9.35
Singapore SGP 10.43 0.06 0.89 9.48

Czech Republic CZE 10.17 0.10 0.75 9.31
Japan JPN 10.10 0.14 0.72 9.24
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Country ISO code StartupBlink Quantity Quality Business
Belgium BEL 10.09 0.13 0.81 9.14

Italy ITA 10.07 0.31 0.72 9.03
New Zealand NZL 10.06 0.06 0.10 9.90

China CHN 10.04 0.42 1.30 8.32
Austria AUT 10.04 0.12 0.46 9.47
Portugal PRT 10.03 0.17 0.53 9.33

Chile CHL 9.77 0.18 0.64 8.95
Ukraine UKR 9.72 0.23 0.81 8.69
Mexico MEX 9.68 0.18 0.52 8.98

Thailand THA 9.67 0.11 0.51 9.05
Colombia COL 9.45 0.15 0.51 8.79
Bulgaria BGR 9.26 0.08 0.28 8.89
Serbia SRB 9.21 0.07 0.06 9.09
Brazil BRA 9.21 0.46 0.72 8.03

Romania ROU 9.21 0.13 0.07 9.02
Hungary HUN 9.18 0.08 0.10 9.00

United Arab Emirates ARE 9.12 0.11 0.08 8.93
Indonesia IDN 8.89 0.10 0.54 8.25
Greece GRC 8.82 0.09 0.06 8.67
Turkey TUR 8.65 0.22 0.05 8.37

Argentina ARG 8.63 0.16 0.61 7.85
Latvia LVA 8.48 0.05 0.34 8.09
Norway NOR 8.41 0.05 0.07 8.30
Malaysia MYS 8.38 0.10 0.51 7.76
Slovenia SVN 7.91 0.04 0.15 7.72
Slovakia SVK 7.80 0.05 0.06 7.69
Croatia HRV 7.57 0.06 0.10 7.41

South Africa ZAF 7.55 0.05 0.51 7.00
Kenya KEN 7.42 0.06 0.01 7.36

Luxembourg LUX 6.99 0.03 0.38 6.57
Philippines PHL 6.82 0.04 0.50 6.27

Belarus BLR 6.33 0.03 0.02 6.28
Nigeria NGR 6.00 0.11 0.00 5.89
Peru PER 5.80 0.05 0.51 5.24

Iceland ISL 5.66 0.02 0.29 5.35
North Macedonia MKD 5.64 0.02 0.07 5.54

Egypt EGY 5.60 0.06 0.00 5.54
Pakistan PAK 5.34 0.08 0.00 5.26
Georgia GEO 5.16 0.01 0.04 5.11
Armenia ARM 5.09 0.02 0.06 5.01
Rwanda RWA 4.74 0.01 0.01 4.71
Morocco MAR 4.70 0.02 0.00 4.68
Moldova MDA 4.45 0.01 0.04 4.40

Azerbaijian AZE 4.41 0.01 0.02 4.38
Cyprus CYP 4.39 0.01 0.15 4.23

Kazakhstan KAZ 4.35 0.01 0.01 4.33
Puerto Rico PRI 4.16 0.01 0.04 4.11

Uruguay URY 4.15 0.02 0.05 4.07
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Country ISO code StartupBlink Quantity Quality Business
Vietnam VNM 4.06 0.02 0.32 3.72
Jordan JOR 3.96 0.02 0.02 3.91
Tunisia TUN 3.86 0.01 0.01 3.83
Ghana GHA 3.77 0.02 0.01 3.74

Bosnia and Herzegovina BIH 3.72 0.01 0.04 3.67
Ecuador ECU 3.62 0.02 0.01 3.59
Sri Lanka LKA 3.61 0.02 0.01 3.58

Dominican Republic DOM 3.47 0.01 0.01 3.45
Saudi Arabia SAU 3.35 0.02 0.00 3.32

Uganda UGA 3.03 0.01 0.00 3.02
Lebanon LBN 2.80 0.01 0.03 2.76

Iran IRN 2.72 0.02 0.00 2.70
Cameroon CMR 2.61 0.01 0.01 2.60
Albania ALB 2.38 0.00 0.05 2.33

Costa Rica CRI 2.29 0.01 0.03 2.26
Bangladesh BGD 2.22 0.02 0.00 2.20

Jamaica JAM 2.17 0.01 0.05 2.12
Malta MLT 2.07 0.01 0.10 1.96

Botswana BWA 1.98 0.00 0.05 1.93
El Salvador SLV 1.97 0.00 0.02 1.94

Zambia ZMB 1.92 0.00 0.01 1.91
Venezuela VEN 1.82 0.01 0.00 1.80

Trinidad and Tobago TTO 1.62 0.00 0.03 1.60
Bahrain BHR 1.61 0.00 0.07 1.54
Paraguay PRY 1.49 0.01 0.02 1.46

Qatar QAT 1.24 0.01 0.06 1.18
Bolivia BOL 0.82 0.01 0.01 0.80
Algeria DZA 0.81 0.00 0.00 0.80
Ethiopia ETH 0.01 0.01 0.00 0.00
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Appendix B

StartupBlink:community
detection and clustering
analyses

B.1 Spin Glass and Leiden algorithms:feature
space exploration

The heatmaps in Figures B.1–B.10 represent the performances ofhierarchical
Spin Glass and Leiden community detection algorithms,at the different steps
required to identify the most stable and reliable partition.

Figure B.1: Performance indicators for Spin Glass algorithm applied to the
whole StartupBlink network.Two communities are found:community 0 (49
nodes) and community III (51 nodes).
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Figure B.2:Performance indicators for Spin Glass algorithm applied to commu-
nity 0.Two subcommunities are found:community I (22 nodes) and community
II (27 nodes).

Figure B.3: Performance indicators for Spin Glass algorithm applied to com-
munity III. There is no further subdivision.

Figure B.4: Performance indicators for Spin Glass algorithm applied to com-
munity I. There is no further subdivision.

Figure B.5: Performance indicators for Spin Glass algorithm applied to com-
munity II. There is no further subdivision.

B.2 Why not classical clustering methods?
The methods exposed previously to obtain groups ofsimilar countries in an
unsupervised way are based on graph theory.Nonetheless, it may be question-
able the use of graph methods to modelelements,the StartupBlink countries,
represented by numerical features, the WDIs, that do not describe interactions
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Figure B.6:Performance indicators for Leiden algorithm applied to the whole
StartupBlink network.Two communities are found:community 0 (49 nodes)
and community III (51 nodes).

Figure B.7:Performance indicators for Leiden algorithm applied to community
0. Two subcommunities are found:community I (22 nodes) and community II
(27 nodes).

Figure B.8:Performance indicators for Leiden algorithm applied to community
III. There is no further subdivision.

Figure B.9:Performance indicators for Leiden algorithm applied to community
I. There is no further subdivision.

among them, but simply their characterising features.
Actually, the so called clustering methods have been developed to find groups

(also called clusters) of similar objects in a set, representing data associated to
each object as points in a multidimensional space, the feature space [44].

In order to show the advantage ofthe network modeleven with this kind
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Figure B.10:Performance indicators for Leiden algorithm applied to community
II. There is no further subdivision.

of data,different classicalclustering algorithms have been applied,comparing
their performances to those obtained with community detection algorithms.In
particular,three ofthe most relevant algorithms in clustering problems have
been considered:K-means, K-medoids and hierarchicalclustering [217, 46].

K-means is one ofthe most popular clustering algorithms,widely used in
both academic and industrial settings [44].This algorithm focuses on the min-
imization,through an iterative process,of the sum of squared errors (SSE),
determined by using the Euclidean distance among points:

SSE =
KX

j=1

X

i S∈ j

||x i − µ j ||2

where:i = 1, . . . , n identifies the objects, K is the number of clusters, Sj is
the jth cluster, xi is the data vector corresponding to the i−th object, µj is the
centroid of the j−th cluster and || . . . || denotes the Euclidean norm.

K-means has two drawbacks:(1) it is a stochastic algorithm, in which differ-
ent runs generally provide different clustering results; (2) the number of clusters,
K, should be fixed a priori.

To solve the first issue, 100 different runs of K-means have been performed,
in order to check the robustness ofthe minimization process.As regards the
second issue, the optimal number of clusters can be found considering both the
SSE and the mean Silhouette score [218]together.The latter is a measure of
the clustering quality, based on averaging over all objects the Silhouette score,
defined for a given data vector xi , as

si =
bi − a i

max(a i , bi )

where ai is the average distance between xi and all other points in the same
cluster, while bi is the average distance between xi and all points in the nearest
cluster.The optimal number of clusters corresponds with the elbow point of the
SSE vs K curve [219]and,at the same time,with the maximum of the mean
Silhouette score.If these two conditions are not satisfied together,it can be
concluded that K-means is not well suited for clustering the considered data.

The same reasoning on the clustering quality applies to K-medoids.This
algorithm is similar to K-means,in which actualdata points are chosen as
cluster centers,rather than the centroids.Moreover,K-medoids can be used
with arbitrary distances [220] in order to calculate SSE and the mean Silhouette
score.In this work,three common metrics have been used:Euclidean,Cosine
and Manhattan.
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Another approach is the Hierarchicalclustering applied to the data points
in the feature space.This class of algorithms differs from previous ones since
it does not require to fix the number of clusters.In this work,a Hierarchical
clustering algorithm is implemented that starts with each data point considered
as an individual cluster, and iteratively merges the closest pairs of clusters until
it ends up with a single cluster encompassing all data points.

In order to avoid the effect of outliers and putting all data points in clusters
on a same ground, the average linkage is applied (see section 2.2.1).Also in this
case, the Euclidean, Cosine and Manhattan metrics are considered to calculate
distances among clusters.

Moreover, Hierarchical clustering, unlike K-Means and K-Medoids, is deter-
ministic and produces dendrograms,which can be helpfulin interpreting the
results.It is important to remark that, since Hierarchical clustering algorithms
are not optimization problems,SSE and Silhouette are not reliable measures
of the partition quality.Accordingly,the IPR values at various levels ofthe
dendrogram can be used as a factor to evaluate the quality of the subdivision
for each of the considered metrics.

B.2.1 Clustering results for StartupBlink countries
In this section the performance of classical clustering algorithms will be shown.
In particular,it will be observed that the performance ofclassicalclustering
algorithms is not satisfactory, thus making network methods necessary.

In figure B.11, the SSE and mean Silhouette score of the K-means algorithm
are presented, as a function of the number of clusters (K). It can be observed the
absence of an elbow-point in the SSE plot.Moreover, the maximum mean Sil-
houette value is obtained for K = 2, where SSE also reaches its maximum.This
implies that K-means is not well suited for an efficient partition of StartupBlink
countries.

In Figure B.12,one can observe the same inconsistency in the case of SSE
and mean Silhouette for K-medoids,with the Euclidean,Cosine and Manhat-
tan metrics.Therefore,even K-medoids algorithms cannot be considered as a
suitable clustering method for StartupBlink countries.

As regards hierarchicalclustering algorithms,figure B.13 shows the corre-
sponding dendrograms.Moreover,the IPR values of the various partitions re-
turned by the algorithms are considered as a measure of the clustering quality.

In Table B.1, the IPR values are shown corresponding to a number of clusters
going from K = 10 to K = 2. It can be noticed a discrepancy,for all values
of K, between the number ofgroups and the IPR,indicating the presence of
clusters with a very small number of elements.

Actually, this tendency to create highly uneven partitions can be already ob-
served by inspecting the dendrograms of figure B.13.On the other hand, such a
fragmentation is avoided in the network community detection, as demonstrated
both by the final (22, 27, 51) partition reported in section 4.1.3, and by the de-
tailed results of the community detection algorithm (see figures in the previous
section), where at each step, the optimal communities are characterized by IPR
close to the partition cardinality.

93



Figure B.11:SSE (left panel) and mean Silhouette value (right panel) ofK-
means clustering for StartupBlink countries, at different values of K (numbers of
clusters).Error bars are determined by the variance of the considered quantities
over 100 runs of the algorithm.

Figure B.12:SSE (panels in the left column) and mean Silhouette value (panels
in the right column) ofK-medoids clustering for StartupBlink countries,at
different ofK, for Euclidean,Cosine and Manhattan metric.Error bars are
determined by the variance ofthe considered quantities over 100 runs ofthe
algorithm.

94



Table B.1:IPR values of the partitions returned by hierarchicalclustering al-
gorithms,based on the Euclidean,Cosine and Manhattan metrics,at different
cluster numbers k.

k Euclidean Cosine Manhattan
10 1.918 1.927 3.030
9 1.905 1.916 2.883
8 1.889 1.903 1.468
7 1.880 1.879 1.467
6 1.368 1.879 1.433
5 1.252 1.869 1.423
4 1.062 1.337 1.300
3 1.062 1.224 1.299
2 1.020 1.173 1.041

Figure B.13:Hierarchical clustering dendrograms, obtained using the Euclidean
(left panel),Cosine (center) and Manhattan (right) metrics,with the average
linkage method.The vertical axes report the values of the metric.
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Appendix C

Crunchbase:main features
and statistical analyses

C.1 Dataset description
In Table B.1 the 17 different datasets composing Crunchbase are listed, together
with their brief description.

Table C.1

File Name Short Description
1. Acquisitions Data about acquisitions
2. Category_groups A list of all economic categories within the data
3. degrees Educational qualification of tracked people
4. event_appearances events and participating people
5. events A list of all recorded events
6. funding_rounds Description of funding rounds
7. funds The file includes all present investment funds
8. investment_partners partnerships established in funding rounds
9. investments Information about leader investors in funding rounds
10. investors A description of all Crunchbase investors
11. ipos Firms at initial public offering stage
12. jobs Job career of tracked people
13.org_parents The list of subsidiaries and controller companies
14.organization_descriptionsDescription of firm activities
15.organizations A detailed description of all Crunchbase firms
16.people A list of all people in Crunchbase
17.people_description A description of tracked people
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C.2 Most present elements’ attributes
Table B.2 shows the most present features of Crunchbase dataset.

Table C.2

Ranking Nationality Economic category Investor type
1. USA (53.6%) Internet services (19.3%) Business Angel (60.4%)
2. UK (7.6%) e-Payments (14.4%) Venture Capital (27.8%)
3. IND (4.2%) Software (6.1%) Private equity (6.2%)
4. CAN (3.0%) Science (5.8%) Accelerator (1.9%)
5. CHI (2.9%) ICT (5.6%) Government Office (1.1%)
6. DEU (2.8%) e-Commerce (5.0%) Incubator (1%)
7. FRA (2.3%) Sharing transportation (4.4%)Investment bank (0.9%)
8. ISR (1.7%) Apps development (4.3%) Fund (0.5%)
9. AUS (1.5%) Healthcare (4.1%) Secondary purchaser (0.03%)
10. ESP (1.3%) Advertising (3.9%) Startup competition (0.003%)

C.3 Funding and network metrics:global distri-
bution differences and top fifty ranking

Normalized distributions of Funding, Indegree, Outdegree and Betweenness are
shown in figure C.1.All network centrality distributions are significantly dif-
ferent from the funding one:Indegree (p ∼ 10−16 ), Outdegree (p ∼ 10−6 ),
Betweenness (p ∼ 10−4 ).

Figure C.1
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Table C.3

Rank Funding Indegree Outdegree Betweenness
1. Verzion Comm. Uber 500 Startups Y Combinator
2. Tsinghua Unigr. Int. Atrium LTS Y Combinator FundersClub
3. Didi Chuxing Flexport Sequoia Capital Techstars
4. Tesla DocuSign New Enterprise Associates StartX
5. China Unicom Pinterest Intel Capital Alibaba
6. Uber SeatGeek Accel Partners Alchemist Accel.
7. Rosneft Opendoor NYSERDA Groupon
8. WeWork CardioDx Kl. Perk. Cauf. & Byers Salesforce
9. AT&T Wir. Mob. Gr. Lyft SOSV Google
10. Alibaba Prosper Wayra Crowdcube
11. Meituan-Dianping Fab Draper Fisher Jurvetson (DFJ) Seedcamp
12. Flipkart Mattermark SV Angel Betaworks
13. Clearwire Active Network Start-Up Chile Startupbootcamp
14. Hilton Worldwide TransMedics Bessemer Venture Partners Seedrs
15. Apple Tesla Techstars WR Hambrecht
16. SH Pudong Dev. Bank Practice Fusion Right Side Cap. Manag. Baidu
17. Sberbank Domo Technology Development Fund DST Global
18. COFCO Neuronetics Greylock Partners AngelList
19. Jumpstart Ltd PTC Therapeutics First Round Capital 500 Startups
20. Charter Comm. Airbnb Goldman Sachs AOL
21. Ping An EndoGastric Sol. Index Ventures Tencent Hld.
22. Suning ecomom Lightspeed Venture Partners Digital Curr. Gr.
23. Ant Financial Artsy Battery Ventures Slack
24. Airbnb Bluesmart Plug and Play Amplify.LA
25. Gas Natural Scopely High-Tech Gruenderfonds Yahoo
26. Nvidia Namely Crowdcube Visionplus
27. Evonik Industries Pivot3 Brand Capital Rock Health
28. First Data Corp. Sun Basket Venrock OurCrowd-GCai
29. Grab Keen IO Andreessen Horowitz Didi Chuxing
30. Ele.me Memebox Corp. Benchmark JFDI.Asia
31. AccorHotels Klout General Catalyst CircleUp
32. Xerox Boxed Khosla Ven. Amazon
33. Allegro Spotify Norwest Ven. Ptrs - NVP Anthemis Group
34. Toys |R| Meru Networks GV Cisco
35. Toutiao Doppler Labs Redpoint Kickstarter
36. Ola Casper Menlo Ventures Uber
37. Reliance Jio Inf. Ltd. Kamcord Canaan Partners Xiaomi
38. B2M Solutions Proterra Atlas Venture Lighter Capital
39. Magic Leap Actelis Networks Northstar Ventures SeedInvest
40. Roche Luxe Matrix Partners Entrepreneur First
41. Lazada Group Calient Tech. Pol. Partners LetsVent.
42. Snap Inc. Slack U.S. Venture Ptrs (USVP) Garage Tech. Ven.
43. Lyft GENBAND Seedrs PayPal
44. Safaricom Black Duck Sw. Silicon Valley Bank Snapdeal
45. Delivery Hero ColorChip Foundation Capital Silver Lake Ptrs
46. Spotify SpotHero Mayfield Fund Wefunder
47. Univ. Studios Jp. Path Kima Ventures Imagine K12
48. Infor Optimizely IDG Capital Partners Rocket Internet
49. One97 Comm. Beepi Startupbootcamp HIGHLINEvc
50. Xiaomi LeadGenius CRV One97 Comm.
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C.4 Funding and network metrics:distribution
differences for Country,Investor type and
Economic category

Figure C.2: Comparison between Indegree and Funding distributions for Na-
tionality.
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Figure C.3: Comparison between Indegree and Funding distributions for In-
vestor Type.
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Figure C.4:Comparison between Indegree and Funding distributions for Eco-
nomic Category.
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Figure C.5:Comparison between Outdegree and Funding distributions for Na-
tionality.
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Figure C.6:Comparison between Outdegree and Funding distributions for In-
vestor Type.
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Figure C.7:Comparison between Outdegree and Funding distributions for Eco-
nomic Category.
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Figure C.8: Comparison between Betweenness and Funding distributions for
Nationality.
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Figure C.9: Comparison between Betweenness and Funding distributions for
Investor Type.
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Figure C.10:Comparison between Betweenness and Funding distributions for
Economic Category.
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C.5 Statistical analyses
By definition, an outlier is an observation exceeding a distance of 1 .5 × IQR(X)
from the first and third quartiles of its distribution X, where X = funding, inde-
gree, outdegree and betweenness.Funds and centrality measures have long-tail
distributions with large skewness and this feature may entail an overestimation
of outliers.To tackle this issue, the experimental distributions have been boot-
strapped ten thousands of times, estimating each time the left and right outlier
thresholds and, finally, these results have been averaged.Accordingly, only ob-
servations exceeding these robust averaged left and right thresholds have been
identified as outliers.

All statistical tests performed in this work are non-parametric Kolmogorov-
Smirnov tests.Calculated p-values were corrected according to multiple hy-
pothesis testing with Bonferroni correction.

Finally, to evaluate the effect of centrality measures on funding outliers, cen-
trality measures have been considered for each year, from 2000 to 2017 and as-
signed the label 1 to those firms resulting funding outliers in the future 1, 2, . . . , 9
years.Thus 9 distinct datasets have been obtained,di , i = 1, . . . , 9;for each
one,100 10−fold cross-validation analyses have been performed,in order to
determine the model accuracy.

The findings presented in this work exploit the informative content provided
by aggregate funds collected by each firm until 2017.Accordingly, it is possible
to take into account:

• the information deriving from the overall temporal series of collected funds
and exploiting it to obtain an accurate model of success;

• the economic interplay established over time and the bonds which therefore
shape the network structure;

Considering funds collected over a long temporal range makes the aggregate
network less sensitive to statisticalfluctuations.Aggregating funds and there-
fore connections weakens the weight of each year with respect of the whole time
series; the longer the series, the weaker the importance of each year.Therefore,
aggregating information can be usefulto explore globaltrends and strengthen
the model’s robustness.
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