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Summary

The high level of greenhouse gases as well as the presence of anthropogenic
toxic gases in the atmosphere are responsible for climate change and diseases, and
the transportation sector is recognized as one of the root causes of these issues. For
this reason, the need for reduction of pollutant emissions and fuel consumption from
vehicles has leaded the technological innovation in the automotive field, at least in
the last sixty years. These topics can be addressed both through engine (or power
unit) technologies and vehicle technologies, the first related to the process that leads
to the production of mechanical power on-board, the latter referring to the vehicle
power demand, i.e. how the mechanical power available from the engine is
managed to overcome resistances. This dissertation presents a research work
developed to address both these topics, and to assess the combined effect of two
technologies, one related to combustion engines and the other related to the
reduction of vehicle power demand. Specifically, the PhD activity here presented
has developed two main projects in parallel: on the engine side, the aim of the
research activity was the implementation of a non-conventional diesel combustion
strategy, namely a premixed-charge compression ignition (PCCI) combustion
mode, as a way to abate the production of soot and nitrogen oxides in the cylinder;
on the vehicle side, the project work has been devoted to the development of an
automatic system for smart management of tire pressure on board and to assess the
effects of tire pressure on vehicle energy demand and fuel consumption. Finally,
the combined effect of the two technologies has been assessed through simulations
on a light-duty commercial vehicle.

More in detail, the potentialities of the abovementioned PCCI combustion has
been experimentally assessed first on a production diesel engine for light-duty
commercial vehicles, and later applied to a prototype version of the same engine,
developed on-purpose to extend the range of application of the PCCI combustion
mode. By means of a single early injection strategy and a high EGR rate, and
keeping the overall air-fuel mixture in a narrow lean range close to the
stoichiometric condition (i.e., A = 1.1-1.35), it was possible to implement on the
prototype engine the PCCI combustion mode up to 8.5 bar bmep and 3000 rpm. In
this area, that is almost half of the speed-load map of the engine, it was possible to
reduce by more than 85% the engine-out emissions of nitrogen oxides (NOx) and
by more than 90% the soot engine-out emissions. Nevertheless, this also produced
an increase of fuel consumption by 3-11% and a high increase in the emissions of
unburned hydrocarbons (HC) and carbon monoxide (CO), which have been



partially treated through a diesel oxidation catalyst. Mayor issues are highlighted at
low engine load, where the catalyst does not reach the light off temperature due to
the low temperature of the exhaust gases.

In order to improve the control over the combustion process, aiming at the
enhancement of the application of PCCI combustion mode, combustion phasing
controls have also been tested and models for the accurate control of EGR flow rate
have been developed. These topics have been implemented and tested on the
original production engine only, both under conventional diesel combustion and
under PCCI combustion. The results of these activities, and their potential benefits
on PCCI combustion, will also be discussed in this thesis.

For what concerns the reduction of vehicle power demand through the
automatic management of tire pressure, the project was first developed on a
passenger car, which included the design and test of a dedicated system to be
installed on board, and the assessment of the potential effects of tire pressure
management on driving cycles and on an annual mission. For passenger cars, the
potentiality of this technology has been assessed as a reduction of 1-1.4% in fuel
consumption on an annual basis, and up to 2.8% if the reference case is a common
misuse condition. Then, the study has been extended and replicated on a light-duty
and a heavy-duty commercial vehicle. For this purpose, a software tool was
specifically developed to assess the effect of tire pressure on vehicle energy demand
and fuel consumption, being this software designed to include the tire pressure as a
variable parameter to be set for each simulation, and possibly also variable along a
simulation. The fuel economy improvement obtainable on an annual basis through
this kind of technology was estimated in 1.7-1.9% on a heavy-duty truck and of 1.7-
2.1% on a light-duty commercial vehicle, if the reference case for comparison is a
common misuse condition. Also for commercial vehicles, a dedicated system layout
and its integration on board have been discussed and a preliminary design is
reported in this dissertation.

Finally, the combined effect of the two technologies on a light-duty
commercial vehicle has been simulated on some reference driving cycles and on
annual missions. PCCI combustion has proved to reduce NOy emissions by up to
20-73%, and soot by 32-78%, in highway and urban driving respectively. A
significant increase in engine-out HC and CO emissions is remarked, although the
tailpipe emissions with warm engine are estimated below Euro VI limits. The
increase in fuel consumption due to PCCI combustion is estimated as 1.6-2.4% on
an annual basis, and can be largely mitigated by the introduction of an automatic
tire pressure management system. Considering also side benefits, i.e. the reduction
of tire wear and urea consumption, the combined effect of the two technologies
would lead to a reduction of the total cost of ownership of the vehicle, which would
make these technologies of interest for the market of commercial vehicles.
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Introduction’

The increasing technological capability in tracing and using energy resources
has fostered the industrial revolution and the improvement in human wellbeing in
the last two centuries. Quality of life, and related variables, have been found to be
correlated to energy consumption per capita [1] as well as to indices related to
energy availability, usage and distribution [2]. Transporting goods and people for
medium and long distances is one of the factors that enabled the improvement of
quality of life: historical evidence shows that aggregated distance travelled by
vehicles has been increasing concurrently to the growth in the national GDP,
although it is not possible to assess the causality between these two variables [3].
On the other hand, this development relied on the massive usage of fossil fuels [4],
which caused a substantial increase in CO; emissions, therefore altering the Earth’s
radiative equilibrium [5]. Moreover, burning fossil fuels also contributes to the
presence in the atmosphere of pollutants that affect the health of human beings and
cause every year 3.3 million deaths all over the world, 5% of which (165’000
deaths/year) are due to transportation [6]. The foreseeable scenario about primary
energy sources confirms the predominant role of fossil fuels, especially in the
transportation sector, which accounts for 25% of the world’s total energy
consumption [4]. Road vehicles represent 81% of the transportation energy demand
[7], and are responsible for nearly 60% of the global oil demand and 10% of global
GHG emissions, 95% of which is CO: [8]. This scenario, which indicates
transportation as one of the main responsible for energy consumption, GHG
emissions and air pollution, has forced legislators and car makers to take
countermeasures.
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Vehicle Emissions Standards

The issue of pollution due to transportation was first recognized as a problem
during the Sixties in California, where the visible smog and the increase of diseases
due to low air quality brought the local public institutions to take some
countermeasures. An investigation by the State Department of Public Health
recognized internal combustion engines as one of the main contributors to
anthropogenic air pollution, which leaded to the institution of an administrative
organization devoted to face this issue, which was first named the Motor Vehicle
Pollution Control Board [9]. The first regulation to limit the emissions of pollutants
in the atmosphere was set by the Board in 1961, and it consisted in imposing the
installation on new cars (and later also involved the retrofitting of existing models)
of a device meant to recirculate blow-by gases from the crankcase to the engine
intake system [9]. As a consequence, the concentration of pollutants — and
especially of unburned hydrocarbons — in the Los Angeles area remained constant
in the following years, despite the rapid increase of the circulating vehicles [9]. This
result encouraged the extension of this regulation at the national level in the USA.
Soon later, new regulations were adopted with the aim of pushing technological
innovation to increase the combustion efficiency, to reduce the tailpipe pollutants
through after-treatment systems (starting from 1966 in California) and to limit
evaporative losses from the fuel tank and the carburetor [9, 10]. In 1970 the US
Environmental Protection Agency (EPA) was founded, aiming to set legislations
on air quality [11]. Since then, in the US two regulatory organizations exist: the
EPA, which sets the federal emission standards and the related procedures, and the
California Air Resources Board (CARB), which generally sets more stringent
standards and procedures than EPA, which are valid for California and for other US
states that agree on a voluntary basis to adopt CARB standards [12]. Thus, the State
of California is still in charge for a leading role in the field. In 1970 also in Europe
the first regulation was approved to set a limit to the emissions of unburned
hydrocarbons and carbon monoxide emitted by vehicles endowed with spark
ignition engine, which involved the definition of a test cycle to be operated at the
vehicle dynamometer (roller test bench) [13].

Therefore, since the Sixties-Seventies, regulations on pollutant emissions have
been one of the main factors to drive technological innovation, which had a strong
impact on the evolution of vehicles, including their design. Furthermore, many
technologies first developed to comply with pollutant emissions regulations, also
had an impact on vehicle performance, fuel economy, drivability and safety [10].
As an example, the introduction of two-way catalysts first, and three-way catalysts
later, raised the issue of combustion control, thus enabling the usage of electronic
controls on the engine to properly adjust the amount of fuel injected by means of



electronically-controlled injectors through a closed-loop control of the current air-
to-fuel ratio [10].

During the last twenty-five years the emission standards have been tightening
the limits, till reaching, for passenger cars and light duty vehicles, the current Euro
6 limits in Europe and the EPA Tier 3 standards in USA [12]. Figure 1 shows the
evolution of the emission regulation referring to the limits on NOx and PM
emissions. For gasoline vehicles the European regulations up to Euro 4 were not
imposing any limitation on PM, (therefore, the NOx limits corresponding to Eurol
to Euro 4 regulations are represented through vertical lines). It is also worth to
notice that Euro 2 regulation was setting two different limits on diesel vehicles, one
for direct injection (DI) engines, and one for indirect injection (IDI) ones. It is also
worth to mention that the plotted NOx limits for Euro 1 and Euro 2 refer actually to
limits on (NOx+HC). Still referring to EU regulations reported in the graph, the
limits plotted for light duty vehicles refer to the vehicles categorized as N1, Class
I1, i.e. with a mass between 1305 kg and 1760 kg. Concerning the US regulations,
the EPA standards (Tier 1, Tier 2 and Tier 3) referred to the FTP-75 test cycle have
been represented. As Tier 1 and Tier 2 set different limits for different mileage/life
of'the vehicle, while Tier 3 refer to the whole vehicle life, then for all the regulations
the maximum considered mileage/life has been considered. For Tier 2 and Tier 3,
the bins representative of the fleet average have been plotted. The graph clearly
show the strong tightening of the emissions limits over time both in EU and in US.
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Figure 1: Regulated limits of NO, and PM emissions in Europe and US: evolution of the
emission regulations.



Anyway, in some cases these standards failed in catching realistic vehicles
equipment and working conditions, especially for what concerns European Union
regulations [14, 15]. As an example, some previous studies ([ 16-18] as reviewed in
[15]) found that nitrogen oxides (NOx) emissions from on-market Euro 6 diesel cars
exceed the regulated limits by a factor equal to 5 when tested on dyno and 6-7 when
tested on roads by means of Portable Emission Measurement Systems (PEMS).
Some studies clearly showed that the main causes for this discrepancies lay both in
the test cycle and in the testing procedure as a whole (e.g., [14]). In fact, on one side
the NEDC test cycle represented an unrealistic driving behavior with light
transients, low engine loads and some constant-speed driving periods, and on the
other side the test procedure left to the OEMs wide shadow areas with a substantial
freedom to choose the equipment of the vehicles tested for type approval. As a
consequence, the OEMs used to type-approve vehicles with low weight and
unrealistic road loads, which resulted in the increasing discrepancy between
officially declared emissions and real-world ones. Due to these reasons, the
European Union has recently introduced a new test procedure, in force since
September 2017, whose aim is to constrain the OEMs to use realistic conditions for
type-approval testing. The procedure is known as Worldwide Harmonized Light-
Duty Test Procedure (WLTP), and includes the adoption of test masses, inertias and
road loads that more properly represent the lower and upper boundaries of the on-
market variants of the vehicle to be type-approved [14]. The procedure also includes
a new test cycle, the Worldwide Light-Duty Test Cycle (WLTC), which has more
transient conditions and covers a longer distance with respect to the NEDC. This
cycle, anyway, does not result in any substantial increase of the average emissions
per unit distance with respect to the NEDC, as most of the emissions are usually
produced in the first period after the engine is switched on (cold-starts), and this
period would have a lower relative weight on a longer trip distance [14]. The
introduction of the WLTP/WLTC has been also accompanied with another
initiative, aimed at introducing in the type-approval procedure the evaluation of on-
road emissions by using the PEMS [10, 19]. This procedure, known as the Real
Drive Emissions regulation, consists in a supplemental measurement of vehicle
emissions during normal operation in on-road traffic conditions, in addition to dyno
testing on WLTC [20]. The PEMS raw emission results are then post-processed to
operate a normalization that accounts for the severity of the dynamic test conditions,
and that provides for each specie a unique emission factor for comparison with the
limits [15]. Currently, two normalization methods are allowed, and the OEM can
choose which of the two would be used for the type-approval. Additionally, driving
conditions that are considered too much severe are removed from the calculations,
and some multiplicative factors are applied to the Euro 6 limits to evaluate the
emissions conformity [15]. Especially, for NOx an emissions factor of 2.1 is applied
starting from September 2017, and it will be reduced to 1.5 from January 2020 [15,



20]. This means that, although Euro 6 limit for NOy measured on dyno is 60 mg/km
for gasoline passenger cars and light-duty commercial vehicles and 80 mg/km for
diesel ones, the same limits raise to 126 mg/km and 168 mg/km from 2017 and to
90 mg/km and 120 mg/km from 2020, respectively, for RDE testing. Similarly, a
conformity factor of 1.5 is defined for RDE particle number (PN) limit for diesel
and gasoline direct injection (GDI) engines [20]. These factors should account for
the higher severity of the test procedure with respect to dyno testing, as well as for
the possibly higher inaccuracy of the PEMS devices compared to laboratory testing
[15]. Finally, the limit thresholds for the acceptable emissions are further multiplied
by an additional factor higher than one (namely, the transfer function coefficient)
for those driving conditions that are not so severe to be excluded in the calculations,
but still considered highly demanding [15]. Thus, although the positive intentions
related to the introduction of real-world emissions measurements, a certain freedom
and a number of facilitations are still provided to the OEMs. According to some
authors [15] and to a large part of the public opinion [21-23], these facilitations, in
the form of the various emissions factors, are to be considered a win for the
automotive lobby, whose interest is to gain some time advantage to come on the
market with suitable solutions for proper pollutant emissions reductions. If, on one
side, it can be easily understood that Research needs suitable time to develop
breakthrough technologies, on the other side it is obviously clear also the interest
of the “automotive giants” (i.e., the larger OEMs) to maintain the “business-as-
usual” condition as long as possible. Moreover, it is worth noticing that diesel
vehicles represent 53% of the current European market share [14]. The
abovementioned non-compliance with NOy limits with respect to the Euro 6 limits
on NEDC, and the discussed facilitations on NOx and PM/PN in the introduction of
the RDE regulation also are a consequence of such a diesel-oriented market [15],
as diesel engines traditionally emit more NOy and particulate with respect to
gasoline ones. All these aspects result, in practice, in a substantial delay in the
implementation of actions towards the improvement of air quality.

Nevertheless, the introduction of these new standards, together with the clear
intention by the authorities to take countermeasures to limit air pollution, highlights
the need for advanced technologies. The field of Research related to Automotive
industry is working to provide solutions to the present and future markets. Recent
improvements in diesel oxidation catalysts and three-way catalysts to lower the
emissions of unburned hydrocarbons (HC) and carbon monoxide (CO) are mainly
related to reducing the light-off time of the after treatment systems (ATS) [19], as
catalyst warm-up is nowadays the vehicle utilization period in which most of the
emissions are produced [10, 19]. This trend is further pushed by the application of
engine technologies that tend to reduce the tailpipe temperatures, such as
turbocharging or the implementation of low-temperature combustion processes



[19]. Engine-out nitrogen oxides (NOx) and particulate matter (PM), typically
associated to diesel engines, became also relevant on gasoline ones due to the
introduction of gasoline direct injection (GDI). Therefore a number of solutions are
being proposed, including improvements on selective catalytic reduction (SCR)
systems, as well as the integration of SCR with diesel particulate filter (DPF),
possibly including a lean NOy storage catalyst (NSC) for the local production of
ammonia [19]. Moreover, the recent introduction of limits on the particles number
(PN), together with the stringent limits on PM, is pushing the study on the filtration-
related phenomena, in order to propose advanced solutions for diesel and gasoline
particulate filters [19]. If, on one side, the abatement of pollutants through improved
after-treatment systems is still a relevant field for research, in-cylinder pollutant
reduction techniques are also on the edge. These methods intervene on the
development of the combustion process itself, in order to limit or avoid the
activation of the chemical processes that lead to the formation of pollutants. This is
the case, for instance, of: gasoline homogeneous charge compression ignition
(HCCI) [24] and its “gasoline compression ignition” derivatives such as Mazda’s
spark controlled compression ignition [25, 26]; diesel HCCI [27] and premixed
charge compression ignition (PCCI) [28-30] concepts; and rate-controlled
compression ignition (RCCI), where the combustion process is controlled by
obtaining proper fuel reactivity, e.g. by combining different fuels (e.g., diesel and
gasoline) and possibly using both direct injection and port fuel injection [31]. Also
model-based combustion control techniques play a relevant role, especially to
improve the engine response to transients, since traditional map-based controls
produce high emissions during transients with respect to optimized steady-state
calibration, mostly due to the different dynamic response of the fuel system and of
the air-EGR (exhaust gas recirculation) path [32]. Additionally, combustion
controls can compensate for engine drifts in time and correct cycle-to-cycle and
cylinder-to-cylinder combustion variability, thus also becoming a key enabling
technology for the implementation of some of the above-mentioned non-
conventional combustion strategies [33-36]. Furthermore, not only engine-related
technologies have the potential to reduce the vehicle pollutant emissions, but also
vehicle-related ones: the reduction of vehicle inertia and road load through the
introduction of lightweight materials and improvements in aerodynamics, rolling
resistance, and passive resistances in generals (e.g., mechanical frictions) not only
have a direct effect on fuel consumption, but also allow the usage of smaller
engines, as well as the better exploitation of areas of the engine map where the best
performance can be possibly obtained in terms of pollutant emissions. Simulations
based on steady-state engine performance map showed that reducing by 5% the
weight of a Euro 4 small gasoline passenger car it is possible to reduce CO and NOx
tailpipe emissions by 14-15% and total HC by 11%, and an increase by 5% of the
tire rolling radius reduced CO and HC emissions by 9-10% while increasing NOx



by 9.5% [37]. Some experimental NEDC tests on roller test bench also showed a
possible reduction by 30% in CO emissions from a Euro 4 gasoline passenger car
and 8.5% reduction in NOy emissions from a Euro 4 diesel passenger car reducing
the rolling resistance of tires from 11.6 kg/ton to 9.7 kg/ton, and an additional 4.5%
on CO emissions and 9.4% on NOx from the gasoline and diesel cars, respectively,
further reducing rolling resistance to 8 kg/ton [38]. The effect of reduced power
requirement on NOx emissions was also tested on a 12 liter truck in tests performed
on track to simulate two highway driving conditions and one sub-urban driving case
with starts-and-stops: the results showed that reducing rolling resistance and wheel
inertia through the adoption of single wide tires and improving the trailer
aerodynamics decreases fuel-consumption and NOx emissions simultaneously, and
that the NOx emissions and fuel consumption are statistically correlated in the tested
cases [39]. Last but not least, vehicle technologies can play a significant role in the
further reduction of PM emissions from vehicles: as engine exhaust emissions have
already been reduced by 99% since the introduction of Euro 5 regulation ([40, 41]
as cited by [15]), further reductions of the particulates produced due to on-road
transportation passes through the abatement of non-exhaust PM emissions, i.e.
particulates coming primarily from tires, brakes and road [15]. These sources,
although not mentioned yet by any regulation, are responsible for about 50% of the
current vehicles-related PM10 and 25% of the PM2.5 emissions [15]. The interest
in the field on non-exhaust emissions has been increasing in the last years, as
demonstrated by a number of studies devoted to better explain the phenomena and
quantify the impact of these sources [42-44], and by various projects aiming at
finding technical solutions to the issue , e.g. the REBRAKE EU funded project and
the companion LOWBRASYS project that aim at reducing by 50% the PM10
emissions from brakes with an expected overall reduction of PM10 by 4-14% in
Europe [45]. This increasing interest is also motivated by the fact that non-exhaust
PM emissions affect ICE-based vehicles as well as the recent and future generations
of pure electric vehicles [46].

Fuel economy and greenhouse gases regulations

The usage of fossil fuels is also strictly linked — as widely known — to carbon
dioxide emissions. Fuel consumption is often evaluated in terms of tailpipe carbon
dioxide emissions to easily relate it to the effects on global GHG emissions.
Therefore, in parallel to regulations on the reduction of pollutants, which are mainly
addressing the emission of toxic gases such as the abovementioned HC, CO, NOx
and particulate matter, another priority raised, which strongly influenced the
technological history of the automotive field. This is related to fuel economy and
the corresponding emissions of CO». In the USA, the first need for regulations on
fuel economy raised in 1975 in response to the oil crisis suffered during the



Seventies [10]. Therefore, this need was not originally derived by environmental
purposes, but more by political-economical reasons. The so-called CAFE standard
(Corporate Average Fuel Economy) resulted in a significant reduction (about 50%)
of the fuel consumption of the vehicles in the period 1975-1985, thanks to the
reduction of the displacement of engines, as well as the reduction of vehicle weight,
improvement in aerodynamics and tires, and architectural choices such as front-
drive wheels [10]. In Europe, although the first targets on the emissions of CO»
were only applied in 1998, fuel consumption was also considered a priority since
the Seventies, mostly due to the high taxation on gasoline fuel that was imposed in
almost all the European Countries after the Second World War [15]. This attention
of European market on fuel economy has been one of the main factors that have
fostered the large adoption of diesel vehicles in the European market, as diesel
engines are traditionally more efficient than gasoline ones [15], although this
paradigm has been partly mitigated by the recent introduction of GDI engines and
other gasoline technologies such as cooled EGR, high compression ratio, the
adoption of the Miller cycle, etc... [15,19].

In the late Nineties, the increasing awareness in the scientific fields about the
effect of greenhouse gases emissions [47-49] induced 180 Countries to set an
agreement to reduce greenhouse gases emissions by at least 5% in the period 2008-
2012 with respect to 1990 emissions [50]. This target could be obtained by the
committing Parties jointly or individually [50]. This agreement, known as the Kyoto
Protocol and developed within the United Nations Framework Convention on
Climate Change (UNFCCC), was in force since 2005 in the State Parties that
ratified it within that date, while other countries ratified it later. The Kyoto Protocol,
therefore, substantially represents the first regulatory framework aimed specifically
at reducing greenhouse gases emissions, including CO», due to their effect on the
climate change. This posed a practical limitation to the emissions of greenhouse
gases and in particular brought to the development of specific legislations to reduce
CO> emissions from road fleets. In 1998 the European automotive OEMs signed an
historical agreement (the so-called ACEA agreement) with the European
Commission to reduce the CO> emitted by the vehicles to 140 g/km within 2008,
1e. 25% lower than 1995 [51]. Similar agreements were also signed by the
associations of Japanese and Korean automotive manufactures with the European
Commission [51], thus making Europe the world leader in the field of CO;
emissions reduction on road transport. The adoption of these limits further
increased the European diesel market thanks to the lower fuel consumption of diesel
engines, together with the introduction of technologies that have further improved
both the fuel efficiency and the pollutant emissions on diesel engines [15]. Anyway,
as most of the OEMs were not able to reach the CO; target, the EU adopted in 2009
a regulation, based on the ACEA agreement, that was setting the limit of CO-
emitted by vehicles to 130 gCO2/km within 2015 [52,53]. A further reduction of 10
gCO2/km had to be reached by means of improvements in other devices, whose
benefits cannot be measured directly during the homologation cycle (e.g., air



conditioning systems, etc...). Moreover, a limit of 95 gCO2/km has been set as a
target that should be reached within 2020 [8, 54]. These reference limits are referred
to a specific vehicle test mass, and they are adapted for different test masses, with
an increase in in the maximum allowed CO; proportional to the increase of the
vehicle mass [53].

In the US, after the abovementioned CAFE regulations in the 1975-1985
period, no additional standards were introduced until 2006-2010 (for light trucks
and passenger cars, respectively), thus moving the attention of the vehicle OEMs
to other fields, such as occupants safety, performance, etc... [10]. Then, in the first
decade of the Twenty-First century, the raise of the oil price from about 24
US$/barrel to about 110 US$/barrel in the period 2002-2012 [55], as well as the
mentioned growing concerns about the effects of anthropogenic CO> emissions on
global warming, brought to a renewed interest in fuel economy of road vehicles.
Therefore, in 2007 the US Congress recognized carbon dioxide as a pollutant to be
regulated by EPA within the Clean Air Act. EPA, together with the National
Highway Traffic and Security Agency (NHTSA, in charge for the CAFE standards),
introduced some new regulations that were expected to result in an improvement in
fuel economy of passenger cars to 33.3 mpg on model-year 2012 [8]. Data referred
to 2012 reports the achievement of 35.4 mpg on model-year 2012, i.e., a fuel
economy performance even better than expected [56]. An additional fuel economy
improvement by 13% was expected within 2016 with respect to 2012 and by 48%
in 2025 with respect to 2016, with the goal of 48.4-49.6 miles/gallon to be reached
within 2025 [10, 57]. Type-approval tests in the US involve the Federal Test
Procedure, i.e. and urban-extraurban driving cycle (FTP 75), a highway cycle
(Highway Fuel Economy Test, HWFET) and, since 2008, includes a number of
supplemental test procedure to represent also high-speed highly transient driving
conditions (US06), the usage of air conditioning (SC03) and a cold-start FTP 75
[15, 57]. This procedure definitely results to be representative of realistic driving
conditions [15]. The US 2025 fuel economy target roughly corresponds to 97
gCOy/km when reported to NEDC-equivalent CO» emissions for comparison with
EU standards ([15] based on [58,59]). Figure 2 shows the time evolution of the fuel
economy regulations in Europe and US. All the data are expressed in terms of
NEDC-equivalent CO; emissions in g’km. The ACEA agreement is highlighted in
the graph, as it was not an actual limit set by regulation. For the US regulations,
data are retrieved from [15, 57, 58] and converted to NEDC-equivalent according
to [58]. Similar regulations have been set in other countries, such as South Korea,
China and Japan with NEDC-equivalent targets of 97 g/km, 117 g/km and 122
g/km, respectively, to be reached in 2020 ([15] based on [58]).
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Figure 2: Time evolution of the fuel economy regulated limits in Europe and US, expressed
in CO; emissions per km (NEDC-equivalent).

Although Europe has applied in time tighter fuel consumption and CO»
emission limits, the regulatory effort has not been followed — in practice — by
significant improvements in the real-world emissions of the circulating fleet. The
nominal vehicle fuel consumption, derived from type-approval procedures, can be
significantly different from what is actually experienced by drivers: the average
difference was found to be about 11% for gasoline and 16% for diesel passenger
cars for the European circulating fleet, when the NEDC is considered as the
reference cycle [60]. Another recent study by the European Joint Research Center
(JRC) reported that independent dyno testing on NEDC shows CO> emissions 8%
+ 7% (average + standard deviation) higher than the type-approved values for the
tested vehicles [ 14]. Similar figures are also highlighted in other countries that have
been using the NEDC and the related procedure: results related to the Chinese
circulating fleet on real-life cycles have shown a 10-15% difference with respect to
the NEDC [61,62]. The observed discrepancies are due to a lower average speed in
real working conditions [61,62], to the differences between on-cycle and real load
transients and to additional loads (i.e., air conditioning), especially on small
vehicles [60]. Furthermore, there is an evident tendency for recent vehicles to
increase this gap [60]: as the legislation becomes more demanding, OEMs tend to
refine the vehicle set-up to pass type-approval tests, with the result that the loads
reproduced on the roller test bench underestimate the behavior of real vehicles. The
above-cited study by the JRC showed that the percentage exceedance of the limits
has been increasing as the regulations became tighter, from a small discrepancy on
Euro 4 cars with respect to declared type-approved fuel economy, to an average 8%
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and 11% on Euro 5 and Euro 6, respectively [14]. Another study based on a wide
database of European cars circulating on the roads, has shown a difference of about
8-9% between type-approved fuel consumption and real-world one in 2001, and up
to 40-42% in 2014 ([63] as cited by [19, 15]). This means that, although the
reduction of 28% in declared fuel consumption from 2001 to 2014, the real-world
fuel economy only improved by 7% in the same period [19]. Notice that the huge
difference between the JRC data and the last cited work stems from the different
testing conditions: the latter study is referred to data acquired on roads on normal
usage of the vehicles, while the JRC data refer to tests performed on NEDC cycle
on roller test benches. Therefore, JRC tests have been nominally performed in the
same testing conditions as type-approval procedure at the time of writing, and the
difference between JRC figures and type-approved values stems only from the
different equipment of the on-market vehicles with respect to type-approved ones.

The above-mentioned WLTP/WLTC have been studied and implemented also
for the evaluation of vehicles fuel economy [14, 15, 19]. Although some previous
studies on the WLTC showed almost no change in total CO2 emissions by moving
from NEDC to WLTC ([64-66] as cited by [14]), i.e. by applying the new driving
cycle with same test conditions as for the NEDC, the abovementioned JRC study
has demonstrated as a large difference between the old and the new test procedure
exists if not only the cycle, but the whole procedure, is applied [14]. The JRC tested
thirty-one vehicles, and for each of them chose a “best case” and a “worst case” in
terms of test masses and road load, thus representing the lower and upper
boundaries for testing the vehicle. In average the WLTP increased fuel consumption
by 11% + 6% with respect to the NEDC in the “worst case” testing condition, and
1% + 5% in the “best case” one [14]. Diesel-based vehicles showed a larger
worsening than gasoline ones, the former having generally an higher vehicle mass
and being therefore more sensitive to the tightening of the test conditions in terms
of test mass, rolling resistance and inertia [14]. Overall, testing the vehicles on
WLTP increases the fuel consumption values about 15% with respect to current
CO; emissions limits, and is expected to close the gap between declared values and
in-use fuel economy [14]. Anyway, in order to maintain the limits set for CO-
emissions with the current regulations, for the first period after the introduction of
WLTP in 2017, the values measured on WLTP will be translated into NEDC-
equivalent CO2 emissions by means of a dedicated software tool developed by the
JRC [15, 53]. RDE testing will not be applied, at the moment, for type-approval
procedure on CO; emission testing, but PEMS CO; measurements on RDE will be
used for monitoring purposes [15].

In December 2015 the Conference of Parties, still within the UNFCCC, signed
a new agreement to define the maximum limit to the increase in the average global
temperature to 2°C with respect to pre-industrial levels, in order to avoid
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catastrophic consequences on the climate [67]. This agreement needs to be
translated in effective solutions that can allow the fulfillment of this target without
negative (and possibly with positive) effects on the quality-of-life de facto
standards, including the field of transportation.

Impact of engine and vehicle technologies on fuel economy

The abovementioned desired reduction in fuel consumption passes through
improvements in various fields: from the usage of lightweight materials to engine
downsizing and improvement to the combustion efficiency, as well as
improvements in aerodynamics, tires-to-road rolling resistance, reduction of
powertrain frictions and parasitic losses in general, including those due to
accessories [8, 10].

Ifthe required fuel consumption reduction for 2025 targets would be addressed only
by means of improvements in the engine, transmission and driveline, the overall
efficiency of the propulsion system should be about 35%, which means 30% and
11% reduction on fuel consumption on the best on-market gasoline and diesel
engines, respectively ([68] as cited by [19]). For what concerns engine
technologies, direct injection high-speed diesel engines have been the reference for
fuel economy thanks to the high thermal efficiency [69]. The introduction of new
technologies such as variable valve timing and variable valve actuation was
estimated to produce a 3-5% fuel economy improvement, while cylinder
deactivation and start-and-stop strategies are expected to improve fuel economy by
7.5% and 8%, respectively [8]. Managing efficiently the engine operating
conditions thanks to the increase of the number of gear ratios allowed a reduction
in fuel consumption by 6-10% [68], while infinite gear ratios through continuously
variable transmissions is expected to increase the fuel efficiency by about 10% [69].
Another relevant trend is relative to engine downsizing, coupled to power boosting
through turbochargers and superchargers [8]. Comparing data from production
gasoline vehicles in the period 1992-2003, it was shown that turbocharging allows
to reduce engine displacement by 30-50%, with a consequent benefit by 10.5-12.5%
on fuel consumption for a 150 kW gasoline turbocharged engine with respect to a
naturally aspirated one with the same power [70]. A possible improvement of 18%
in fuel economy was also shown with high pressure boosting and with 40% engine
downsizing, with a possible additional improvement by 9% that could be obtained
by means of a variable compression ratio (VCR) mechanism, which allows high
boosting at high loads with a low compression ratio to avoid the risk of knock, while
improving the low-end torque characteristic by increasing the compression ratio at
low loads [70, 71]. A further fuel reduction by 15% can be obtained by means of
regenerative braking [69]. Also, technologies for heat recovery from exhaust gases
are widely studied as a mean to improve the vehicle energy balance, e.g. through
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the application of a Rankine cycle using an organic oil with high molecular mass in
order to improve the efficiency of the cycle (namely, organic Rankine cycle, ORC):
according to the working condition, 5-13% of the thermal energy in the exhaust
flow can be converted in electric energy to be stored on board [72-74] and used in
a mild-hybrid layout.

Gasoline engines are getting closer to the fuel efficiency of diesel ones [19].
Brake thermal efficiency figures up to 40-45% have been experimentally reached
on gasoline engines thanks to turbocharged downsized GDI engines, possibly
implementing high compression ratios and lean-burn strategies to achieve a fast and
efficient combustion, and with the usage of cooled EGR to allow the combustion to
occur closer to TDC due to larger knock tolerance ([75, 76] as cited by [19]). Also
diesel engines show a potential reduction of fuel consumption up to 15% with
improvements in combustion efficiency, combustion chamber, frictions, etc [19].
More recently, the diversification of energy sources, with the introduction on the
market of hybrid and electric vehicles, also represents a strong driver through the
reduction of CO; emissions [8, 10]. Anyway, especially in the field of light and
heavy commercial vehicles, diesel engines nowadays represent almost the entire
market and are expected to be the leading on-market technology also for the next
years. In the near future, CO> emissions target in the EU and the US are expected
to be mostly met through some extent of hybridization and through diesel engines,
also considering that the expected improvements required on diesel engines are still
the most cost-effective ones for mass-production, both compared to hybridization
and to improvements required in gasoline engines [19]. Nevertheless, future
markets will also be strongly influenced by recent limitations set by the
Governments of various States to specifically limit the circulation of diesel vehicles
in urban areas, which would potentially mainly affect the market of diesel passenger
cars in Europe.

Concerning vehicle technologies, a number of studies have shown the
sensitivity of fuel consumption to various vehicle parameters. It was shown that
about 5% of the fuel energy is spent to overcome air drag, and 33% is dissipated
into frictions, including tire-road contact (11% of the total fuel energy), frictions in
engine and transmission (17%) and frictions in brakes (5%) [77]. New technologies,
including coatings and texturing of mechanical components, advanced lubricants
and additives, and tires with lower width and higher inflation pressure, could reduce
the friction losses by 18% in the short term and by 61% in the long term [77]. A
parametric study conducted on 5 gasoline and 5 diesel vehicles has shown how fuel
consumption varies with a variation in vehicle gross weight, aerodynamic
resistance, rolling resistance and engine full-load characteristic [78]. The selected
vehicle characteristics were parametrically varied, one factor at a time, by £10%
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with respect to the reference value for each of the selected vehicles, and the analysis
involved computer simulations on a number of different driving cycles
characterized by different average speeds. The study shows that a 10% reduction in
vehicle mass brings a reduction between 3% and 6% on fuel consumption, with a
larger effect on those driving situations that show a highly transient behavior with
respect to high-speed cycles with less transients. A reduction by 10% in the
aerodynamic or rolling resistance was shown to reduce fuel consumption up to 5%
and 3%, respectively, in high-speed driving cycles, while in low-speed driving
modes the said reduction in rolling resistance reduces fuel consumption by about
1% and changes in aerodynamics are negligible. Changes in the full-load
characteristic was shown to be significant on fuel consumption only for the smallest
tested gasoline engine, and especially in highly transient conditions, while revealed
to be uninfluential for bigger engines for which full-load conditions were not
frequent with the selected test cycles [78]. Similarly, a 10% combined reduction of
rolling resistance, vehicle mass and aerodynamic drag was estimated to improve by
4% the fuel efficiency of a naturally aspirated gasoline vehicle and by 8% that of a
DI diesel one [69]. Optimizing the combined effect of wheel mass and wheel
aerodynamic was shown to reduce fuel consumption by 1.8-2.1% [79].

An important role in the field of fuel economy improvements is played by tires.
In road transportation, pneumatic tires represent the connection between the vehicle
and the ground. Tire-road contact and tire deformation are therefore responsible for
grip (related to power traction) as well as for rolling resistance (related to power
dissipation), both of which are related to energy utilization. In general, an increase
in the propensity of a tire to dissipate energy is considered to be beneficial from the
grip point of view and detrimental for rolling resistance. Nevertheless, the two
phenomena are decoupled, since they are related to different excitation frequency
ranges [77, 80]. In fact, the frequency of the tire rubber deformation during rolling
(which affects the tire rolling resistance) is much lower than during sliding (i.e.,
when braking), as the first is in the order of magnitude of the ratio between the
vehicle speed and the length of the contact patch, and the latter is almost equal to
ratio between the slip velocity and the diameter of a contact point between an
asperity of the soil and the tire rubber [77]. Therefore, it is possible to obtain a tire
that performs properly in the two frequency domains by properly defining the
viscoelastic modulus of the rubber, ie., by optimizing the ratio between the
imaginary and the real parts of the viscoelastic modulus so that the ratio is as small
as possible in the rolling frequency domain and as high as possible in the sliding
frequency domain.

This complex role played by the tire makes it central for automotive safety and
fuel economy. Given the geometry, structure and composition of a tire, the tendency
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to dissipate energy depends on many different factors, including the tire
temperature and inflation pressure, the vehicle speed and loading conditions and
the characteristics of the road surface [80-84]. “Green tires” [85] represent an
example of the efforts that have been made by manufacturers: the average reduction
in rolling resistance obtained by replacing carbon black with silica in the rubber
composition of the tire is about 3.5 kg/ton (expressed as kg of resistance force per
1 ton of vertical load acting on the tire), which corresponds to a reduction of 3.2-
5.1% in fuel consumption, depending on the driving conditions [83]. Also tire
inflation pressure has been proven to have an important effect on real-world fuel
economy and, as a consequence, on the actual CO> emitted by the circulating fleet:
a survey conducted in the US in 2007 [86] revealed an average loss of between
0.162 and 0.216 mpg in urban driving, and of between 0.216 and 0.288 mpg in
highway driving, due to a general under-inflation of the tires. The data can be
considered even more dramatic if it is taken into account that 78% of European
drivers run vehicles with underinflated tires [87], and only 30% of the drivers in the
US check their tire pressure regularly [88]. The compulsory labeling of tires related
to fuel economy [89] and the prescribed installation of tire pressure monitoring
systems (TPMSs) on new vehicles of the M1 category (passenger cars) [90] are
examples of European legislation interventions, while analogous regulations have
been set up in other countries, including the US [91] and South Korea. This
generates a direct effect on real-world driving, in terms of improved both in-use
vehicle economy and safety, and is aimed to correct inappropriate drivers’ behavior.
Anyway, as TPMS only provides an indication about current tire pressure and alerts
the driver when pressure is too low and the driver is still in charge for manually
adjusting tire pressure, it does not ensure that all the vehicles equipped with TPMS
have tires inflated at the proper pressure. Additionally, TPMS do not adjust tire
pressure to the vehicle working conditions and their accuracy (for both direct and
indirect models) is generally low.

Proposed work and aim of the dissertation

This general scenario clearly shows that the reduction of pollution and the
increase in fuel economy have been two leading factors in the development of the
automotive technologies at least in the last sixty years, and — also due to the
regulatory framework — have strongly influenced the market and shaped the needs
and the preferences of the customers. Drivers are conscious that mobility is growing
over the years due to the growth of world population and due to the globalization
of commerce and of human mobility, but are also aware about the need for the
reduction of greenhouse gas emissions [92,93]. The perception of the importance
of fuel economy is increasing and is becoming important also during vehicle
purchase decisions. Technologies are assumed to penetrate the market based upon
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a cost-effectiveness algorithm that compares the technology cost to the discounted
stream of fuel savings and the value of performance to the consumer [94].
Therefore, the lower is the cost for the realization and the installation of an
innovative technology, the higher the market share will be: for instance, variable
valve timing, and 6-speed transmissions have been introduced on the market with a
low impact on the cost and nowadays cover respectively 96% and 64% of market
share [94]. Annual driven distance and fuel price are the two most significant
parameters influencing consumers’ cost-benefit result. On the other side, consumers
often undervalue the benefits related to fuel economy, as they do not have sufficient
awareness and proper habits to conduct a correct economical analysis to quantify
the cost of fuel consumption and the economic effects of improved fuel efficiency,
while they generally recognize that the value of fuel economy improvements is not
merely economic but concerns environmental sustainability, and therefore assume
a positive meaning [93]. Therefore, sustainable mobility is becoming an important
goal for the automotive industry, both due to the need to comply with the standards
imposed by regulations and in terms of customers’ value.

Therefore, the role of Automotive Research nowadays is to propose
technologies that are able to comply with the requirements set by the described
context. Pollutant emissions and fuel consumption cannot be treated as two separate
issues, as solutions designed for one aim may be beneficial or adverse for the other.
As an example, it was already mentioned that the reduction of tires rolling resistance
is first meant to improve fuel economy but also has a positive impact on tailpipe
emissions [38,39], while the application of particulate filters usually results in an
increase in fuel consumption due to increased engine back-pressure and due to the
need for filter re-generation [95]. Similarly, as already mentioned, the introduction
of GDI engines allows to increase engine efficiency, but increases PM/PN
emissions of gasoline engines [15], as well as NOx emissions in case of lean engine
operation [69]. Therefore, a comprehensive view is needed to evaluate each
technology in terms of its effect on both the topics. As a positive impact on pollution
and fuel consumption is possible both through interventions on the powertrain
efficiency and on the vehicle power demand, engineers and researchers, who are
typically focused on a single specific field of the vehicle development, should also
get familiar with the view of the vehicle as a whole: a complex of sub-systems that
mteract and influence each other, and that further interact with the external
environment, including the market, the infrastructure, the drivers and the
passengers.

The need for a global view of the “vehicle as a whole”, while keeping
significant details on specific technologies, is the prime mover of this dissertation,
whose aim is to present the development of two different technologies, one related
to internal combustion engines and the other related to the reduction of the vehicle
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power demand. The two technologies have been developed aiming at applying both
of them on the same vehicle to demonstrate their combined effect on the reduction
of fuel consumption and pollutant emissions. More in detail, this thesis will discuss
about an experimental work related to the implementation of an advanced diesel
combustion strategy aiming at a NOx-less and soot-less combustion, and about the
development of an automatic system for smart and autonomous management of tire
inflation pressure of vehicle tires, whose target is to avoid tire misuse and adapt tire
pressure to the vehicle working conditions in order to reduce fuel consumption and
improve vehicle safety and drivability. The former experimental activity has shown
the potentialities of premixed charge compression ignition (PCCI) combustion on
the reduction of NOy and particulate, but also highlighted the weakness of this kind
of combustion in terms of engine-out emissions of HC and CO and in terms of
increased fuel consumption. While the increase of HC and CO emissions could be
effectively compensated by proper after-treatment devices, the increase of fuel
consumption can be partially neutralized by the reduced need for regeneration of
the DPF. Additional benefits can be achieved if the PCCI combustion is coupled to
any reduction of the vehicle energy demand, such as the abovementioned device
for tire pressure management. Furthermore, the latter can have additional benefits
on the reduction of tire wear and, as a consequence, on non-exhaust particulate
emissions. Also, a reduction of NOx could be achieved thanks to the reduction of
the rolling resistance.

Development of
an autonomous
system for smart
tire pressure
management

conventional
diesel combustion

- A

Implementation of a highly-premixed low temperature compression-

Reduction of road load by means of an advanced Central Tire inflation
System, meant to avoid common under-inflation and to perform smart
tire pressure management in some specific vehicle working conditions.

\ 4

Improvement of on-board energy management and reduction of
vehicle energy consumption. In case of a vehicle propelled with
internal combustion engine, this means a reduction of fuel
cansumption and CO, emissions.

. /

ignition diesel combustion threugh a single-injection strategy with an
early injection and the usage of a large amount of recirculated
exhaust gas.

The increase in the ignition delay allows to obtain a highly premixed
charge at the onset of the combustion event, therefore avoiding fuel-
rich pockets which are typically responsible for the formation of soot
and therefore particulate. The reduction of combustion temperature
thanks to the usage of high EGR rates allows to avoid the formation
of nitrogen oxides.

Figure 3: Objectives of the dissertation and fields of the current work.
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The PCCI work has been developed in collaboration with FPT Industrial,
targeting the implementation of such a type of combustion on a light-duty
commercial vehicle (LDV). The tire pressure system was initially developed for the
application on passenger cars and later also developed for commercial vehicles
(both light-duty and heavy-duty) in a project in collaboration with Iveco. For the
latter, the effect on fuel economy of passenger cars and commercial vehicles
endowed with standard diesel engines has been assessed by means of a dedicated
software tool for the estimation of fuel consumption, developed to account directly
for the effect of tire pressure on road load. Finally, experimental data from the test-
bench activity on the PCCI project have been used to simulate the combined effect
of the two technologies on a light-duty commercial vehicle. The thesis has been
therefore organized as follows:

e Chapter 1 discusses about the experimental methodologies developed to
implement the PCCI combustion and the related experimental results. The
study has been first performed in a preliminary form by working on a standard
on-market diesel engine, and later extended to a prototype version of the
engine, specifically developed for the implementation of PCCI combustion.
Experimental figures related to fuel consumption and gaseous emissions from
steady-state tests are shown for both the engine configurations. Additionally,
a model-based combustion control algorithm has been tested on the standard
engine, both on steady-state and on transient tests, as a mean to improve
combustion stability and therefore fostering the implementation of advanced
combustion strategies. Moreover, as the control of EGR mass flow rate is a
critical variable for implementing and controlling the PCCI combustion,
control-oriented models for the estimation of EGR flow rate have been tested
on the standard engine both in conventional diesel combustion mode and in
PCCI combustion mode.

e Chapter 2 shows the development of the tire pressure management system.
Fuel consumption simulations were initially performed using an existing
simulation tool that does not take directly into account tire pressure, therefore
the effect of tire pressure variation was simulated by re-calculating the vehicle
road load (i.e., the coast-down parameters) to account for the effect of tire
pressure on rolling resistance. In order to apply the study to commercial
vehicles, the same approach was then extended and implemented on a
dedicated software tool. Such a tool is based on a kinematic vehicle model to
define the engine working conditions starting from the vehicle mass and the
road load in a specific condition, and then interpolates in experimental fuel
consumption steady-state maps to obtain the instantaneous fuel consumption.
Then, the design of the system for a passenger car (named Active Tire
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Pressure Control, ATPC) and its impact on fuel consumption will be
discussed. Finally, the preliminary design of the system for commercial
vehicles (named Advanced Central Tire Inflation System, ACTIS) will be
briefly presented.

e Chapter 3 is devoted to the integration of the two technologies on a light
commercial vehicle. Their combined effect is evaluated by means of
computer simulations based on the said software tool, which has been further
adapted to also simulate the effect on pollutant emissions, estimated by
interpolating experimentally-derived maps. The overall effect is evaluated on
some single driving cycles, and on an annual mission, the latter being
intended as an assessment of the final effect on the total cost of ownership of
the vehicle.

In order to perform estimations of on-cycle fuel consumption and pollutant
emissions in Chapter 2 and Chapter 3, a number of driving cycles have been
simulated. Some of these cycles are those used in the abovementioned type-
approval procedures, including the NEDC, FTP 75, HWFET and US06. Other used
cycles are custom cycles defined with Iveco to be representative of real usage of
the commercial vehicles in some reference missions. In any case, when the type-
approval driving cycles are used, their application is purely intended as a way to
have some reference speed-load profiles to compare the tests. Therefore, the cycles
have been applied using various test masses that are representative of various
loading cases of the vehicles and using a plurality of tire rolling coefficients both
related to different tires, or to the same tire applied at different tire pressures, wear
and loading conditions. Therefore, in none of the cases that will be reported, the
application of a type-approval cycle can be intended as an application of the proper
type-approval procedure. Moreover, as most of the cycle-based results that will be
shown are obtained only by means of simulations, some effects which were not
considered crucial for a preliminary analysis — such as the engine cold starts and
the effect of ambient temperature — have been neglected. Therefore, the simulated
results may differ from values measured during type-approval procedures or
independent tests in similar conditions of those declared for simulations, also due
to possible inaccuracies in the calculations. Nevertheless, although possible
inaccuracies in the absolute values resulting from simulations, the relative
difference between the compared cases are considered significant and relevant for
the proposed analysis. For this reason, and for confidentiality of the data provided
by Iveco and FPT, the results of the simulations in Chapter 2 and Chapter 3 will be
only shown as percentage variations with respect to a baseline case.
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Chapter 1>

Implementation of a non-conventional
diesel combustion mode on a 3.0 liters
engine for a light-duty commercial vehicle

The commercial sector involves about 335 million vehicles throughout the
world [96] and includes heavy-duty vehicles and commercial vans. In Europe, 29
million vans and 6.5 million trucks deliver 14 billion tons of goods every year, i.e.,
75% of all goods carried over land [97-99]. Despite the efforts that have been made
to promote new powertrain technologies, possibly not based on fossil fuels, most of
the commercial vehicles are powered by internal combustion engines fueled with
diesel (98% of the trucks and 96% of the vans in Europe), while alternative
powertrains only cover a very small market share [97, 98]. If compared to gasoline
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engines, diesel ones show higher thermal efficiency, lower brake specific fuel
consumption (bsfc) and CO2 emissions, which makes them a preferential choice for
both light-duty and heavy-duty commercial vehicles. Moreover, they ensure higher
durability, higher reliability and lower pumping losses. Anyway, diesel engines
suffer from high particulate matter (PM) and nitrogen oxide (NOx) emissions:
lowering these species in exhaust gases has long been a challenge, and still remains
a major issue [100]. In Europe, the diesel transport sector is the largest contributor
(about 40%) to the total ambient NOx concentrations [17]. After-treatment
technologies have proven to be effective for the abatement of NOx and soot
emissions. The currently available after-treatment technology is able to fulfil the
Euro VI emission standards, but it leads to very high costs, in terms of research,
development and maintenance, and to difficulties in engine packaging. These are
important factors that have to be considered for future vehicles. Two main after-
treatment technologies are currently available for NOyx abatement: lean-burn NO
absorbers, which are also called lean NOx traps or LNTs [101], and selective
catalytic reduction, i.e. SCR [102]. In the former case, NOy is absorbed by a catalyst
during lean engine operations. When the catalyst is saturated, the system is
regenerated over short fuel-rich condition periods, during which NOy is catalytically
reduced. In an SCR, a catalytic medium reduces NOxto gaseous nitrogen and water
in the presence of ammonia. However, in both cases, high costs, packaging and
control issues still represent major drawbacks.

Although the vast majority of heavy-duty vehicles are able to fulfil Euro VI
standards by means of the abovementioned after-treatment systems (ATS) [103],
the current combustion engine technologies also make it possible to reduce engine-
out emissions by adjusting the combustion process. Therefore, in-cylinder
advanced combustion strategies have been widely investigated, with the aim of
simultaneously reducing engine-out NOx and soot emissions, thus minimizing, or
even avoiding, the need for the employment of the above mentioned after-treatment
technologies [28].

Low NOxemissions can be accomplished through a combination of aggressive
exhaust gas recirculation (EGR), compression ratio (CR) reduction [104] and
variable valve lift and combustion chamber reshaping. Most of these in-cylinder
techniques lead to penalties for the unburned hydrocarbon (HC) emissions,
particulate matter emissions and fuel consumption. It is common practice, in diesel
engines, to refer to the NO/PM trade-off [28] or the NO/bsfc trade-off: reducing
NOy emissions generally leads to an increase in PM emissions and in fuel
consumption, and vice versa.

In direct-injection, conventional diesel combustion (CDC) fuel is injected
during the last part of the compression stroke, just a few crank angle degrees before

21



the top dead center (TDC). The fuel spray atomizes, evaporates and mixes with the
charge, which is made up of air, residual gases and, when is employed, recirculated
exhaust gases (EGR). When the fuel auto-ignition temperature is reached, thanks to
the compression caused by the piston, which moves toward the TDC, a portion of
the mixture burns under premixed conditions and this portion is marked by a sharp
cylinder pressure increase. The time interval between the start of the hydraulic
injection and the start of combustion (SOC) is commonly referred to as ignition
delay (ID). The term “premixed combustion” refers to the combustion of the portion
of the fuel injected during the ID period. The fuel that does not participate to
premixed combustion burns under diffusive combustion, i.e., a rate-controlled
combustion, in which the consumption rate of this fuel is controlled by its rate of
injection and its subsequent mixing with air.

In order to achieve a simultaneous reduction of both NOx and PM emissions,
new combustion concepts, which are generally defined as Low Temperature
Combustions (LTC) [105], are emerging, with the aim of lowering the combustion
peak temperatures. The potential advantages of LTC, with respect to conventional
combustion, are related to the utilization of diluted mixtures, either with excess
charge gas or with moderate to high EGR levels. This determines the absence of
localized high temperature areas and high equivalence ratios, as a result of the
homogeneity of the mixture, which allows the combustion process to prevent the
formation of the NOxand PM zones shown in the equivalence ratio vs. temperature
(®-T) plot [106]. Different LTC strategies have been proposed in the literature.
Homogeneous Charge Compression Ignition (HCCI) refers to a combustion mode
in which the vaporized fuel is mixed with the charge gas prior to the end of the
compression, thus obtaining an overall lean and homogeneous mixture. However,
this is not a practical alternative to conventional diesel combustion, because the
ignition event is decoupled from the start of injection (SOI) of the fuel [29], and
this results in a more difficult control of combustion. The conditions necessary for
low temperature combustion can also be reached by realizing a premixed
combustion (even though not completely homogeneous), which is usually defined
as Premixed Charge Compression Ignition (PCCI).

A premixed charge can be obtained by directly injecting the fuel into the
cylinder and exploiting the effect of dilution by means of EGR [107]. Combustion
is controlled by acting on the EGR rate and on the injection timing, according to
the considered engine load and speed. PCCI strategies can generally be divided into
two categories characterized by advanced or retarded fuel injection timing [27-
30,108-110]. In the early injection method, the fuel is injected into the cylinder
during the compression stroke, well before TDC, in order to enlarge the ID, and
thus to ensure better air-fuel mixing. The latter consists in injecting the fuel after
TDC (late injection), thus taking advantage of the expansion phase to increase the
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ID, which results in a premixed charge. Under these working conditions, the
combustion process and the mechanism of pollutant formation differ significantly
from those of conventional diesel combustion. The combined effect of advancing
or retarding fuel injections and using high EGR rates (which reduce the oxygen
concentration of the intake charge) leads to a slower pre-ignition chemistry, and to
a higher ignition delay. This in turn allows a better pre-combustion mixing than
conventional diesel combustion [29], hence the formation of rich mixture pockets
within the cylinder is avoided, which is the main cause of soot generation [111].
Moreover, high EGR rates diminish flame combustion temperatures, and thus lower
NOx emissions [28,111]. Also in cases where the mixture formation process is not
significantly improved, the presence of very high EGR rate lowers in-cylinder
temperatures so that the whole combustion process would occur in an area in which
both soot and NOy formation rates are very low [106], referring to an equivalence
ratio vs. temperature diagram such as the one proposed by Kamimoto and Bae
[112]. In detail, soot particles would not be formed due to the fact that the
combustion temperatures are not high enough to allow the evolution of polycyclic
aromatic hydrocarbons (PAH) to soot, while the presence of fuel rich pockets will
produce a higher amount of unburned components which will result in higher
presence of CO, HC (low boiling point fuel-derived particles) and the soluble
organic fraction (SOF) which composes the particulate matter (PM) [106]. Late
injection, compared to the early injection method, is characterized by a lower
mixture homogeneity before SOC [113], while the relation between injection timing
and SOC is stronger with respect to the case of early injection, thus making late
injection more controllable. Therefore, the advantages of the PCCI combustion
mode is the simultaneous abatement of NOx and soot emissions [114,115]. On the
other hand, due to heavily reduced oxygen content, low combustion temperatures
and early injections, the formation of incomplete combustion products, such as
carbon monoxide (CO) and unburned hydrocarbons (HC) deteriorate [116,117],
which leads to the need for a higher conversion efficiency of the diesel oxidation
catalyst (DOC) [118]. Penalties in fuel consumption have also been observed [111].
In addition, due to sharp rises in the in-cylinder pressure, high levels of combustion
noise (CN) are generally related to PCCI combustion [116,117,119].

Exhaust gas sent back to the intake manifold is usually cooled to increase
volumetric efficiency and to lower the charge temperature. Both EGR and the
cooled charge air contribute to extending ID [120] and to reducing the peak
temperatures responsible for the formation of high NOx. However, high flow rates
of cold EGR increase the SOF in the particle matter [121]. SOF can be treated
through a diesel oxidation catalyst, but — on the other hand — it is the main agent,
together with soot particles, that is responsible for EGR cooler fouling. The latter
is defined as the accumulation of exhaust gas particles on the walls of the heat
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exchanger, which forms an insulating layer [122]: this phenomenon is one of the
predominant factors in the failure of EGR systems. Lowering the exhaust gas
temperatures in an EGR cooler makes the PM deposit increase, especially when
high concentrations of SOF are recirculated, as in the case of low temperature
combustion [121]. The creation of a deposition layer on the walls of an EGR cooler
degrades the heat transfer efficiency [121,123]. Moreover, it can cause an
appreciable pressure drop, or even severe clogging [124], thus hindering the flow
through the recirculating system. This could be a major problem when PCCI
combustion is implemented, as the EGR quantity is one of the most important
parameters that needs to be controlled.

One of the main issues of PCCI is the reduced load range over which it can
operate. The maximum engine load is limited by intense combustion noise,
significant in-cylinder pressure gradients and difficulties in managing very low
oxygen concentrations, due to the high rate of EGR [34]. PCCI applications, such
as PREDIC, which was developed by New Ace in Japan [125], UNIBUS, developed
by Toyota [126] and NADI, developed by Institut Frangais Du Pétrole (IFP) [127],
are not generally able to overcome the 5 bar load of brake mean effective pressure
(bmep) [128,129]. This limit is much lower than the maximum load that can be
achieved for conventional diesel combustion.

Many researches have been conducted in order to overcome the main limits of
PCCI combustion. Some studies were conducted on the effects of CR [104, 130,
131], on increased fuel injection pressure [ 105], on variable valve timing [132] and
on split injection [133], among others, in order to enhance this kind of combustion
mode. The fuel properties can also have a profound impact on the performance and
emissions of those engines that employ LTC [134-141]. It is necessary to consider
that the suitability of a fuel blend depends on many factors, such as the engine
features (nozzle characteristics, bowl shape, CR, etc.) and the operating conditions.

The work presented in this Chapter is devoted to the implementation of a PCCI
combustion mode, featuring a single early injection strategy, to a four-cylinder,
four-stroke 3.0-liter Euro VI engine for commercial vehicles, made by FPT
Industrial. The engine has been tested in two different configurations: first, a
production (or standard) version of the engine has been tested both under
conventional diesel combustion and in PCCI. Testing the standard engine in PCCI
mode was limited to low engine loads due to operational limits discussed above.
Therefore, for the second phase of the project, FPT provided a modified version of
the engine with hardware modifications that made it more suitable to PCCI
combustion up to the medium load/speed range.

The first part (Section 1.2) of this Chapter will discuss the implementation of
the PCCI combustion mode on the standard engine. Statistical design of
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experiments (DoE) techniques have been used to find the optimal calibrations. For
the sake of conciseness, only the results relative to one engine working point,
namely the one at engine speed n = 1800 rpm and brake mean effective pressure
bmep = 1 bar, will be presented. Similar results were obtained in other working
points in the low load/medium speed area. The second part (Section 1.3) of the
Chapter will then show the results obtained by implementing the PCCI combustion
mode in the modified engine, in comparison with the results obtained with CDC on
the standard engine, in order to show the true potentialities of an optimized PCCI
combustion mode. With the modified engine, PCCI working points covered an area
of up to medium-high speed and a load of up to around 8.5 bar of bmep. In Section
1.4 the effects of a model-based and a pressure-based combustion controls are
analyzed under steady-state and transient operations and compared to the standard
map-based control. Both the models have been tested on the standard engine only,
at the moment. As a preliminary assessment of the developed techniques, most of
the tests here presented refer to the application of the abovementioned models to
conventional diesel combustion, while a set of steady-state tests also involved PCCI
combustion mode operations. The robustness of the controls has been assessed in
order to evaluate the effectiveness in different working conditions, such as
considering different EGR rates and SOI, and disturbing the in-cylinder pressure
signal during steady-state tests. Finally, as properly controlling the EGR rate has a
crucial role in obtaining the desired combustion mode while avoiding detrimental
effects on combustion stability, in Section 1.5 control-oriented models are proposed
and assessed to estimate the real-time EGR rate, both intended as the average EGR
in all the cylinders as well as the cylinder-by-cylinder distribution. The influence
of EGR rate on combustion metrics is also analyzed. Also the models for EGR rate
estimation have only been tested on the standard engine, both in conventional diesel
combustion and in PCCI mode.

1.1 Experimental setup

As mentioned above, the activity concerned two different hardware
configurations. The first engine, a conventional FPT F1C, homologated for Euro
VI regulations and designed to run in conventional diesel combustion mode, is a
four-stroke, four-cylinder 3.0L diesel engine manufactured by FPT Industrial,
equipped with a single-stage variable geometry turbocharger (VGT), a high-
pressure common-rail injection system and a short-route cooled EGR system. The
main technical specifications are listed in Table 1.1, while a simplified engine
schematic is depicted in Fig. 1.1. The EGR flow is driven by the pressure difference
between the exhaust and the intake manifolds and is adjusted by the actuation of
the EGR valve, which affects the cross-section flow area. Should the pressure
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difference between the manifolds not be sufficient, an exhaust flap, placed
downstream of the turbine, is activated to increase the pressure in the exhaust
manifold. Moreover, the exhaust flap is also employed in the vehicle application to
effectively shorten the warm-up time of the ATS by increasing the exhaust gas
temperature during cold start operations. The ATS system installed on the vehicle
is made up of a DOC, a diesel particulate filter (DPF) and an SCR system, while no
ATS system was installed in the test bench applications, and the backpressure it
causes in the vehicle was reproduced by a throttle valve placed at the cold-end of
the exhaust line. As this engine has been designed to run under conventional diesel
combustion mode, the desired PCCI combustion mode can only be implemented
for quite low loads, and for low to medium rotational speeds.

A modified engine, here referred to as F1C PCCI, has been derived from the
conventional F1C Euro VI engine, and it was specifically designed to run in PCCI
combustion mode. Low temperature combustion is achieved by means of an early
single-injection strategy and high levels of EGR. For this reason, some engine parts
were redesigned accordingly. The combustion chamber (bowl shape, compression
ratio, injector geometry) was optimized to reach a PCCI combustion mode of up to
9 bar of bmep. The design of the new combustion chamber was developed by FPT
Industrial basing on 3D CFD combustion models developed in a parallel project by
FPT Industrial in collaboration with the Politecnico di Milano [142-144]. The
prototype of the F1C PCCI engine was fully produced and assembled by FPT
Industrial, and provided to the Politecnico di Torino for research purposes. The
details of the hardware modifications are summarized hereafter, and also reported
in Table 1.1:

* the compression ratio was reduced from 17.5:1 to 14.6:1, with the aim of
lowering the in-cylinder pressure and temperature conditions before the
combustion event and the resulting flame peak temperature, which are the
main parameters responsible for engine-out NOyx emissions;

» a modified piston bowl was designed to be more suitable for fuel spray-air
mixing for advanced injection timings (Fig. 1.2);

* new injectors were installed, with reduced cone angles (cf. Fig. 1.2) and lower
static flowrate (cf. Table 1.1), which was purposely considered to reduce the
risk of cylinder wall impingement, as the reduced compression ratio and the
generally advanced injection timings tend to increase the liquid penetration
of the fuel spray inside the combustion chamber;

+ the original EGR cooler was replaced by a larger one, from a production 11-
liter displacement engine, to allow a greater cooling power for the high EGR
mass flow rates that are usually involved in PCCI operations. Moreover, the
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EGR cooling circuit in the F1C PCCI was separated completely from the
engine cooling loop so as to provide a precise control of the exhaust gas
temperature at the EGR cooler outlet (the tests on the F1C PCCI engine were
carried out at a roughly constant gas temperature set at 85°C);

Engine type FPT F1C Euro VI diesel | FTP F1C PCCI
Number of cylinders 4

Displacement 2998 cm®

Bore / stroke 95.8 mm / 104 mm

Rod length 160 mm

Compression ratio 17.5:1 14.6:1
Valves per cylinder 4

Turbocharger

Single-stage variable geometry
turbine type

Single-stage variable geometry
turbine type (smaller turbine
with respect to the Euro VI
diesel version)

Fuel injection system

Common rail in

jection system

Injector static flowrate

990 cm? in 30 s at 100 bar

750 cm? in 30 s at 100 bar

Injector cone angle 139.8° 130°
EGR circuit type Short-route, high pressure, cooled
EGR valve type poppet throttle
Max thermal power: 6kW Max thermal power: 32kW
EGR cooler

Cooling water circuit integrated
with block coolant circuit

Dedicated external circuit for
the cooling water

Table 1.1: Technical specifications of the conventional F1C Euro VI diesel engine and of the
PCCI version of the engine.
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Figure 1.1: Simplified schematic of the engine installations at the test bench.
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— Piston F1C Euro VI

«==« Piston F1C PCCI

—— Injector FAC Euro VI
Injector F1C PCCI

Figure 1.2: Section view of the piston bowl and injector spray edge of the F1C Euro VI and the
F1C PCCI engines.

» the EGR poppet valve installed on the conventional hardware was replaced
by a throttle valve, with the aim of increasing the maximum cross-section area
and the resulting EGR mass flowrate toward the intake manifold;

» a smaller turbo-group was specifically designed and implemented for higher
boost levels at lower engine loads;

* the ATS of the F1C PCCI engine was only endowed with a DOC.

On the software side, the standard engine is equipped with its reference
software, where the original on-market calibration was originally present. This
software and its calibration were used for testing in CDC, while some of the engine
calibration maps and parameters where changed according to the need to obtain the
desired PCCI combustion mode. In some specific activities aiming at testing some
engine control functions, that will be discussed later in this Chapter, dedicated
configurations were used to bypass some original functions of the conventional
electronic control unit (ECU) by using dedicated electronic hardware and the
related software: these specific configurations will be shown in a dedicated Section
of this Chapter (cf. Section 1.4.2).

Referring to the software for the PCCI version of the engine, the same base
software was used but the original air control implemented on the ECU of the F1C
Euro VI was excluded and replaced by a dedicated rapid prototyping device, which
was employed to control the position of the EGR valve and VGT actuators,
independently of the conventional ECU.

The pressure and temperature were measured at different positions of the flow
path (such as upstream and downstream of the turbocompressor, in the turbine and
intercooler, as well as in the intake manifold and in the EGR circuit), by fully
instrumenting both engines with several low-frequency piezo-resistive pressure
transducers and thermocouples. Four Kistler 6058 A high-frequency piezoelectric
pressure transducers were placed in glow-plug adapters to acquire the combustion
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chamber pressure traces of each cylinder on a crank angle basis. The latter
piezoelectric sensors have a measuring range up to 250 bar, and a sensitivity of
about -17 pC/bar, with a maximum sensitivity shift of £0.5% with temperature up
to 200+50°C (at the sensor flameguard), which ensures a good thermal stability of
the measurement with temperature. The piezoelectric signals are amplified through
an AVL MicrolFEM indicating amplifier, with a hardware low-pass filter at 100
kHz and a linearity error lower than 0.01% of the full-scale output (14400 pC). The
amplified signals are acquired at an angular frequency of 10 samples/°CA. In-
cylinder pressure sensors are pegged on the signal of the intake manifold pressure
measured by means of a high-frequency Kistler 4007C piezo-resistive transducer,
with a measuring range of 0-5barA (absolute pressure), having an integrated
amplifier and a digital compensation of the measurement with temperature in the
range between 25°C and 180°C. The piezo-resistive sensor is located in front of
cylinder #1, and its signal is also acquired every 0.1°CA. Similarly, also a water-
cooled high-frequency Kistler 4049B piezo-resistive sensor is installed in the
exhaust manifold, with a measuring range between 0 barA and 10 barA. All the
high-frequency pressure sensors are acquired through the AVL indicating system
Indicom, and phased on the crank angle basis by means of an AVL 350C encoder
which provides a TTL signal with 720 pulses/round to an AVL 365Z01C pulse
converter, thus acquiring angular position of the crankshaft with a resolution of
0.5°CA.

The test bench equipment consists, inter alia, of a cradle-mounted AC
dynamometer and an AVL KMA 4000 fuel flowrate system, which is able to
perform a continuous measurement of the engine fuel consumption with an
accuracy of 0.1%. The raw gaseous emissions from the engine can be measured by
means of two complete AVL AMAi160 measuring analyzers, both of which are
endowed with devices that are able to simultaneously provide gaseous
concentrations of NOx/NO, HC, CHy, CO, CO; and O,. NO and NOy concentration
are measured by means of two heated chemiluminescence detector (CLD), with a
measuring range up to 1000 ppm (low concentration range) and a response time
lower than 2 seconds. On each of the two measurements streams, a flame ionization
detectors (FID) with heated inlet lines and with a measuring range up to 10000
ppmCs are used to measure HC and CHa, with a response time below 1.2 s. Carbon
monoxide and dioxide concentrations are measured through non dispersive infra-
red measuring instruments (NDIR): for the CO, two different analyzers are used,
one for the low concentrations up to 5000 ppm, and the other for concentrations
above 5000 ppm and up to 5%, while the CO; is calibrated in the measuring range
between 0% and 20%. The NDIR devices have a response time within 1.5 s. Finally,
the oxygen concentration is measured by means of a paramagnetic sensor, with a
measuring range of 0-25% and a response time below 4.5 s. All the gas analyzers
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have a reproducibility within +£0.5% of the full scale and a linearity error within
+2% of the measured value (or within £1% of the full scale, whichever is smaller).
A third analyzer is only endowed with a CO> measuring device, which is used to
evaluate the EGR rate to the engine. As far as soot emissions are concerned, an
AVL 415S smokemeter is used for steady-state tests, which has a reading range
from 0.002 FSN to 10 FSN with a resolution of 0.001 FSN and a repeatability of
+(0.005 FSN + 3% of the measured value). When transient measurements are
needed, an AVL 439 opacimeter is adopted. Smoke opacity is evaluated in
percentage with a resolution of 0.1%, a rise time of 0.1 s, a linearity error lower
than +0.5% and a zero stability of 0.1% over 30 min of testing. In order to ensure a
good accuracy, the zeroing procedure is performed every 30 min of testing. All of
the abovementioned measurement devices are controlled by AVL PUMA Open
1.3.2 automation system. AVL CAMEO 3R8 software has been set for automatic
tests related to design of experiments (DoE) analysis.

1.2 Preliminary optimization of PCCI on the standard
engine through a design of experiments and model-
based calibration

The increasing complexity of the phenomena involved in engine technology
makes the task of optimal calibration complex and challenging. As a result, there is
growing interest in model-based approaches, in which design of experiments,
statistical modeling and optimization techniques are employed, as these can
simplify and efficiently produce high quality engine calibrations [145].

Experiments at the engine test-bed are expensive and time consuming.
Therefore, there is the need for properly designing and planning experiments. For
this purpose, DoE is an efficient technique and can lead to significant reduction of
the empirical data collection at the test bench. Experiments are expressed in terms
of ‘factors’, which are the independent input variables varied at each test point in
order to understand the effect on the dependent parameters, known as ‘responses’
[146]. After the selection of the factors of greatest influence based on the physical
knowledge of the system under investigation, specific values, or ‘levels’, have to
be determined, in order to specify a ‘level-combination’ for each test [146].
Different kinds of designs can be applied when DoE is adopted: classical (including
full factorial, central composite designs, etc.), space-filling, and computer-
generated optimal designs [147]. The tests obtained with DoE can be analyzed and
can provide accurate data to create the statistical models that relate the experimental
input factors to the measured response outcomes [148]. Many alternative models
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and methods exist, but probably the most adopted is the “response surface
methodology”, which generally uses second-order polynomial equations as
response surface approximating functions, and least squares regression analysis as
a fitting method [146].

If the resulting regression models show a good fit (a correlation coefficient
close to one), they can be used to generate an optimal calibration, applying
optimization techniques in order to find which input values should be set in order
to obtain certain desired outputs. It is possible to set some constraints, and search
for an optimum calibration point within the feasible area defined by these
constraints [ 145, 147]. For example, once models for exhaust emissions are defined,
it is possible to search the values of the inputs that minimizes NOx with constraints
m terms of CO, soot, etc.

In this work, aiming at implementing the PCCI combustion mode, the statistical
techniques of the design of experiments were applied in order to efficiently plan
tests, analyze acquired data and provide cause-and-effect relationships about the
observed phenomena. First, based on experimental evidence, the variables that
mostly influence the ignition delay were identified, which are: the SOI, the EGR
rate and the fuel injection pressure. The activity was then performed according to
the steps described hereinafter and graphically illustrated in Figure 1.3:

1. preliminary tests are performed in order to identify which ECU variables are
more relevant to reach the desired combustion mode and corresponding
variation ranges;

ii.  based on preliminary test results, statistical design of experiments is applied:
a variation list is obtained which combines various factors and their values
according to a specific DoE technique;

iii.  designed experiments are tested on engine test-bench, and experimental
readings are obtained from tests;

iv.  regression models are built on experimental readings, in order to predict
desired outputs (emissions, fuel consumption, combustion noise) as a
function of selected inputs;

v. model-based optimization is performed to provide suitable input values to
reach desired output targets, which basically consists in inverting the
statistical models built on experimental values in order to get the input values
(i.e., the calibration values) needed in order to obtain response variables at
certain targets or within certain limits;

vi.  optimal calibrations are implemented in the engine ECU are experimentally
validated by comparing the measured responses to the expected ones resulting
from model-based optimization.
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Figure 1.3: Schematic representation of the model based calibration methodology.

In this study, a “V-optimal” experimental design algorithm and optimization
techniques [147] were applied at different steady-state speed and torque conditions,
in order to define optimum calibrations of SOI, EGR rate and injection pressure to
run the engine under PCCI combustion mode, meeting various constraint criteria.
In particular, the focus has been to reduce the smoke and NOx exhaust emissions
from the engine accepting some penalties in terms of CO and HC exhaust emissions
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and bsfc. For sake of conciseness, only the results relative to one engine working
point, namely at engine speed n = 1800 rpm and brake mean effective pressure
bmep = 1 bar, will be presented in the following sections.

1.2.1 Preliminary experimental analysis on PCCI combustion

A preliminary test activity has been performed in order to identify the main
engine control variables that can be managed in order to obtain a PCCI combustion
strategy.

In conventional diesel combustion, the mixture ignites in the region where the
local equivalent ratio is between 2 and 4 [149], i.e. in fuel-rich conditions. The
targets of PCCI combustion strategies are, first, to ignite the charge at much lower
local equivalent ratios in order to reduce the formation of soot, and, secondly, to
slowdown the combustion development to lower peak temperatures, and
consequently decrease the formation of NOx [112]. The attainment of PCCI
combustion conditions basically means increasing the ignition delay (ID) [29, 150,
151]. The duration of the ID depends on the charge density, fuel and oxygen
concentrations and in-cylinder temperature [152]. The oxygen concentration and
in-cylinder temperature for a certain engine working point are affected to a great
extent by the EGR rate. This clearly points out that EGR is the most important
engine working parameter to attain PCCI combustion.

SOI timing also plays an important role when direct injection engines are
considered. As already mentioned, PCCI combustion strategies usually involve a
very early [27, 30, 108, 109] or late [110] injection event. In the former case, the
in-cylinder charge density and temperature at SOI are relatively low, with a
consequent prolongation of the time available for the charge to mix, together with
an increase in wall impingement phenomena. In the latter case (late injection), the
fuel is injected just after TDC, when the high density of the charge requires
additional EGR to increase the ignition delay. The potentialities of these two
strategies, with respect to the reduction in the local equivalence ratio and in the
combustion temperatures, have been clearly shown in [153]. The fuel injection
pressure may also play a relevant role as it affects the fuel atomization process as
well as the liquid penetration length, which is the cause of wall impingement
phenomena, especially when very early injection strategies are employed.

Moreover, a reduction of temperature and pressure in the intake manifold
would be beneficial to increase the ignition delay [154]. On the other hand, an
increase in boost pressure reduces CO and HC emissions thanks to the overall leaner
mixture and higher availability of oxygen in the combustion chamber, and extends
the amount of EGR that the engine can tolerate [154]. Although the potential effect
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of these variables on the implementation of PCCI combustion, the intake air
temperature and pressure were not explicitly considered as control variables, nor
for the preliminary tests neither for the following DoE, as they were not directly
controllable in the tested system. In fact, due to high EGR rates and — consequently
— low exhaust flow rate expanding in the turbine, the boost pressure was generally
low (in the order of 10 mbar) although the turbine blades of the VGT were set at
the closest position. Therefore, the boost pressure obtained was always lower than
the target set in the ECU, and there was no chance to further increase the boost
pressure with the current hardware. Also the temperature at the intake manifold was
not directly controllable as it was a consequence of the EGR mass flow and
temperature. The temperature of intake air after the compressor, before mixing with
EGR, was controlled and set to 15°C. Nevertheless, the temperature of the EGR
gases was conditioned by means of an EGR cooler integrated within the cooling
circuit of the engine block, and therefore it was not possible to directly control the
temperature or the flow of the coolant water in the EGR cooler. Therefore, as not
directly controllable, intake air temperature and pressure were excluded from the
set of possible engine control variables for the tests.

Further improvements may be obtained by increasing the mixing rate through
a design which would enhance the swirl motion, and by on-purpose design of the
combustion chamber geometry and the injectors [ 109].

In order to limit the variables to be included in the DoE and the degrees of
freedom of the models, an early injection strategy, with a single injection event, has
been chosen for this activity. Preliminary tests were performed on the reference
engine working points by gradually changing the relevant variables (i.e. EGR rate,
SOI and rail pressure) with a “one-factor-at-a-time” approach [147]. The limit
values of the variables that allow the realization of a PCCI-like combustion event
were then identified as a preliminary step for the DoE activity. Limits on the lower
values of SOI and EGR were set, taking into account the trends in the engine-out
concentrations of NOx and soot: these two pollutants generally have opposite trends
in conventional combustion, while a simultaneous reduction in both pollutants is
obtained in PCCI combustion. Maximum values for SOI advance were dictated by
the increase in HC and CO emissions above acceptable levels. Limits on the highest
EGR rate value are imposed by two phenomena: first, an increase in the EGR rate
above a certain value generates high combustion instability and high cylinder-to-
cylinder variations (even though the relative EGR unbalance not always increases
with EGR rate — cf. Section 1.5 — an increase in the EGR mass flow can determine
an larger cylinder-to-cylinder difference in the amount of EGR mass per cylinder);
second, because large amounts of EGR are obtained by opening the EGR valve
wide and, at the same time, increasing the engine backpressure by means of a
dedicated flap valve. The increase in backpressure degrades fuel consumption and,
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Figure 1.4: Results of preliminary tests on engine point 1800 rpm x 1 bar bmep. Brake
specific soot vs. NOy (a); CO (b) and CO, brake specific emissions (c), bsfc (d) as a function
of the EGR rate, for different SOI angles.

after certain levels, increases combustion instability and the occurrence of
misfiring, due to the difficulties involved in managing the inlet and outlet flows
from the cylinders.

The results of the preliminary tests are shown Fig. 1.4 and Fig. 1.5. All the data
refer to a single engine working point, namely 1800 x 1 (engine speed in rpm X
bmep in bar). The engine-out pollutants are considered in terms of brake specific
emissions, evaluated as the ratio between the pollutant flow rate and the engine
brake power. Soot emissions have been evaluated, starting from the measurement
of the filter smoke number (FSN), according to [155]. The reference EGR rate in
the Euro VI CDC calibration point was 38%.

Fig. 1.4a shows the soot vs. NOx emissions and EGR rate for various values of
SOI, where the SOI is expressed in terms of crank angle degrees before TDC (°CA
bTDC). Soot is reduced, for constant NOx emissions, by advancing the injection
event due to the longer mixing time. Soot increases, for a certain SOI value, for
decreasing NOy, to a certain point where the soot starts to decrease simultaneously
with NOx. This is obtained at high EGR rates, and the specific EGR value at which
the standard trend is inverted depends on the SOI. This inversion does not occur if
the start of injection is set to 16 °CA bTDC, even at the maximum possible EGR
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rate, and this condition cannot therefore be considered suitable for PCCI
combustion. For earlier injection events, e.g. when SOI occurs at 20 or 24 °CA
bTDC, the simultaneous decrease of the two pollutants is obtained for higher EGR
rates than 66%. If SOI is advanced further, e.g. to 28 or 30 °CA bTDC, the soot
emissions are almost null, and the corresponding variations are therefore not
significant. On the other hand, Fig. 1.4d shows an increase in the brake specific fuel
consumption with SOI, due to the advance in the barycenter of combustion, while
— given an SOI value — the increase in the EGR rate does not significantly affects
bsfc for the tested conditions. Moreover, advanced injection in a low density and
low temperature environment leads to possible wall impingement and lean-charge
pockets, which determine an increase in CO (Fig. 4b) and HC emissions, which
partially contributes to a deterioration in combustion efficiency. The HC emissions
have not been reported since they show a similar trend to that of CO, that is, HC is
roughly one fourth of CO: the increase in unburned hydrocarbons that can be
observed as the SOI is advanced may also be due to the increase in the oil dilution
phenomena, and to a general deterioration of the fuel atomization process, due to a
lower in-chamber density when the fuel is injected. Furthermore, the dilution effect
of EGR contributes to the increase in HC and CO emissions. In these conditions, as
the HC and CO emissions are extremely high, the CO» emissions (Fig. 1.4c) are not
directly proportional to bsfc, and tend to decrease slightly as the EGR rate for a
given SOI value increases, although increasing the EGR rate also produces an
increase in the amount of CO» in the intake gases.

Figs. 1.5 shows the effect of EGR and SOI on the development of the
combustion event. The dashed lines in the graphs refer to the Euro VI calibration
point, where the EGR rate of the latter was not reported in order to maintain the
graph compact on the x axis. In some of the graphs the value referred to the Euro
VI calibration point was omitted for confidentiality reasons. The advanced injection
event leads to a dramatic advance of the combustion barycenter (MFBS50, Fig. 1.5a),
which is one of the causes of the reduction of the combustion efficiency and the
consequent increase in bsfc (Fig. 1.4d). Generally, the MFBS50 is more advanced as
the SOI is advanced, although the relation between the two quantities is not linear,
as the effect of increasing the SOI is weakest for higher SOI values. Moreover, an
increase in the EGR rate tends to retard the combustion event. Therefore, an
appropriate combination of the two control parameters can provide acceptable
values of MFB50, although still highly advanced with respect to CDC. Both SOI
and EGR have an almost linear effect on the total duration of the combustion,
evaluated as the angular difference between the crank angle at which 90% and 10%
of the fuel has burnt (MFB10-90, Fig. 1.5b). The angular interval from the SOI and
the MFB10 is reported in Figure 1.5d, as it is representative of the ignition delay,
and the duration of'the first phase of combustion (MFB10-50) and of the latest phase
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of combustion are reported in Fig. 1.5e-f. Figure 1.5d shows that the ignition delay
elongates from about 4°CA in CDC to values ranging from 13-15°CA with SOI =
16°CA bTDC to 25-29°CA with SOI = 30°CA bTDC (notice that in CDC a triple-
injection strategy is applied, and the MFBO-10 is evaluated from the SOI of the
main injection). As most of the fuel mass accumulates and mixes in the chamber
during the ignition delay, the bulk of charge rapidly burns in the first phase of the
combustion event, which therefore results extremely more rapid than in CDC Euro
VI point (c.f. Figure 1.5 d). It is worth to notice that the EGR rate also affects the
duration of the first phases of the combustion (MFB10-50), while, for a fixed EGR
rate, variations of the SOI have a small effect on MFB10-50 (within 0.5°CA). As
the combustion event is anticipated, also the peak firing pressure occurs earlier, i.e.
closer to the TDC (c.f. Figure 1.5 g), leading to higher PFP (c.f. Figure 1.5 f):
advancing the SOI anticipates both the combustion barycenter and the angle at
which the PFP occurs, thus leading to higher PFP values, while an increase in EGR
slows the development of combustion, and reduces the corresponding PFP. Having
a fast combustion during the first combustion phase leads to a higher pressure
derivative, thus impacting also the combustion noise (CN, Fig. 1.5 h), which in
PCCI is 6-13 dB higher than in CDC, and reduces with the increase in EGR rate.
The duration of the second phase of the combustion event (MFB50-90, Fig. 1.5 ¢)
is almost linearly influenced both by the SOI and by the EGR rate: the combustion
duration shortens when the SOI is advanced, and elongates with the increase in the
EGR rate. Exhaust temperature (Texn, Figure 1.5 1) increases as the combustion
duration increases and combustion phase is retarded: the later the combustion event
occur, the lower the peak pressure and the slower the pressure decrease during the
expansion phase, which leads to higher exhaust temperature and pressure at the
exhaust valves opening. It is also worth to notice that the exhaust temperature in the
examined point are always higher than the same engine point calibrated in CDC,
which shows exhaust temperature around 185°C, i.e. 30-50°C lower than the PCCI
combustion. This is partially justified considering that the temperature at the intake
manifold, ie. the in-cylinder charge temperature at the beginning of the
compression phase, is 15-30°C higher in PCCI than in CDC (Figure 1.5 j), due to
the higher temperature and mass flow of EGR, which leads to a higher temperature
of the intake mixture at the mixing point, although the fresh air temperature after
the intercooler is lower in the PCCI case. Moreover, as mentioned above, since the
engine is equipped with a short-route EGR system, the higher the EGR rate, the
lower the flow rate through the turbine blades and — as a consequence — the lower
the work available to compress the fresh air, and therefore the lower the boost
pressure (Figure 1.8 k).

The discussed analysis of the PCCI combustion mode implemented on the
conventional F1C Euro VI engine showed that it was not possible to exceed the
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load of 2 bar of bmep. For higher engine loads, it was not possible to reach a
premixed combustion due to: (1) the higher amount of fuel injected per cycle, (2)
the richer composition of the EGR, (3) the low intake pressure. As the engine load
is increased and the fuel injected per cycle increases accordingly, the ignition delay
tends to shorten due to the higher amount of chemical energy in the combustion
chamber. Therefore, the SOI should be further anticipated with respect to engine
points at lower load in order to obtain a sufficient pre-mixing of the charge.
Nevertheless, advancing further the SOI leads to higher fuel impingement, with
higher unburned hydrocarbons and worsening in fuel consumption. One engine
point was tested in these conditions, at 1400 rpm and 3 bar bmep (cf. Figure 1.6).
Tests showed an increase in HC emissions from 2 g/kWh to 5 g/lkWh and an
increase in specific fuel consumption by 6.5% moving the SOI from 15°CA bTDC
to 30°CA bTDC with an EGR rate of 60% (Figure 1.6a). The soot emissions were
measured between 1g/kWh and 0.015 g/kWh, where the Euro VI emission limit is
0.01 g/kWh on PM (Figure 1.6b). Further increase in the EGR rate would provide
a longer ignition delay, but it was not possible to increase the EGR rate as the EGR
valve was always operated in the fully-open position, and the exhaust flap was
operated in a very narrow range close to the fully-closed position. An additional
increase in the backpressure through a further closure of the exhaust flap was found
to be extremely detrimental on fuel consumption and in terms of combustion
stability. In the mentioned test point at 1400 x 3 (rpm x bar bmep), with an SOI of
24°CA bTDC, an increase in EGR rate from 60% to 62% through the regulation of
the exhaust flap (from 93.2% to 94% of the full stroke) led to a further increase of
4.8% in fuel consumption, caused by an increase in the engine backpressure of only
5 mbar (Figure 1.6¢). In these extreme conditions, combustion stability worsened
up to reach the misfire condition in several cycles. Therefore, in these conditions
the worsening in bsfc, CO and HC were comparable to those measured for points
at lower loads, but soot emissions were higher than the Euro VI limit and there was
no chance to further decrease them. Moreover, due to the limitations in boost
pressure caused by the high amount of EGR and due to the higher amount of fuel
per cycle, the charge results relatively richer than for points at lower loads, thus
affecting also the composition and the temperature of exhaust gases. As a
consequence, given a certain EGR mass flow, the intake temperature increases and
the oxygen concentration at the intake manifold decreases as the load is increased.
The higher intake temperature leads to an increase of the combustion peak
temperature, thus increasing the formation of NOx. The lower concentration of
oxygen limits the fuel-air mixing, thus leading to higher local fuel-to-air ratios,
which increases the soot emissions. Furthermore, the lack of oxygen in the last
phases of the combustion further increases CO and HC emissions due to missing
late oxidation.
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Figure 1.5: Barycenter of the combustion (a), angular duration of the combustion (b), angular duration

of the ignition delay (c), angular duration of the first phase (d) and of the last phase of the combustion
(e), peak firing pressure (f) and related angle (g), combustion noise (h), exhaust manifold temperature
(i), intake manifold temperature (j) and pressure (k) as a function of EGR rate for different SOI.
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Figure 1.6: Tests performed at 1400 rpm and 3bar bmep attempting to get a proper PCCI
combustion: SOI sweep at constant EGR rate (a,b) and EGR sweep at constant SOI (c,d).

1.2.2 Design of experiments and model-based optimization of
PCCI combustion

The limit values of the input parameters to perform a DoE have been set
according to the above presented preliminary analysis, and are reported in Table
1.2. The following input parameters have been identified as the ones that mainly
affect PCCI combustion: the rail pressure, the start of injection and the position of
the backpressure flap valve used to regulate the EGR rate, since the EGR poppet
valve was fully open in all the PCCI working conditions. Considering the limit
values for each of these variables, and provided there is an appropriate number of
levels, a “V-optimal” design, which minimizes the values of the predicted error
variance in the test plan, has been implemented by means of the “MBC model”
Matlab software tool. The optimal design of experiments provided a number of 32
combinations of the control variables, whose values are shown in Figure 1.7. These
combinations of EGR flap position, SOI and rail pressure have been tested on the
reference engine point. A detailed list of the tested engine points is reported in Table
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1.3. Moreover a number of repetitions of the central point of the DoE (reported as
test #1 in the table) have been evenly run during the test plan in order to check
possible drifts.

The experimental values of the main outputs, i.e. bsfc, brake specific emissions
(NOx, soot, HC and CO), CN and MFB50, were used to fit second order polynomial
regression functions of the input control variables (rail pressure, SOI, EGR flap
position). Moreover, the Box-Cox transformation [156] was applied, where
necessary, in order to normalize the distribution of the residuals and the “stepwise
regression” method [146] was used to eliminate any regressors that showed a
negligible effect on the outputs. Summary statistics of the obtained models are
reported in Table 1.4. According to the reported statistical indexes the models show
a good correlation with the experimental values. As an example of the results
obtained with the modeling, Fig. 1.8 depicts the predicted bsfc versus the
experimental one. The validation root mean square error (RMSE), obtained by
comparing the validation tests with the model outcomes, was generally very similar
to the model RMSE.

Input Lower Limit Upper Limit
EGR flap position [%] 85 95
SOI[°CA bTDC] 18 30
Rail pressure [bar] 500 700

Table 1.2: DoE input boundary values.
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Figure 1.7: Test points of the V-Optimal DoE: values of
the three control variables.
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EGR flap position SOl Rail pressure

[%] [°CA bTDC] [bar]
1 90 24 600
2 90 18 600
3 87 30 500
4 92 24 500
5 87 24 500
6 95 18 500
7 93 18 500
8 91 24 500
9 90 24 590
10 95 24 600
11 95 24 500
12 85 24 600
13 92 18 500
14 95 30 590
15 94 18 500
16 85 18 500
17 85 30 600
13 85 24 700
19 88 30 700
20 95 18 510
21 91 24 600
22 95 18 610
23 95 30 500
24 89 18 500
25 95 24 700
26 90 18 700
27 93 30 500
28 94 24 500
29 93 30 700
30 90 24 500
31 95 24 610
32 89 18 600

Table 1.3: Detail of the 32 test points of the V-Opt DoE at speed = 1500
rpm and bmep = 1 bar (i.e. torque = 27 Nm).

Among the models, the lowest coefficient of determination was obtained for
the soot specific emissions, due to the high dispersion in the low-end of the
measurement range of the smokemeter: as mentioned in Section 1.1, the
repeatability of the instrument is £ (0.005 FSN +3% of the measured value), i.e. a
repeatability error of between 53% and 11% when the measured value ranges from
0.01 FSN to 0.06 FSN, where 80% of the soot samples in the DoE lied. As a
consequence, considering that the root cause of the dispersion of the model could
not be improved and that the root mean square error is equal to the resolution of
measuring instrument itself, the model was validated although the coefficient of
determination was slightly lower than 0.9.
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Once the response models had been validated, a model-based optimization of
the PCCI combustion in the considered engine working point was set up. Different
optimization strategies were tested and the results were compared. In particular, the
focus was on the minimization of the NOx emissions or of the bsfc, and some upper
boundaries were sometimes set on other output parameters. A “conjugated gradient
optimization” method was adopted for single-objective optimizations, while multi-
objective optimizations were computed employing a Normal Boundaries
Intersection algorithm. Details on the optimizations are reported in Table 1.5, which
reports, for each of the optimizations, the values of the control variables obtained
through the model-based optimization, as well as the optimization criteria (i.e., the
variable to be minimized) and the applied constraints. The first and the second

Box-Cox R? PRESS PRESS Validation

Responsemodel  Parameters n RE adjusted  R2 RMSE "MSE  pmsE
bsHC [g/kWh] 8 1 0960 0951 0933  0.161  0.140 0.184
bsNO, [g/kWh] 8 0.5 0994 0992 0989 0346 0268 0.282
bsCO [g/kWh] 8 0.5 0983 0980 0973 1071 0879 0.633
bsSoot [g/kWh] 10 1 0.880 0837 0749  0.002 0.0l 0.001
bsfc [gkWh] 8 1 0938 0925 0913 2537 2392 3.616
CN [dB] 7 1 0977 0973 0957  0.132  0.106 0.095
EGR rate [-] 6 1 0996 0995 0994 0411 0369 0.494
MFBs, [°CA] 8 0.5 0.998 0997 0995  0.190  0.148 0.177

Table 1.4: Statistical summary for each response model.

Point EGR valve EGR flap SOI Rail pressure Minimization Constraints
[%] [%] [°CA bTDC(C] [bar] [-]
Euro VI 100 71.4 6.9 583

Opt 1 100 95.0 30 700 NOx

Opt 2 100 95.0 30 500 NOx CO/COggr < 8.5
NOX/NOxyREF <0.5

Opt 3 100 91.5 18 500 bsfc Soot/Sootger < 0.4

NO, HC/HCrer <2
Opt4 100 930 2 500 bsfe Soot/Sootger < 0.2

Table 1.5: Parameters of the Euro VI point and of the optimization point parameters.

S
=
a

—_ — Predicted = Experimental
< ® Experimental data
§ 435
=
~
2

425
L2
7]
O
T 415
L
i)
el
o] 405
e
o

395 405 415 425 435 445

bsfc [g/kWh]

Figure 1.8: bsfc: predicted vs. experimental values
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optimization points (Opt 1 and Opt 2) were obtained by minimizing the NOx
emissions, and the second differs from the first one for the application of a
constraint on the maximum CO emissions. The third optimization (Opt 3) was
computed minimizing the brake specific fuel consumption and applying constraints
on both NOy and soot emissions, and the fourth optimization point (Opt 4) is set to
minimize NOy emissions and bsfc at the same time, while limiting HC and soot
emissions to constrained levels.

Fig. 1.9 shows a comparison of the experimental results pertaining to the
optimized PCCI combustion modes and the standard engine calibration conducted
in conventional diesel combustion mode. The first and second optimizations (Opt 1
and Opt 2) resulted in a reduction in the NOy brake specific emissions of more than
90% (Fig. 1.9a), and smokeless combustion (Fig. 1.9b), thanks to an increase in the
EGR rate to more than 60% (Fig. 1.9h). On the other hand, the CO and HC
emissions increased by more than 2-fold and 8-fold, respectively (Figs. 1.9¢-d),
while the bsfc increased by 13% (Fig. 1.9¢), due to an advance of the barycenter of
the combustion of more than 11 °CA (Fig. 1.9f, Opt 1 and Opt 2 with respect to
EUVI). The third optimization resulted to be the best trade-off for the tested
conditions: in this case, it was possible to reduce the NOx emissions by 60% and the
soot by more than 80%, while the bsfc penalty was slightly lower than 10%, the
increase in CO was contained to less than 3-fold and the HC emissions were almost
the same as the reference condition.

Experimental tests performed with the Opt 4 calibration provided even lower
NOx levels than Opt 1 and Opt 2 (due to the model and experimental uncertainty for
such low values), while bsfc was slightly higher than in Opt 3, and HC and CO were
considerably lower with respect to Opt 1 and Opt 2, but much higher than Opt 3.
Soot emissions were reduced by 46%, but were still far from the target of a PCCI-
like combustion. In all the tested conditions, the combustion noise was considerably
higher than in the reference condition, with an increase from 11.7 to 13.1 dB, which
was in part due to the fact that the PCCI tests were performed with a single injection
strategy, while the Euro VI calibration used a triple injection strategy for the
considered engine point. Moreover, the advance in the combustion event and the
longer ignition delay had to be accounted for as additional causes of the increase in
combustion noise.
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1.3 Performance and emission comparison between the
standard Euro VI diesel engine and an optimized
PCCI Version

Starting from the commercial Euro VI on-road engine, as mentioned in Section
1.1, the engine hardware has been modified to optimize PCCI operations. This has
involved adopting a smaller turbo group, a new combustion chamber and injectors,
and a dedicated high-pressure exhaust gas recirculation system. The results
obtained on the modified version of the engine, in terms of engine performance and
exhaust emissions, under steady-state operation conditions, are presented in this
Section, where the original Euro VI calibration of the conventional engine has been
compared with the PCCI calibration of the optimized hardware engine, in order to
identify the potentialities of the PCCI combustion strategy on the optimized
hardware engine.

As far as the F1C Euro VI engine is concerned, the experimental tests were run
adopting the original OEM calibration on the ECU (which cannot be reported here
for confidentiality reasons), featuring a conventional combustion mode with a triple
injection strategy (two pilot injections and one main injection). In particular, a full
engine map was experimentally obtained at the following angular speeds: 850,
1000, 1200, 1400, 1600, 2000, 2500, 3000 and 3500 rpm and for the following
loads: 7%, 12.5%, 25%, 37.5%, 50%, 62.5%, 75%, 87.5% and 100% of the
maximum bmep at each angular speed. Hereafter, the blue filled circles reported in
Figs. 1.10, 1.13, 1.15 refer to this engine map.

As mentioned in the previous Section, the implementation of PCCI combustion
on the Euro VI engine was limited to low loads. In order to overcome this limit, the
new hardware was designed to explore the suitability of PCCI operations to up to
medium loads and at medium-high speeds, as mentioned in Section 1.1. Also in this
case, an early single injection strategy was chosen to provide the charge premixing
during the last part of the compression phase. The following engine control
variables were used to implement the PCCI combustion mode: electric start of
injection (SOI) of the single injection pulse, exhaust flap position (flap), variable
geometry turbine (VGT) position and rail pressure (pril). Therefore, most of the
used control variables are the same as for the PCCI mode on the conventional diesel
engine, with exception for the VGT position that was added in this cases since the
smaller turbo was expected to provide a boost pressure higher than environment
also at high EGR rates. It is worth pointing out that, also in this case, although a
larger section of the EGR valve, the EGR valve was always kept in the completely
open position in order to obtain high EGR rates, and it was therefore not considered
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as an input in the following analysis. In this investigation, the PCCI combustion
mode was mainly explored according to a “one-factor-at-a-time” (OFAT) approach
[147]. The experimental optimum PCCI calibration for each engine operating point
was chosen through the use of an objective function, in order to achieve the best
compromise in terms of simultaneous reduction of soot, NOx and bsfc. In the
following figures, a smaller area of the full engine map was investigated, as it was
not possible to acceptably extend the performance of PCCI operations any further.
In particular, the engine operating points listed in Table 1.6 were tested on the F1C
PCCI engine.

The maximum experimental load explored in PCCI combustion mode was
about bmep = 8.5 bar, as it was limited by the increased injected fuel mass. As the
load rises, a higher injected fuel quantity is required, so that the A range in which
the engine can be operated effectively becomes narrow and very close to the
stoichiometric value. As a consequence, in order to re-establish the desired A value
(cf. Fig. 1.14), the exhaust flap has to be opened to reduce the EGR flow rate and
increase the air flow rate. Combustion becomes unstable at low A values and soot
increases, whereas other quantities, such as bsfc, CN and NOy, tend to become too
high at high A values, because MFB50 occurs appreciably before TDC. The SOI
has to be advanced, with respect to CDC, so that the fuel has the necessary time to
premix with the surrounding charge. Furthermore, the link between MFB50 and
SOl is not straightforward in the PCCI combustion mode, as it is instead in the CDC
mode. In fact, in the PCCI combustion mode, an appreciable difference in SOI has
a minor influence on MFB50. Therefore, if a higher load is required, this cannot be
obtained under PCCI combustion and it is necessary to switch to CDC. Further
details about quantities that have not been graphically reported (such as SOI, rail
pressure, EGR rate, exhaust pressure and temperature) are available in Table 1.6,
where the values related to the conventional engine are not reported for
confidentiality reasons. SOI and pril are calibration parameters, pexh and Texn refer
to the values downstream of the engine and upstream of the flap (cf. Fig. 1.1), pooost
is evaluated in the intake manifold. The rail pressure was increased, with respect to
the calibration of the CDC mode. In fact, in PCCI combustion mode, the fuel must
be evaporated and at least partially mixed prior to the SOC reactions. Fuel droplets
that survive the start of reactions will burn in diffusion flames, and this would lead
to a dramatic increase in the production of soot and NOy [105].
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speed | bmep SOI Prail EGR Phoost Pexh Texn A
[rpm] | [bar] [°bTDC] | [bar] rate [mbar]| | [mbar] [°C] [-]
o

1000 4.0 22 1000 gl/oé 49 13 254 1.25
1400 3.0 28 650 55.5 45 29 236 1.44
1400 44 28 1000 49.7 89 18 282 1.25
2000 2.3 22 1000 54.6 171 41 219 1.81
2000 5.0 35 1100 52.4 279 68 310 1.18
2000 6.7 34 1400 49.5 522 69 323 1.13
2500 2.3 26 1000 53.2 220 74 238 1.82
2500 5.0 34 1400 51.6 505 98 294 1.36
2500 6.7 40 1600 54.1 808 113 308 1.15
3000 2.3 26 1400 53.8 384 124 242 1.76
3000 5.0 35 1800 48.7 379 139 351 1.21
3000 6.4 44 1800 52.5 838 157 327 1.16
2000 7.5 32 1600 46.3 589 60 336 1.13
2000 8.4 32 1600 43.6 698 59 347 1.13
2500 7.5 38 1600 48.1 811 84 33] 1.18
2500 8.4 44 1600 46.4 865 96 354 1.09
3000 7.5 46 1800 47.4 862 108 358 1.10

Table 1.6: Optimum experimental points (boost pressure and exhaust pressure values expressed as
relative pressures) of the PCCI engine.

In order to highlight the cycle-to-cycle variations in both the F1C Euro VI and
the F1C PCCI engines, data relative to 100 consecutive combustion cycles were
acquired for each of the four cylinders in all the experimental tests to calculate the
coefficient of variation for the indicated mean effective pressure (CoVimep) and for
the peak firing pressure (CoVprp). The results, depicted in Fig. 1.10a and Fig. 1.10b,
which are relative to cylinder #1 (but similar results were also found for the other
cylinders) show that CoVimep and CoVprp are rather small in both engines and for
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Figure 1.10: (a)Percentage variations in COVine, of cylinder #1 for the F1C PCCI and F1C Euro
VI engines. (b) Percentage variations in COVprp of cylinder #1 for the F1C PCCI and for the F1C
Euro VI engines.
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almost all the investigated points. This suggests that a very stable combustion can
also be obtained for the high EGR rates and advanced injection timings of F1C
PCCI, as a result of the hardware modifications highlighted in Section 1.1.
Considering the four cylinders together, the COVinep dispersion proved to be
similar for both engines, whereas the COVprp resulted to be slightly higher for F1C
PCCI (but lower than 3%). The F1C Euro VI running in PCCI combustion mode
had shown higher values of CoVimep, and CoVpep, as it will be shown in one of the
following Sections of this Chapter (ct. Section 1.4).
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Figure 1.11: Mass fraction burned x; (a — left axis), apparent HRR (a - right axis), in-
cylinder pressure of cylinder #1 (b — left axis), and its derivative (b - right axis) versus crank
angle position at the 2000x2.3 point (rpm x bmep) for both the F1C Euro VI and the F1C

PCCI engines.
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Figure 1.12: Mass fraction burned x;, (a - left axis), apparent HRR (a - right axis), in-cylinder
pressure of cylinder #1 (b - left axis), and its derivative (b - right axis) versus crank angle
position at the 2000x7.5 point (rpm x bmep) for both the F1C Euro VI and the F1C PCCI

engines.
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Figure 1.13: Maximum in-cylinder pressure derivative of cylinder #1 for both the F1C Euro VI
and the F1C PCCI engines (a) and A values for the F1C PCCI engine (b).

As expected, significant differences were found when the pressure traces of the
optimum points of the F1C Euro VI and the F1C PCCI were compared. Figs. 1.11
and 1.12, which are related to 2000%2.3 and to 2000x7.5, respectively, show, in the
bottom part, the in-cylinder pressure and its derivative in cylinder #1 and, in the
upper part, the corresponding apparent heat release rate (HRR) and mass fraction
burned (xp), as evaluated in a single zone analysis implemented in the AVL
Concerto software for indicating analysis. The PCCI engine shows an advanced and
faster combustion. The peak firing pressure (PFP) values for the F1C PCCI decrease
for low loads and increase for higher loads, with respect to the F1C Euro VI. At low
loads, e.g. at 2000%2.3, the ID is extended, due to a higher dilution that the engine
can tolerate, so that PFP is achieved during the expansion phase and, consequently,
the maximum pressure derivative is attenuated. At higher loads, e.g. at 2000x7.5,
the combustion develops well before TDC, i.e. during the compression phase, with
a large increase in PFP and in the maximum pressure derivative. The maximum
values of the pressure derivative in the explored PCCI area ranged between 5-20
bar/°CA. These values are much higher than those observed for the F1C Euro VI,
which ranged between 1.5-5 bar/°CA, as shown in Fig. 1.13a. This result could be
used to set a limit to the maximum explored bmep in PCCI combustion mode.
However, the PFPs of all the working points of F1C PCCI engine never exceeded
the PFPs of the full-load curve of the F1C Euro VI engine.

In order to provide indications on how the optimum PCCI calibration should
be chosen, Fig. 1.14 depicts NOx, soot and bsfc as a function of the relative air-fuel
ratio (A), at the 2000x5 (speed x bmep) working point. The tests are related to the
OFAT approach and therefore involve different values of the abovementioned
inputs. It is worth to remark that the dyno was always operated in the speed/torque
control mode, and therefore all the points in Fig. 1.14 are related to the same engine
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brake torque. In general, the A values are affected by all the input variables, and in
particular by the flap and VGT positions. As soot was quite low at 2000x5, due to
the high premixing, the aim of the calibration was to reduce the engine-out NOx
while limiting the bsfc penalty. This was achieved over a narrow range of A, that is,
around 1.15, for this engine point. To this aim, a suitable objective function was
defined in order to find the best combination of inputs that result in a simultaneous
minimization of NOx, soot and bsfc. The black dashed horizontal lines in Fig. 1.14
refer to the emission limits of the World Harmonized Stationary Cycle (WHSC)
[157], which are reported in Table 1.7 and which were taken as a reference, whereas
the dashed red line represents the 10% increase in the bsfc experimentally measured
for the corresponding Euro VI point.

A similar methodology was adopted for the other PCCI tested points. It was
generally found that the input variables had to be chosen so that an average A,
corresponding to a slightly lean mixture, in the 1.1-1.35 range, was obtained. The
values of A for each optimum working point of F1C PCCI are reported in Fig. 1.13b.
The A values increase when the engine load decreases, because it is not possible to
further increase the EGR rate (and hence to reduce the A values), due to the onset
of combustion instabilities (higher cylinder-to-cylinder and cycle-to-cycle
variations till misfiring events occur) and a dramatic increase in engine-out CO and
HC emissions. This increase was ascribed to the air handling system, which was
optimized for medium loads, since NOy and soot emissions at low loads do not
represent a major issue. Starting from the experimental tests, statistical models
(featuring second-order polynomial functions with linear coefficients, which was
proved in the previous Section of this Chapter to be quite accurate for this
application) were built in order to understand the influence of the input parameters
on A and on the desired outputs. In general, the rail pressure does not have an
important effect on A, while the flap was the most important parameter on A. A
closer position of the flap determined a larger difference between the exhaust and
intake manifold pressures, and this resulted in a higher EGR rate, and therefore a
reduction in the air flowrate. The VGT position and SOI both affected the pressure
and temperature in the intake and exhaust manifolds, so that the dependence of A
on the considered inputs was found to be quite complex and did not show monotonic
behavior.
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Figure 1.14: NO,, soot and bsfc as a function of A at 20005 (speed x bmep)
for different values of the input variables.

CO [/kWh] 15
HC [¢/kWh] 0.13
NO, [g/kWh] 0.40
PM [g/kWh] 0.01

Table 1.7: Euro VI emission standards for heavy-duty diesel engines for the
World Harmonized Stationary Cycle (WHSC).

The values of SOI in the considered calibrations ranged from 22 to 46 °CA
bTDC and generally increased with engine speed and load. The advanced SOI
values also determined advanced MFB50 values, which occurred before TDC at the
highest PCCI loads. The considered pril for the F1C PCCI was about 150-450 bar
higher than that of the F1C Euro VI and the greatest differences were generally
measured at the lowest loads. The exhaust flap was observed to be closed more in
the F1C PCCI, especially at higher loads, and this determined, together with the
advanced MFB50, an expected increase in bsfc (cf. Fig. 1.15g).

The following graphs (Fig. 1.15) show the percentage variation of exhaust
pollutant emissions, bsfc and combustion noise of the optimum points on the F1C
PCCI engine, with respect to the corresponding points on the F1C Euro VI engine,
for all the PCCI working points. In Fig. 1.15, the green or red filled circles, with
their size being proportional to the percentage variation, highlight a reduction or an
increase, respectively, in the F1C PCCI engine, compared to the F1C Euro VI one.

Fig. 1.15a depicts the percentage reduction in engine-out NOx emissions. The
tested PCCI points show a massive reduction in NOx emissions for the explored
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area, that is, ranging from 85% to 97%. This is due to the high dependence of the
NO formation rate on the available oxygen concentration and on the maximum in-
cylinder temperatures, which are significantly lower when very high EGR rates are
implemented in the PCCI operation mode to dilute the charge [29,105]. The current
SCR systems manufactured for heavy-duty applications guarantee a conversion
efficiency that ranges from 90% to 92%, when a cooled EGR is employed [103],
and which can thus reach comparable values, in terms of NOx tailpipe emission
reduction, compared with those of the F1C PCCI, which was not endowed with any
NOx after-treatment system, as already mentioned in Section 1.1.

Fig. 1.15b shows the percentage reduction of engine-out soot emissions for all
the tested PCCI operating points, with respect to the corresponding Euro VI
calibration. An average reduction of more than 90% is obtained, with peak values
of nearly 100% (which means an ultra-low soot combustion), thanks to the
advanced combustion phasing featured in the PCCI operation mode. Advanced SOI
values provide enough time for the injected fuel to mix within the in-cylinder charge
[29], and this leads to a more homogeneous mixture than in the conventional
combustion mode, with a reduction of charge-fuel rich pockets, which are generally
thought to be responsible for the formation of soot [ 158].

On the other hand, all the premixed combustion modes, including the SI
engines (gasoline and natural gas), produce high levels of CO and HC. HC is mainly
due to trapped fuel in the valve pockets and piston crevices, whereas CO occurs in
regions where not enough O» is available. When a strongly diluted charge is
employed, as in this case, the local maximum temperature in the cylinder at low
loads can be so low that it causes wall-quenching phenomena, and this leads to high
HC emissions. The percentage variations of brake specific CO emissions, measured
before and after DOC, are shown in Fig. 1.15¢ and Fig. 1.15d, respectively. The
comparison, in the case of CO exhaust emissions after DOC, was not evaluated with
respect to the F1C Euro VI engine, but was instead evaluated with respect to the
WHSC limit (cf. Table 1.7), because no ATS system was installed on the engine in
the original Euro VI configuration at the test bench. The reduced flame
temperatures of PCCI operations, in addition to the reduced oxygen contents, due
to EGR, tend to prevent the final stage of oxidation from CO to CO; [118]. This
problem occurs under nearly all PCCI operating conditions (with dramatic, up to
20 times higher penalties than those of the corresponding Euro VI engine), so that
DOC plays a key role. Above a certain load (about bmep = 4 bar), the exhaust gas
temperatures are hot enough to make the DOC reach its light-off temperature, with
a CO conversion efficiency of nearly 100%. Light-off temperatures cannot be
reached below this load, and the engine-out CO emissions are not mitigated (with
a partial exclusion of high speed and low load points, for which the DOC conversion
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Figure 1.15: Percentage variations in engine-out NOy (a), soot (b), CO (c), and HC (e)
emissions between the F1C PCCI and the F1C Euro VI engine; percentage variations in CO
(d) and HC (f) emissions after DOC between the F1C PCCI engine and the WHSC limit;
percentage variations in bsfc (g) and CN (h) between the F1C PCCI and the F1C Euro VI

engine.

54



efficiency, even though not high, is still able to reduce CO tailpipe emissions by
about 45%, with respect to the WHSC limit).

Similarly to what was shown for CO emissions, the percentage variations of
the brake specific HC emissions, measured before and after DOC, are shown in Fig.
1.15e and Fig. 1.15f, respectively. Again, no comparison of HC emissions after
DOC, was performed for the FIC Euro VI, but was instead performed with
reference to the WHSC limit (cf. Table 1.7). Apart from promoting high mixing of
the injected fuel with the inlet charge, advanced injection timings in PCCI mode
tend to increase the fuel penetration length, due to lower in-cylinder pressure
conditions at the injection event [159], and this leads to wall impingement
phenomena and a high number of unburned hydrocarbon emissions. As mentioned
above, the cone angle [29,105] and the static flowrate were both reduced to decrease
the drawback of wall wetting. However, wall wetting cannot always be avoided,
but when it occurs, it is on the piston crown and not on the cylinder walls. As the
temperature of the piston is higher, this impingement is less critical to avoid fuel
evaporation [29]. As Fig. 1.15¢ shows, the increase in HC engine-out emissions is
particularly high for low loads and speeds, with peaks of about 10 times the
corresponding levels obtained with the F1C Euro VI. Fig. 1.15f highlights the
benefits that DOC can have on reducing the tailpipe HC emissions: at bmep values
above 4 bar, its conversion efficiency is high enough to keep these emissions lower
than the WHSC limit. Major problems are encountered at low load and low speed
points, where the exhaust gas temperatures are too low to allow the DOC to reach
its light-off temperature. At low load and low speed, further reductions of A were
not considered due to poor combustion quality and unacceptable increase in fuel
consumption. Comparing Fig. 1.15d and Fig. 1.15f, it is possible to see that the
conversion efficiency is higher for CO than for HC, as was also found in [160]. Fig.
1.15¢g shows that PCCI operations leads to a fuel consumption penalty of up to 11%,
but about 4% is obtained at intermediate loads. The detrimental effects, in terms of
bsfc obtained for the F1C PCCI engine, are partly due to the decrease in efficiency
of the standard ideal air cycle with a lower CR (about 2.5%), and to the decrease in
combustion efficiency (over the 0.5-3% range). Furthermore, bsfc is also negatively
affected by the implemented values of SOI (an early SOI advances MFB50, i.e.
combustion occurs mainly during the last part of the compression stroke) and the
considered exhaust flap positions (a closure of the flap determines an increase in
engine backpressure), which affects the mechanical efficiency over the 0.5-5%
range.

The F1C Euro VI engine equipped with an SCR system and tested by the OEM,
featured a urea consumption that ranged from 0.5% to 4.5% of the fuel
consumption, within the same portion of engine map tested for the F1C PCCI. In
addition, according to literature [95], the fuel consumption penalty associated with
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DPF backpressure and regeneration strategies ranges from 4.5% to 7.0%, depending
on the frequency of the regeneration events. Typically, DPF regeneration occur with
a soot loading in the order of 6 g/I, which leads to an increase in fuel consumption
by 5.5-6% [95]. In the case of the implementation of PCCI combustion strategies,
the low NOyand low soot production would allow the injection of urea in the SCR
system to be avoided when the engine is working within the area of the engine map
that features the PCCI combustion mode. The frequency of DPF regeneration
events would be also minimized. The reduction in urea and fuel used for
regeneration makes it possible to tolerate some fuel penalties that are derived from
the implementation of the PCCI strategy itself.

As already mentioned in Section 1.2, one of the major issues related to the
PCCI concept, caused by the advanced injection timings and the highly premixed
combustion, is CN. Fig. 1.15h shows its increment in relation to PCCI operation,
with respect to the baseline Euro VI calibration. The increase in CN is due to the
considerable increase in the maximum pressure derivative (cf. Fig. 1.11) [117, 135].
As the increment in CN is huge, appropriate countermeasures should be taken into
account to limit the increase in acoustic noise and mechanical stress when a PCCI
engine is installed on a vehicle.

Nevertheless, it is worth to remark that some examples exist in literature of
premixed combustion modes where a substantial reduction of NOx and soot
emissions was obtained without penalties in CO and HC emissions, as well as in
brake specific fuel consumption and noise. For example, Toyota observed the high
potentiality of split injection strategies in PCCI combustion, if the injection timing
and of the second injection and the fuel quantity ratio between the first and the
second injections are properly optimized [161-163]. The optimal calibration was
obtained injecting 70% of the fuel in an early-injection event, and starting the
second injection (accounting for the remaining 30% of the total amount of fuel to
be injected on the cycle) just before the start of the heat release associated with the
first injection event [161]. With respect to a single-injection PCCI strategy, it is
possible to lower the peak of the heat release rate of the first injection, thus reducing
combustion temperature (lower NOy, lower cooling losses) and the combustion
noise [161]. Moreover, the second injection allows to obtain a fast combustion in
the late phase of the combustion event, thus allowing the oxidation of the products
of incomplete combustion (soot, HC, CO) and shortening the combustion duration
[161]. Optimal timing and quantity of the second injection was demonstrated to
affect the formation of intermediate chemical species and the flame propagation
[162, 163]. Proper injection timing allows to propagate the flame towards the center
of the combustion chamber after the second injection, thus allowing proper
utilization of the lean charge in the center of the combustion chamber, where
unburned species can oxidize due to the presence of oxygen, but extinguishing the
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flame before it reaches the near-nozzle area where fuel-rich pockets are formed,
thus avoiding the formation of soot [162]. The potentiality of controlling the
ignition timing of the first injection through the management of the second injection
event was also demonstrated through chemical kinetic simulations in combination
with a multi-zone combustion model [163]. Finally, also the possibility to apply this
strategy for reducing the combustion noise was discussed: as the combustion events
related to the two injections excite the same frequencies in the combustion chamber,
optimal timing of the second injection also leads to pressure waves in counter-phase
with the pressure waves generated by the combustion of the first injection, thus
leading to a “noise cancelling” effect [162, 163]. This combustion strategy, named
“Diesel Staggered Premixed Ignition with Accelerated oxidation” (D-SPIA), was
calibrated on a 2L research diesel engine, with compression ratio equal to 15, up to
8 bar bmep [161]. The engine was tested on dyno on the NEDC cycle and showed
the potentiality of reducing NOx emissions to a level 42% lower than Euro VI limit
without SCR or DeNOy, while CO, emissions were also reduced by 7% with respect
to the base calibration of the engine in CDC (calibrated for Euro V emission limits)
[161].

The literature study-case here described is meant to highlight that further
potentialities exist to improve the performance of PCCI combustion, which
encourages future researches on the topic. Recent advances of the PCCI project at
the Politecnico di Torino also involved the investigation of two-injections, and
three-injection strategies on PCCI combustion. Preliminary results showed the
potentiality to decrease fuel consumption and CO/HC emissions, with small
increases in NOx and soot emissions with respect to single-injection PCCI. This was
achieved with two-injection strategies where the quantity of the fuel injected per
cycle is equally distributed between an early injection event (occurring at crank-
angles close to the optimal SOIs obtained for the single-injection cases), and a later
injection event occurring 15-20°CA later than the first. These results are still
preliminary, and will be further investigated and presented in future works of the
Research team of the Politecnico di Torino.
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1.4 Steady-state and transient operations of the standard
engine with model-based and pressure-based
combustion control techniques

Real-time combustion control can highly improve diesel combustion, which is
commonly affected by cycle-by-cycle and cylinder-by-cylinder variations both
caused by internal and external factors (ambient conditions, coolant temperature,
EGR unbalance, engine components aging, etc.). Besides, these combustion control
techniques are of interest as they can dramatically reduce the time-consuming
calibration of today's engine control systems [164]. The conventional control
architecture for modern electronic control unit (ECU) is map-based, requiring great
experimental activity to be carried out in order to consider all possible engine
operating conditions (e.g. taking into account transient corrections, multiple maps
in function of the number of injections, etc.). With the adoption of innovative
combustion control methods, exploiting the computational capabilities of modern
ECUs, the main parameters related to engine performance could be determined in
real-time on the basis of inputs directly measured on the engine itself [34, 164, 165].

In this context, being combustion phasing recognized to be one of the most
important features affecting combustion, MFBS50 [33, 34] and start of combustion
[35, 36] represent the most frequently used parameters for such types of real-time
controls. In some applications, other quantities, such as indicated mean effective
pressure (imep) and maximum of heat release rate [33] are considered, possibly in
addition to the abovementioned quantities.

Two different ways of controlling the MFB50 and the SOC in real-time are
possible: pressure-based and model-based approaches. The former [33, 34, 165]
needs a pressure transducer for the instantaneous measurement of in-cylinder
pressure, from which the corresponding mass fraction burned x» and the actual
value of MFB50 are calculated. The latter is generally based on semi-empirical
modeling of in-cylinder phenomena: one possibility is proposed in [36] based on
the identification of the SOC by modeling and estimating the ignition delay.
Another possible methodology is based on an improved accumulated fuel mass
(AFM) approach to estimate the heat release rate and the MFB50 by a low-
throughput model which requires as inputs a set of engine quantities already
measured or estimated by the standard ECU (such as engine speed, rail pressure, air
mass, pressure and temperature in the intake manifold, fuel injected quantities and
related injection timings) [166-168].

Another important benefit of combustion phasing control is related to the
increased engine stability when new combustion concepts such as LTC and PCCI
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are employed [34-36, 169]. As already discussed in the previous Sections of this
Chapter, among the possible drawbacks for such a type of combustion mode, high
combustion instability can occur (especially related to the very high EGR rate used
and uneven distribution among cylinders), thus making almost mandatory the use
of combustion control to implement PCCI concept in on-road vehicles [34, 36]. As
a matter of fact, in these conditions the combustion is highly sensitive to variations
of the intake conditions [36, 169] and this may easily cause instability, i.e. wide
cylinder-by-cylinder variations in terms of imep and MFBS50 up to the occurrence
of misfiring events. For speed and load transient operations, the different delay of
the airpath with respect to the fuelpath determines that actual intake conditions may
substantially deviate from steady-state calibrated values. This becomes especially
critical for PCCI/HCCI combustion, leading to high pressure and imep fluctuations.
Due to the slow dynamic behavior of the airpath, closed-loop control on airpath
controllers/actuators cannot provide fast enough adaptation to the transient
conditions. Therefore, combustion control may be effectively provided only
through an accurate control of injection parameters in order to cope with
requirements in terms of combustion and torque distribution stability, acoustic
comfort and pollutant emissions.

For this reason, the effects of both model-based and pressure-based combustion
controls have been analyzed under steady-state and transient operations and
compared to the standard map-based control. The analysis has been performed on
the standard engine only, as this activity was held before the availability of the PCCI
version of the engine. As a preliminary assessment of the developed techniques,
most of the tests here presented refer to the application of the abovementioned
models to the conventional diesel combustion mode, while a set of steady-state tests
also involved PCCI combustion mode operations. The robustness of the controls
has been assessed in order to evaluate the effectiveness in different working
conditions, such as considering different EGR rates and SOI, and disturbing the in-
cylinder pressure signal during steady-state tests.

1.4.1 Pressure-based and model-based techniques for MFB50
control

The standard ECU calibration relies on a map-based approach, i.e. quantities
are interpolated from look-up tables that mainly depend on the estimated fuel
injected quantity (which is related to the engine load), the engine speed and other
measured quantities, such as the intake air mass and the boost pressure. In
particular, SOI maps depend on the total injected quantities and on the engine speed
as well as on the number of pilot injections. When transient operations are
considered, the ECU applies several corrections to account for the delays in terms
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of injection pressure, boost pressure, EGR, etc. Anyway, when SOI and ignition
delay are no longer directly correlated, e.g in PCCI combustion mode, a new
calibration of SOI would be necessary in order to achieve a correct MFB50 for all
conditions, and transient operation corrections would become less effective. The
calibration task would be much more time consuming and less robust compared to
approaches that are able to control directly the MFB50, such as pressure-based and
model-based controls.

The pressure-based control for the MFB50 stems from the measurement of the
time-history of the in-cylinder pressure in the combustion chamber. The actual
MFBS50 value is obtained from the net energy release Quet, which in turn is evaluated
from the measured instantaneous in-cylinder pressure p and chamber volume V, on
the basis of a single-zone approach [170], as follows:

1
dQnet=nylpdV+ — Vdp Eq.1.1

where y = cy/cy = 1.37. To have a short computational time a constant value of y is
chosen, even if, in a more refined calculation, y would depend on the composition
of the burned gas [166]. The integration of the dQnet provides the net heat release
profile Qnet, Wwhich is then normalized to its maximum value in order to get the mass
fraction burned curve X, and, in particular, to evaluate the MFBS50, i.e. the crank
angle at which the mass fraction burned is equal to 0.5. The evaluated cycle-by-
cycle MFB50 is compared to the MFB50 target (i.e., MFB50y) and the error
between the target and the actual value is calculated. The SOlmain of the following
cycle is then adjusted in order to minimize the MFBS50 error. The method has been
developed by researches affiliated to the same research group at the Politecnico di
Torino, and is described into details in a previous work [171]. In order to avoid
instability problems of the controller, the entity of the correction on SOlmain is
generally lower than the MFB50 error. As all the cylinders are instrumented with
piezoelectric transducers, the MFB50 error calculation and the SOI correction can
be performed not only cycle-by-cycle but also cylinder-by-cylinder.

The model-based control implements a procedure that evaluates a low-
throughput predictive heat release curve based on a refined version of the AFM

Control type Features

Map-based Standard ECU control based on SOI look-up tables.

Pressure-based Closed-loop control on MFB50 evaluated cylinder-
by-cylinder from the pressure signal.

Model-based Open-loop control on MFBS50 calculated from a
predictive heat-release model.

Table 1.8: Overview of the features concerning the three
considered control methods.
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approach [166]. As the MFB50 is not measured but estimated, the model is
therefore of the open-loop type. The AFM approach considers, at any time instant,
that the rate of chemical energy released by the fuel is proportional to the energy
associated with the in-cylinder accumulated fuel mass, i.e. the difference between
the chemical energy of the injected fuel mass and the fuel released chemical energy
[166, 167, 171]. The model was assessed on steady-state tests evaluated on the
considered engine. In particular, a complete engine map (made up of 126 tests at
different speeds and loads) and 12 EGR sweeps were considered. Therefore, the
model is capable of predicting the effects of variations in engine speed, load and
intake oxygen concentration on MFB50. The root mean square error between the
predicted and the experimental MFB50 was around 0.8 °CA. The control is
performed by means of the model inversion. The combustion predictive model is in
fact able to simulate the heat release and the consequent MFBS50 for a considered
set of injection parameters and working conditions. The inverted model receives as
an input the desired MFBS50 target, and provides as output the corresponding
SOlmain value that allows to obtain the desired target, adopting an iterative
procedure with a fixed number of three iterations [171], capable of providing the
desired SOImain with an uncertainty lower than 0.2 °CA [167]. An overview of the
three models is reported in Table 1.8.

1.4.2 Rapid Prototyping setup

The rapid prototyping (RP) setup is aimed at running new control strategies
bypassing only the corresponding original ones present in the ECU, thus avoiding
the need of completely reprogramming the ECU. For this purpose, an ETAS ES910
RP device has been used to implement the MFB50 controls. The control algorithms
were developed in Simulink and were deployed on the ETAS ES910 using the
ETAS Intecrio software tool. The functionalities of the new developed controls
were initially tested in a Hardware-in-the-Loop configuration in which the RP
device was connected to a real-time engine emulator running on a National
Instruments PXIe-8135 device [171]. In a following step, the RP device was
directly connected to the engine ECU.

With reference to the setup for the pressure-based technique (Fig. 1.16a), a
Kistler Kibox is used to calculate from the pressure signals acquired in all the
cylinders the cycle-by-cycle real-time MFB50, using a single-zone model. The
MFB50 values are sent in real-time to the RP device via CAN communication. The
pressure-based control technique running on the RP device calculates the cycle-by-
cycle SOlmain values needed to match the actual MFB50 for each cylinder to the
target value. Then, it sends the updated SOlmain values to the engine ECU for each
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Figure 1.16: Scheme of the RP setup for the pressure-based (a) and model-based (b)
MFB50 control techniques.
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injector via ETK communication, thus bypassing the SOlmain values evaluated by
the map-based control.

As far as the model-based technique setup (Fig. 1.16b) is concerned, the RP
device receives the input signals needed for the low-throughput heat release model
from the ECU via ETK. Then, the control algorithm calculates the SOlmain value,
equal for all the cylinders, that allows the target MFB50 value to be reached, and
sends this value to the ECU via ETK, thus bypassing the standard values derived

from the ECU look-up tables.
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1.4.3 Steady-state tests in conventional diesel combustion mode

The experimental activity was performed with the map-based, the pressure-
based and the model-based controls above described. The steady-state tests were
relative to:

e Complete engine mapping with the three controls;

e SOI/MFB50 sweeps for three engine operating points with the map-based
and the pressure-based control;

e Tests with a disturbed pressure signal to simulate a degradation of the
pressure signal or a pressure transducer of a lower quality.

Engine mapping

The engine mapping tests here considered are the same already mentioned in
Section 1.3 as a baseline for comparing the CDC to PCCI. In detail, 85 engine points
were considered and tests were performed for each of the three controls at the
following speeds: 850, 1000, 1200, 1400, 1600, 2000, 2500, 3000, 3500 rpm and
the following loads: 7%, 12,5%, 25%, 37,5%, 50%, 62,5%, 75%, 87,5% and 100%
of the maximum torque at each speed (cf. Fig. 1.10, blue filled circles).

The considered tests practically showed the same values in terms of bsfc and
specific emissions (CO, HC, NOy and soot) measured upstream of the after-
treatment device and calculated from the emission analyzers according to [172].
Therefore, pressure-based and model-based controls are able to provide results
aligned to the ones of the map-based calibration, under conventional combustion
mode. In order to highlight the influence of the three controls on engine combustion
stability, results pertaining to the coefficient of variation (CoV) of imep and peak
firing pressure (PFP) were analyzed. CoVimep ¢yt and CoVprp ¢y1 were evaluated
cylinder-by-cylinder considering 100 consecutive cycles for each cylinder, while
when referring to CoVimep eng and CoVpep eng, 400 pressure cycles, 100 cycles per
each cylinder, were evaluated. Therefore, CoVimep ¢yt and CoVprp cy1 take into
account the cyclic variability, whereas CoVimep eng and CoVprp eng can be thought as
parameters that encompass both cycle-by-cycle and cylinder-by-cylinder
variability. The highest values of CoVimep, both considering each cylinder and the
whole engine, are around 4% at the lowest loads whereas at high loads they become
even lower than 1% considering the map-based control, thus showing a really stable
cycle-by-cycle and cylinder-by-cylinder behavior of the engine in all working
conditions. As a reference, Heywood [170] indicates limit values between 2% and
5% on CoVimep in order to avoid drivability issues. The high cylinder-by-cylinder
engine stability with the map-based strategy can be partially justified considering a
very low dispersion of the EGR rate among the cylinders in most of the map, thanks
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Figure 1.17: EGR unbalance in the first cylinder with the map-based ECU strategy, evaluated as
the difference between the cylinder-by-cylinder EGR rate and the average one, basing on the
temperature of the intake air for each cylinder. Similar figures are obtained on the other cylinders.

to a proper design of the intake system specifically intended to reduce the EGR
unbalance. As an example, Fig. 1.17 shows the EGR unbalance relative to cylinder
#1 (evaluated according to [172], cf. Section 1.5).

The CoVimep eyt and CoVprp cyi showed similar values for the three controls.
However, in the case of pressure-based control an appreciable decrease in the
CoVprp eng Was generally found, especially at medium-high loads and speeds. More
in detail, Figs. 1.18a-c show the CoVprp eng as a function of the engine load,
comparing the three controls at three different engine speeds. For medium to high
load, it can be noted that the pressure-based control allows to achieve a reduction
from 0.2 % to 0.7 % of the CoVprp eng. As the cycle-by-cycle variability was low
and similar for all the controls, a reduction of CoVprp eng can be mainly ascribed to
a lower dispersion of PFP among the cylinders. Hence, the pressure-based model
can provide the potentiality to reduce cylinder-by-cylinder variations related to PFP
by keeping the same MFBS50 target for each cylinder. The effect of the implemented
strategies on the cylinder-by-cylinder combustion variations can be observed with
reference to Fig. 1.19a, which reports the difference of the maximum and the
minimum MFB50 (averaged on 100 cycles) among the cylinders as a function of
the brake mean effective pressure, comparing the map-based strategy to the
pressure-based and to the model-based methods. The graph reports the results
obtained for various engine loads at 2000 rpm; similar trends are obtained for the
other engine speeds. In particular, it can be noted a certain cylinder-by-cylinder
dispersion of the MFB50 both in the map-based control and in the model-based one,
where the difference is about 0.8 °CA between the cylinder which shows the most
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advanced combustion event and the one in which the combustion tends to be more
retarded. On the other hand, the pressure-based method shows practically no
cylinder-by-cylinder fluctuations. As a consequence, this provided a slightly more
uniform distribution of CN among the cylinders. As an example, Fig. 1.19b shows
the results relative to a speed section at 2000 rpm and different loads. However, as
previously mentioned, the difference in terms of emissions was practically
negligible, as can also be seen considering for example engine-out soot and NOx
emissions for the speed section at 2000 rpm, reported in Fig. 1.20b. For
confidentiality reasons emissions are reported in adimensional units, referring the
values to the ones measured at bmep = 1 bar for the map-based control.
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Figure 1.18: Coefficient of variation of the peak firing pressure evaluated for the whole
engine at various engine loads for three different engine speeds: 850 rpm (a); 2000 rpm (b);
3000 rpm (c): comparison among the map-based, the pressure-based and the model based

controls.
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Figure 1.19: Amplitude of the dispersion range of the MFB50 (a) and of the combustion
noise (b) vs. engine load at 2000 rpm: comparison among the map-based, the pressure-
based and the model based control strategy.

Similar results were found at different speed sections and load sections. The
improved cylinder-by-cylinder uniformity is obtained although the EGR unbalance
does not vary between the two controls (map-based and pressure-based): this shows
that the cylinder-by-cylinder SOI correction applied through the pressure-based
strategy allows a more precise control of the in-cylinder conditions regardless from
other parameters which would normally affect the development of the combustion.

SOI/MFB50 sweeps

In the SOI/MFB50 sweep tests the map-based control and the pressure-based
one were compared. At two different working points, namely 1400x104 (the
number before the x symbol represents the engine speed in rpm whereas the other
number is the torque in Nm) and 3000 rpm at full load, a trade-off of SOI was
considered for a single injection pattern (i.e. the pilot injections were disabled) for
the map-based control and the corresponding values of MFB50, averaged on 100
cycles for each cylinder, were calculated. In the pressure-based control the average
of the 4 values of MFB50 of the map-based control was set as a target for the
pressure-based control. The model-based method was not considered because the
model was calibrated considering the base engine mapping at standard SOI and
multiple injection pattern. A model-based control could be applied only after having
acquired all the tests necessary for the calibration of the model in these working
conditions.

As for mapping, similar results were obtained in terms of bsfc and emissions,
as can be noted in Fig. 1.21, which reports engine-out soot and NOx emissions in
adimensional units, in which all the values are normalized according to the values
measured at the reference SOI (the lowest value) for the map-based control. Also
in these tests, a reduction in the CoVprp eng Was obtained by the pressure-based with
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respect to the map-based control, as shown in Fig. 1.22. On the other hand, similar
dispersions in terms of CN were found applying the two controls, which cannot be
compared to the results shown on the engine mapping since the former were
performed with a triple-injection strategy while the latter presented a single
injection.

=
o

2000 rpm

bs NOx [-]
o o
» [e-]

o
'S

-
o

- map-based
pressure-based

—@- model-based

=
[=]

o
n

bs soot [-]

o
(=)
o

2 4 6 8 10 12 14 16 18 20
bmep [bar]

Figure 1.20: Brake specific soot and NOy emissions at 2000 rpm: comparison among the map-
based, the pressure-based and the model-based control strategy. The values are reported in
adimensional units, referring all the values to the ones measured at bmep = 1 bar for the map-
based control.
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Figure 1.21: Brake specific engine-out soot and NOy emissions at 1400 rpm x 104 Nm (a) and
3000 rpm x full load (b): comparison between the map-based and the pressure-based control
strategy.
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Figure 1.23: Example of mass fraction burned x; (a) and pressure trace (b) for cylinder #1 in the
case of clean signal (black solid line) and disturbed one (red solid line). Engine working point
1400x104 (rpm x Nm). Sinusoidal disturbance with amplitude = 2 bar and frequency = 7 kHz.

Disturbed pressure signal

A sinusoidal noise has been added to the pressure signals in order to replicate
the behavior of a low-quality or aged in-cylinder pressure transducer and check
whether the pressure-based model could still control properly the SOImain. The
resulting disturbed pressure signals were sent to the indicating device, i.e. the
Kistler Kibox, which calculates the MFB50. To compute the MFB50, the pressure
signal is filtered out by means of a moving average filter, and then the HRR curve
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is calculated and integrated to get the crank angle corresponding to the 50% of
burned mass.

In order to check the stability of the pressure-based control different sinusoidal
disturbances, in particular 3 amplitudes — 0.7 bar, 1.4 bar, 2 bar — and 4 frequencies
— 4 kHz, 5kHz, 6kHz, 7kHz, have been added to the pressure signal of every
cylinder. Tests were performed for several working points setting the highest
amplitude signal (i.e. 2 bar) within the selected range. Fig. 1.23 depicts the clean
and disturbed signals for cylinder #1 and the corresponding fraction of burned mass.
It was verified that the value of the resulting MFBS50 is affected in a minor way by
the disturbance, hence the pressure-based control preserves its stability even for this
condition.

Further investigations could include the application of a delay to the signal, a
low-frequency disturbance and a gradual attenuation of the measured pressure, the
latter being a possible way to simulate a possible gradual drift in the sensor
sensitivity. All these factors can occur in case of application of a pressure-based
closed loop combustion control on a mass production engine, and therefore
studying their effect on the combustion control stability would be of big interest for
future investigations.

1.4.4 Steady-state tests in PCCI combustion mode

Some PCCI tests were carried out as a preliminary test campaign with the
standard engine configuration. The comparison involved original map-based
control and pressure-based model. The tests were performed at 1600x54 (rpm X
Nm) with a high EGR ratio (>60%) and an advanced single injection pattern in
order to obtain a PCCI combustion regime. As for the PCCI tests presented in the
previous Sections, in order to achieve such high EGR rates, the EGR poppet valve
was kept fully open and the flow rate of the recirculated exhaust gas was increased
by raising the engine backpressure (i.e., the pressure difference across the EGR
poppet valve) by means of the actuation of the already mentioned exhaust flap
placed downstream of the turbine.

In the original map-based control strategy, the SOI was fixed at 23°CA bTDC,
while in the pressure-based model MFB50 values were set to the average value
from the different cylinders obtained during EGR sweep tests with map-based
control. In both control strategies, the EGR sweep was performed by progressively
closing the exhaust flap, until combustion instability was reached. Table 1.9
summarizes the conditions of the performed tests, where the SOI values in the case
of the pressure-based method were obtained as a result of the strategy once set the
target MFB50 (notice that a 100% exhaust flap position corresponds to a totally
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closed flap). Due to the implemented combustion mode, soot and NOy values were
close to zero in every test condition, while similar values of bsfc, CO and HC were
obtained for both controls, as it has been obtained in the previous tests.

The purpose of this part of the investigation was to check the influence of the
three controls on engine combustion stability. CoVimep eng and CoVpgp eng Were lower
for pressure-based, with a lower CN dispersion among the cylinders. With reference
to Figs. 1.24a-b, it can be observed that similar values are obtained with the two
controls for the lower-end of the considered working range, while significant
reductions are obtained for higher values of the flap position, i.e. in the conditions
in which the combustion tends to be more unstable. As a consequence, pressure-
based control also allowed to operate the engine with the flap in a more closed
position, by maintaining the engine working point limit more stable. This allowed
to obtain a stable combustion even with high EGR rates in PCCI operation, which
increases the chances of application of this combustion mode as a mean to reduce
in-cylinder formation of NOx and PM. Moreover, a significant reduction on the
dispersion in the combustion noise CN is observed, as depicted in Fig. 1.24c: for
each point the difference among the cylinder which shows the maximum CN and
the one with the minimum CN is reported.

As a consequence, the pressure-based combustion control is expected to be
beneficial on the combustion stability of non-conventional diesel combustions,
especially when PCCI is applied to a wide range of engine working conditions, as
it happens on the PCCI engine configuration discussed in the previous Sections of
this Chapter. Nevertheless, at the time of testing these control strategies, the PCCI
engine configuration was not available yet, nor it was possible to plan this testing
activity since the PCCI engine was set-up and until the time of writing. Therefore,
testing these control strategies on the PCCI engine configuration is a future task of
the research project.

Exhaust | Map-based Pressure-based
flap ?OI target SOI (°CA bTDC)

position b(Tgé) '\?ngo Cyl#1 Cyl#2 Cyl #3 Cyl #4
94.5% 23 0.1 235 232 23.1 21.6
95.0% 23 1.8 23.7 23.2 23.1 21.2
95.2% 23 3.2 23.8 23.1 23.0 20.9
95.3% 23 4.3 23.6 22.8 22.7 20.5
95.4% 23 5.1 23.5 22.6 22.6 20.3
95.5% 23 6.6 23.9 227 22.6 20.3
95.5% 23 7.5 234 22.3 22.2 19.9
95.6% unstable 7.5 27.4 25.1 25.1 22.3

Table 1.9: Test conditions for EGR sweeps in PCCI combustion mode.
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Figure 1.24: Coefficient of variation of the peak firing pressure (a) and of the indicated mean
effective pressure (b) evaluated for the whole engine, and amplitude of the dispersion range of the
combustion noise (c) on EGR sweep tests in PCCI combustion mode: comparison among the map-

based strategy and the pressure-based control strategy.

1.4.5 Transient tests in conventional diesel combustion mode

The transient analysis hereby proposed is based on the results obtained on
engine load ramps at two different engine speed levels, namely 1400 rpm and 2000
rpm, and on WHTC (Fig. 1.25).

A preliminary analysis was performed to check the influence of speed, load
and a combination of them on SOlman and MFB50 and therefore the engine
behavior on ramps of a progressively reduced time, i.e. 10, 5, 3 s. Since the MFB50
does not vary significantly with the engine speed (Fig. 1.26), the influence of a
speed variation was negligible on SOlmain variation. Therefore, in a successive step
only fast load ramps were considered at two different fixed speeds. The slope of the
ramps were chosen to be comparable with a fast transient cycle as in WHTC.
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As previously stated, the map-based calibration implemented in the ECU sets
SOlmain through look-up tables according to engine speed and load, expressed as
injected fuel per cycle. Afterwards, if a load-increasing transient maneuver is
detected, a correction on SOlmain is applied taking into account the actual praii and
boost pressure in order to avoid huge increase of smoke and excessive in-cylinder
pressure. Considering the performed transient tests, this correction also produces a
significant reduction of NOy. In order to perform a coherent comparison between
map-based control and the new ones here proposed, based on MFB50, the transient
correction of the original calibration was bypassed, because at the current
development status the pressure-based and model-based controls do not perform a
dynamic correction based on other engine variables (e.g. prail and boost pressure).
Therefore, when talking about the map-based calibration in this Section it is meant

500
; ; ; ; WHTC
450 - 1 = Ramps
400 F- * ——FL torque|
350 |-
300 F-
250 F-
200- oo o, - . ‘e o
Al SRR ;i <o)
100F o | N ’,.,'% ,
. e by
50 F ..,‘.',.. :':{ O".,: i
0E. !.',‘.*:_-.-‘,1'.4'.":"_"'_"..{.‘,... e B
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engine speed [rpm]

Torque [Nm]

Figure 1.25: WHTC points (blue markers), load ramps (red markers) and full load curve (black
solid line).
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Figure 1.26: Average MFB50 among cylinders as a function of engine speed and bmep on CDC
engine mapping tests.
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the calibration without the transient correction, bypassed by setting the SOlmain
referring to the steady-state map by means of the RP device.

A portion of the performed ramps is depicted in Fig. 1.27 in which the SOlmain
and MFB50 are reported for the map-based control (Fig. 1.27b) the pressure-based
control (Fig. 1.27¢c) and the model-based control (Fig. 1.27d). In all the graphs of
Fig. 1.27, the orange thick line represents the MFBS50 target relative to the pressure-
based control, whereas the thin colored lines close to it represent the actual MFB50
values for the different cylinders. The SOlmain indicated with the thick red line in
all the graphs represents the SOI of the main injection evaluated interpolating the
steady-state map. For the map-based control (Fig. 1.27b), this corresponds to the
SOlmain actuated in all the cylinders, while when the pressure-based control (Fig.
1.27¢) is applied, the actual cylinder-by-cylinder SOlmain varies with respect to the
map-based one (as indicated by the different colored lines close to the thick red one)
in order to match the MFB50 target. In the model-based control (Fig. 1.27d) the
SOl main, reported with a green thin line, is calculated by means of the implemented
strategy based on the estimated MFB50. It can be observed that the pressure-based
model allows to limit the dispersion of the cylinder-by-cylinder MFB50 with
respect to the target one, although — differently from what highlighted by steady-
state tests — the target is not perfectly matched due to the highly dynamic nature of
the transient operation. To further highlight this effect, Fig. 1.28 shows the
amplitude of the cylinder-by-cylinder variation of the MFBS50 in transient
operation: with pressure-based control, the dispersion is less spread around a lower
mean value compared to the map-based control. Still concerning the MFB50, the
model-based control showed a similar cylinder-by-cylinder variation bandwidth as
in the map-based control due to the absence of a cylinder-by-cylinder SOlmain
control. Moreover, it shows an undershoot behavior of the set SOlmain at the
beginning of the load ramp and an overshoot after it (Fig. 1.27d) possibly due
uncertainties in the real-time estimation of the intake O necessary for the control
[171] during high transient operation.
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a) load transient profile
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c) pressure-based method
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Figure 1.27: Transient analysis in CDC: part of the reference load variation profile at 1400
rpm (a) and related MFB50 and SOlmain Values: comparison among the map-based (b,
without SOI correction), the pressure-based (c) and the model-based (d) controls. In all the
graphs in this Figure the upper curves refers to MFB50 and the lower ones depict the SOI.
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Figure 1.28: Amplitude of the variation range of the MFB50 and related mean MFB50
variations during transient operations in CDC: comparison between the map-based (a,
without SOI correction) and the pressure-based (b) controls.

With reference to Table 1.10, the values of fuel consumption are virtually
unaffected by the considered control. Possible variations in terms of cumulated HC
emissions were difficult to be estimated as the integral value was quite low. Values
of cumulated CO showed a certain dispersion among different repetitions, however
pressure-based and model-based controls showed lower values up to 6% with
respect to the map-based control on a single repetition of the cycle (and up to 4.8%
on the average value of the various repetitions). As far as cumulated NOx are
concerned, the results were similar for the three controls (pressure-based control
showed an improvement around 1.5% with respect to the map-based one, whereas
a no definite trend was always found for the model-based control, considering about
10 repetitions of the considered cycles). The reasons for a decrease in NOx can be
ascribed to possible EGR delay difference between transient and steady-state
conditions, especially when a decreasing load ramp is considered, and dispersion
among the cylinder not accounted for by the map-based calibration.
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In general, the results confirm that the proposed controls are always
comparable to the standard map-based one in terms of fuel consumption and
emissions, without any detrimental effect under conventional combustion.
Moreover, in some cases some minor positive effects have been found. This
encourages the research in the application of this methodology to transient
operation under PCCI combustion mode, where larger benefits are expected due to
significant improvements achievable on combustion stability. Furthermore, the
pressure-based control technique allows to reduce time needed for engine
calibration and improves the combustion stability with engine ageing thanks to its
ability to automatically compensate for any time drift or for other random or
systematic variations in the boundary conditions with respect to the reference ones.
Therefore, pressure-based control is considered of interest also under conventional
combustion modes.

fc [%] CO [%] HC [%] | NOx [%]
Map-based 0.000 0.00 0.00 0.00
Pressure-based | 0.021 -2.52 -0.49 -1.80
Model-based -0.086 -4.76 -0.86 0.74

Table 1.10: Effect of the tested control modes on fuel consumption and emissions:
average percentage variation with respect to the map-based mode.
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1.5 Zero dimensional models for EGR and its unbalance
estimation on the standard engine operated in
conventional diesel combustion and in PCCI
combustion modes

Exhaust gas recirculation (EGR), consisting in driving part of the exhaust gas
flow-rate back to the intake manifold and mixing it with fresh air before the cylinder
suction stroke, is a well-known and widely adopted technique to reduce NOx
emissions in modern diesel engines [168, 170, 173, 174]. The main advantage of its
application is the reduction of the oxygen in-cylinder content and of the high
temperature combustion flames, mostly responsible for nitrogen oxides (NOy)
formation [170]. The combination of three different basic effects induced by EGR,
which are generally summarized as “dilution effect”, “thermal effect” and
“chemical effect”, gives the opportunity to obtain this result [174]. When part of
the oxygen content present in the inducted charge is replaced by exhaust gases, the
injected fuel has to diffuse over a wider volume in order to find the necessary
stoichiometric oxygen quantity to burn, thus increasing the quantity of inert gases
absorbing the heat release (dilution effect). Moreover exhaust gases, containing a
great amount of triatomic species (i.e. CO2 and H>0), are characterized by higher
specific heat (thermal effect) if compared to fresh air, mainly containing diatomic
molecules (i.e. N> and O»). Finally, carbon dioxides and water contained in the EGR
tend to undergo dissociating phenomena during combustion (chemical effect), thus
contributing to the reduction of the peak combustion temperature and the
consequent NOy formation inhibition [111, 120]. In general, dilution and chemical
effects are more important than the thermal effect for both conventional [173] and
non-conventional combustion modes [111].

However, some drawbacks in terms of fuel consumption as well as increased
particulate matter (PM), carbon monoxide (CO) and unburned hydrocarbons (HC)
emissions should be taken into account when considering EGR utilization. A high
EGR rate can also cause increased wear between cylinder liner and piston rings and
adversely affect the quality of lubricating oil [175].

Hence, the recirculated exhaust gas flow-rate as well as the in-cylinder oxygen
concentration (both parameters difficult to be measured on-board in a conventional
production engine) should be known as precisely as possible to achieve the best
compromise between advantages and drawbacks related to the EGR application.
This is particularly true for non-conventional combustion modes, such as HCCI and
PCCI, or more generally for LTC modes. In facts, as mentioned in the above
Sections, these kinds of combustion exploit heavy amounts of recirculated gases to
achieve the desired target of low engine-out NOx and PM exhaust emissions, but
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they must operate with a very precise control to limit the risk of combustion
instability. A balanced cylinder-to-cylinder EGR distribution plays a fundamental
role for ensuring equal combustion processes over all the cylinders [176, 177]. A
higher or lower amount of EGR delivered to one cylinder with respect to the optimal
target, can lead to higher average emissions formation and, in critical cases, to
unstable combustion events (e.g. misfire events). For these reasons, addressing a
proper methodology to estimate the EGR rate and the related unbalance is an
important requirement when targeting the implementation of non-conventional
diesel combustion modes.

Many possibilities exist to estimate the EGR flow-rate. This is generally
estimated from the measurement of COz concentration in the intake manifold,
requiring a dedicated NDIR (Non Dispersive Infrared) sensor installation, and
possibly one for each intake cylinder runner to have the chance of evaluating the
unbalance distribution among them. Moreover, a thermal anemometer can be
installed as an EGR flow-rate sensor [178]. Beyond these alternatives, many types
of models have been proposed in the literature for the estimation of the EGR flow-
rate, with different spatial and time resolutions [179-183]. In particular, great
interest has been demonstrated towards the so-called “zero-dimensional models”,
relatively simple models exploiting only lumped parameters variables with no
spatial resolution [182]. The main advantage of these 0D models, also referred to
as “mean value engine models”, is the low computational effort requested,
characteristic that makes them particularly suitable for on-board ECU applications,
especially if only input signals from conventional sensors connected to the ECU are
needed for the calculations.

The aim of this Section is to propose and assess control-oriented models to
estimate the real-time EGR rate, both intended as the average EGR in all the
cylinders as well as the cylinder-by-cylinder distribution. The influence of EGR
rate on combustion metrics is also analyzed.

At the time when this analysis was performed, the PCCI version of the engine
was not available yet for experimental activities. Therefore, this activity has been
performed on the standard diesel engine, i.e. the reference on-market engine
designed for conventional diesel combustion and used for the first part of the
activity also for implementing the PCCI operating mode in the low speed — low
load range. The main features of the engine and of the testbed have been previously
discussed in Section 1.1 (c.f. Figure 1.1 and Table 1.1). Future activities will involve
a similar analysis to be performed on the PCCI version on the engine for the
development of proper control-oriented functions to be possibly implemented in the
engine ECU.
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1.5.1 Estimation of the mass flow through the EGR valve

In order to develop a model able to predict the flow rate recirculated in the
intake manifold through the EGR system, four different approaches are developed
and compared:

1. aphysical-chemical method, which estimates the EGR mass flow rate starting
from the chemical reaction of fuel with air and taking into account gaseous
emissions and smoke level measurements in exhaust gases as well as the
concentrations of various chemical species in the inlet flow rate [172];

2. a fluid-dynamic model, based on the description of the valve geometry
(Figure 1.29) and on the application of the compressible-flow nozzle equation
[170, 184], applied knowing the values of pressure and temperature measured
upstream and downstream of the valve;

3. a semi-physical model, in which the nozzle equation is applied estimating
exhaust pressure and temperature in the exhaust manifold upstream of the
turbine (thermodynamic state of the fluid upstream of the control valve) as a
function of relevant engine parameters by means of statistical modeling;

4. a pure statistical method, modeling the EGR flow rate as a polynomial
function with linear coefficients, having as input a proper set of engine
parameters.

The first approach is universally adopted for EGR rate estimation and is highly
accurate if the measurements of the concentrations of the various chemical species
is performed with a low uncertainty. Therefore, this method is taken as the reference
for the assessment of the other models.

The fluid-dynamic model, as well as the physical-chemical approach, requires
data that can be collected on a testbed but dedicated sensors are not generally
available on-board engine. Therefore, the semi-physical and statistical model have
been applied in order to obtain an estimation of the EGR flow rate using only
variables that are already available in the engine ECU.

All the models where developed and tested on a set of 120 tests performed to
describe a complete engine working map in the standard configuration and
calibration of the engine, i.e. under conventional diesel combustion mode.

Physical-chemical method

The following description of the physical-chemical method for the estimation
of EGR rate from the measurement of the concentrations of chemical species in the
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exhaust gases and from the measurement of the concentration of CO» in the intake
manifold is provided according to what reported in [172].

A real combustion reaction from a chemical point of view can be expressed as:

CxH,0, + E-H, + F- 0,4+ G-N, + L-CO, + P-H,0 + Q
-CO + R-He + S-Ar + ng,,(0; + A*N,
+ B:CO, + C-Hys - H,0 + D-Ar)
S a-'C0, +b-CO+c-Hy, +d-H,0+ e Eq.1.2
‘0, + f-N, + g -NO + g'-NO, + h - CH4
+ h'" - CyoHyO0y + i - Ar + q - He + t
- CH,, 0,

where:

e C4H, 0, is the chemical composition of the fuel hydrocarbon molecule,

e coefficients E, F, G, L, P, Q, R and S account for the composition of gaseous
fuel mixture that cannot be expressed by means of an average hydrocarbon
formulation,

® ng,, is the number of moles of oxygen that react with fuel,

e A, B and D are the relative concentration of N», CO; and Ar in ambient air
with respect to O,

e C accounts for the presence of water in the wet air,

e a, bycd e f,g g, h h’, iand q are the number of moles of the various
gaseous species at the engine exhaust, calculated from the dry measured
concentrations of these species in the exhaust gas flow and corrected to
account for the possible residues of water that have not condensed in the
coolers inside the analyzers (whether some species are measured as “wet”
concentrations, they need to be converted to dry concentrations),

e taccounts for the presence of soot (non-gaseous specie) in the exhaust.

Considering a liquid fuel, and taking into account that the concentrations of
certain species (such as argon and helium) are not usually measured in the exhaust
gas analyzers, the previous chemical reaction can be simplified as:

CxH,0, + ng,,(02 + A*N, + B-CO, + C-Hgps -H,0 + D
‘Ar) S
S a-C0, +b-CO+c-H, +d-H,0 + e Eq.1.3
‘0, + f-N, + g -NO + g -NO, + h - CH4
+ h' - C4H,0, + ngp, -D- Ar + t - CH,,0,

where helium has been neglected in the combustion products, and the amount of
argon is considered unchanged in the two terms of the reaction.
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According to the previous chemical reactions, the mass of combustion air can
be written as:

m, = Ngy,(Mpz + A- My, + B Mco,
+C-Habs - Myzo + D-Ma,) = noga Eq.1.4

where the coefficients A, B, C and D are known for ambient air and M refers to the
molar mass of the various chemical species, which are also known. Still referring
to the general chemical reaction, under the hypothesis that the composition of EGR
is the same as for the exhaust gases, the mass of EGR is known as:

b c
MEggr = NcozEGR (Mcoz t - Mco + 5 "My + 7 -Myzo +

" MCH4 + qus

m|D‘NIQ.

e, I, g . g,
h' i t
3 " Mcxonyoozo + ;MAr T MPM) = Nco2,EGrR (EGR

Therefore, the EGR rate can be evaluated as:

X _ Mggr __ Nco2,EGR (LEGR _ QEGR _  Qggr
EGR = = = m =
MEGRT Ma  NCO2,EGR LEGRTN02,a a QEGR+“C002]::aGR Q, QEGR+X Q3
2,
Eq.1.6

The concentration of CO; in the inlet manifold, i.e. after fresh air is mixed to
EGR, is given by the amount of CO; in the fresh air and the amount of CO; in the
EGR flow, therefore it can be written as the number of moles of CO; in fresh air
and EGR divided by the total number of moles in the intake mixture (air+tEGR). In
formula:

Ncoz,EGRT NCO2,a
[COZ]dry,intake - - . Eq.1.7

Ntot, EGR M Ntot,air
where:

ncoz,a =B noz'a Eq18

Ngota = Npza(1+A + B+ D) =ng,, ¥, Eq.1.9

b c e f g g h h' i t
ntot’EGRz nCOZ,EGR<1 + ; + ;+ ;+;+ ;+;+ ;+ ;+ ;+ ;)Z

= NcozEGr PEGR Eq.1.10
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therefore:

1+ B—02a
[CO ] _ Ncoz,EGRT BNo2a _ ncozEGR __  1+Bx Ea.1l.11
2ldry,intake — v . NQ2,a Ty V% e
CO2,EGR YEGRTNO2,a Ya q"EGR"‘m Y, EGRTX ¥y
2,
_ 1—q"EGR[Coz]dry,intake Eq 1.12

Ya [Coz]dry,intake -B

Therefore, as:
e B, Q,, ¥, are known from the composition of ambient air,
e x is known from the measured CO; concentration in the intake manifold,
o QOpcr and Wy are calculated from the measured concentration of the
chemical species in the exhaust gases,

the EGR flow rate can be estimated from Eq. 1.6.

Fluid-dvnamic model

In order to determine the flow-rate, as a first step the restricted flow area
through the poppet-type valve is calculated as a function of the valve lift and of the
command duty-cycle. The geometric profile of the analyzed poppet valve and of its
seat are reported in Figure 1.29. The two profiles and their relative position have
been parametrically described on the section plane (x,y) represented in Figure 1.29.
In Figure 1.29 the letters Hy and Hs indicate the point in which the conjugated
profiles of the valve and of the seat are in contact when the valve is closed, and the
distance between these two points along the axis y represents the valve lift 1.

As long as the valve profile is curve, it was not possible to define a priori the
smallest distance between the valve and the seat for each j-th value of the valve lift.
Once defined the equations to describe parametrically the two profiles, an algorithm
has been generated to calculate, for each considered j-th valve lift 1, ;, the distance
between the poppet and
the seat (s; in Figure 1.29)
for each i-th segment s;
within a discrete set of
segments that connect the
two profiles. For each lift
value I, the minimum

geometrical area between
the poppet and seat
profiles is calculated as the
minimum of the areas of

Figure 1.29: Geometric profile of the EGR poppet valve.
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the surfaces of revolution generated by a 360° rotation of these segments [ 185]:

Ay(lyy) = [min(m - dy; - spl; Eq.1.13
dmjj = dp -2 Xmjj Eq.1.14
Sij = [\/(XP,i — Xgi)® + (Ypi — YR,i)ZJ]- Eq.1.15

being dy;; the diameter corresponding to the barycenter of the segment s;; and dy,
the minimum seat diameter corresponding to the origin of the xy plane.

Figure 1.30 reports the section of the restricted area calculated for three valve
lift values and Figure 1.31a shows the geometric restricted area as a function of the
lift, according to the performed calculations. Moreover, the valve lift has been
characterized as a function of the duty cycle of the electric signal provided to the
valve (Figure 1.31b). Notice that the maximum lift which can be obtained through
the electric actuation of the valve is much lower than the maximum one which can
be obtained operating the valve manually.

The flow rate is then estimated assuming that the system could be described as
a convergent nozzle in subsonic conditions, having measured on the testbed the
pressure and temperature upstream and downstream of the valve:

i m+1
. Pexh 2k (pco )m (pco ) m
m = A — ) —|— Eq.1.16
EGR EGR VRTexh | k-1 [ Pexh Pexh d

where pexn, and Tey, are the pressure and temperature in the exhaust manifold, pco
is the pressure downstream of the EGR cooler (ref. Figure 1.1) and R is the elastic
constant of the exhaust gas calculated from the concentration of chemical species
in the raw exhaust gas flow. Although the polytrophic coefficient for burned gases
is generally assumed equal to 1.3 [170], in a previous case study (similar to the

I =2 Il =5 | =8

v v v

y [mm]
[S) ~

y [mm]
o ~

y [mm]
o ~

-4 -4 -4
-4 0 4 8 12 -4 0 4 8 12 -4 0 4 8 12
X [mm] X [mm] X [mm]
(a) (b) (¢

Figure 1.30: Section of the minimum flow geometrical area at different poppet valve lift 1,
2 mm (a), 5 mm (b) and 8 mm (c).
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Figure 1.31: EGR poppet valve geometric area (a) and electric
duty cycle (b) as function of the lift.

current application) related to evaluation of the mass flow through a cooled EGR
valve the polytrophic coefficient was calculated considering pressure and
temperature measured upstream and downstream of the valve and it was found to
be about 1.5 [184]. Therefore, in Eq. 1.16 m was assumed equal to 1.5. Due to the
configuration of the EGR system it was not possible to install any sensor between
the valve and the cooler, therefore the pressure downstream of the EGR cooler is
the first possible measurement available downstream of the EGR valve.
Consequently, the pressure losses along the cooler are neglected and the pressure
Peo 1s assumed equal to the pressure on the restricted section of the valve.

Applying Equation 1.16 to working conditions in which the EGR flow rate is
known by means of the physical-chemical method, an effective EGR flow area
Aggr can be evaluated and compared to the geometric restricted area A, in Figure
1.32a. A discharge coefficient p, is estimated as the ratio between the effective flow
area and the geometrical one:

b, = ~EoR Eq.1.17

Notice that the coefficient p, is calculated as the ratio between the fitting
curves shown in Fig. 1.32a, where the geometric restricted area A, is fitted through
a linear function and the experimentally-derived flow area Aggr has been fitted
through a second-order polynomial function. This discharge coefficient is reported
in Figure 1.32b as a function of the valve lift. It can be observed that it is constant
for small lift values 1, and decreases for lift values higher than a critical lift 1y .
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Figure 1.32: (a) Effective EGR flow area and geometrical flow area in function of the valve lift.
(b) Flow coefficient in function of the valve lift.

Describing p,(l,) through a proper regression function, i.e. a second-order
polynomial function for l;, > I, . and a constant value for I, < 1, ., or referring to a
look-up table directly obtained as result of the calculation and interpolating linearly
between the breakpoints, it is possible to correct the estimation provided in
Equation 1.16 by replacing Aggr(ly) with Aggr = Ay(y) py(ly). Similar
calculations were repeated considering the hypothesis of incompressible flow,
which produced a difference up to 10% with respect to the estimate obtained with
Eq. 1.16. The results are shown in Figure 1.33. The hypothesis of incompressible
flow provides a lower accuracy, as the Mach number reaches values up to 0.6, for
the considered tests.

The discharge coefficient p, mostly accounts for flow detachment from the
geometrical profile, which generates a vena contracta smaller than the geometrical
area. In order to show this effect, some CFD simulations were performed using
SolidWorks Flow simulations, setting the surrounding conditions according to data
available on some experimental tests. The results are shown in Figure 1.34 in terms
of fluid velocity for three values of the valve lift: 2 mm, 5 mm and 8 mm. The figure
clearly shows the supposed effect of the flow detachment, which occurs more and
more clearly as the lift increases, while the flow remains attached to the profiles for
small values of the valve lift and of the fluid velocity.
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Figure 1.33: Comparison between EGR effective flow areas calculated with the hypothesis
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Figure 1.34: CFD simulations of the flow regime through the EGR poppet valve at three different
valve lifts: 2 mm, 5 mm and 8 mm.

Semi-physical model

As long as the models are developed for control purposes, the described fluid-
dynamic model would require the measurement of the exhaust pressure and
temperature, which are not usually measured by the ECU. Therefore, in order to
allow the implementation of this algorithm in the ECU, two sub-models have been
developed through statistical techniques to estimate the exhaust temperature and
pressure, i.e. the conditions upstream of the EGR valve, as a function of engine
parameters. On the other hand, the pressure in the manifold py,q0st, measured by the
ECU, is considered as a good approximation of the pressure at the EGR cooler
output.
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For the exhaust temperature, Tey, a good estimation has been obtained
modeling it as a linear function of the pressure and temperature in the intake
manifold (ppoest and Tpy) and of the air-fuel ratio (A):

~

Texh = Uy + 1 Ppoost + (XZTIM + (X3A qulg

which provides a coefficient of determination R? = 0.977 and a root mean square
error RMSE = 20.8°C, where the modeled variable ranges from 140°C to 640 °C
on the reference engine map.

Regarding the exhaust pressure peyn, it was found that it is correlated with
Pboost and A, such as with the inlet air flow rate ;- and with the engine speed n.
Reducing the number of regressors up to a minimum significant set, a second order
model with 6 terms is obtained, in the form:

f)exh = BO + Bln + szboost + B3pboost2 + Bélrhair2 + BS}\Z Eq-1-19

with R? = 0.999 and RMSE = 11.8 mbar, where the modeled variables ranges from
1 bar to 3 bar over the complete engine map. Figure 1.35 shows the correlation
between the measured and the modeled variables. Other variables, such as the
amount of fuel injected and the start of injection, were also considered but were
found to have a negligible effect on the estimation of the variables of interest.

The estimation of the EGR flow rate can be then obtained as:

ﬁexh ﬁexh

2 m+1
. Dex 2k oost \m oost) m
MEGR,ss (lv) = AV (lv) Hy,ss (lv) \/II:T—hh E [(M) N (pb t) l
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Figure 1.35: Semi-physical approach for the estimation of the EGR flow rate: correlation
between the experimental exhaust temperature (a) and pressure (b) and those estimated
from ECU variables.
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EGR flow rate: flow coefficients (a) and correlation between reference and estimated
flow rate values (b).
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where the coefficient p, s 1s re-calculated comparing the result obtained by the
model of Eq. 1.20 and the mass flow rate calculated by means of the analysis of the
concentration of chemical species in the intake and exhaust manifolds. This is
Justified considering p, ¢ as a fitting coefficient that accounts for the flow
detachment as well as for other non-idealities, including modeling uncertainties.

Figure 1.36a shows the comparison between the flow coefficient p, of Eq. 1.17 and
the coefficient p,¢s in Eq. 1.20. Figure 1.36b reports a graphical comparison
between the fluid-dynamic and the semi-physical models for the estimation of EGR
flow rate on the calibration dataset. The dispersion of the data around the bisector
shows that both the models provide reliable results, with a slightly higher dispersion
for the semi-physical model. Both the models show a higher dispersion for high
flow rates, which is justified considering that the two flow coefficients have been
obtained as the ratio between regression functions used to describe the geometric
and effective areas.

Pure statistical approach

A further approach analyzed for modelling the EGR mass flow rate is a pure
statistical one: without applying any constraint related to the valve geometry, the
variable of interest is described through a polynomial model as a function of a set
of input variables selected among those available in the ECU. The engine variables
taken into account, which are supposed to have an effect on the EGR flow rate, are:

- engine speed, n;
- mass of fuel injected in each cylinder per cycle, qy;
- pressure in the intake manifold, pygost;
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- duty cycle of the EGR valve, DCggg;

- duty cycle of the exhaust flap valve, DCqj,p;

- start of injection of the main injection, SOl ,in;

- position of the blades of the variable geometry turbine, VGT,s.

This set of variables are chosen still with reference to Eq. 1.16, selecting those
ECU variables which should affect the pressure at the intake and exhaust manifold,
the temperature of the exhaust gases as well as the valve flow area.

The model is originally built as a second-order polynomial model, including
also the regressors related to interactions of the inputs. Other models are then built
choosing some subsets of the regressors of the initial model. The best performance
on the dataset used to fit the model is obtained with a very simple linear model, in
the form:

Mggrs1 = Yo1 + Va1l + Y210 + Y31 Pboost + Y41VGTpos Eq.1.21

Other models were set and tested, all providing similar results on the original
dataset, i.e. full engine maps realized with the standard calibration tuned for
conventional combustion. As an example, another model is also considered for
comparison:

Mggrs2 = Yoz + Y2l + Y220b + Y32 Phoost + Y42 VGThos +

+Y52 DCEGR + Y62DCflap + Y7ZSOImain + Ys2 VGTpos2 Eq-1-22

The first model, i.e. Eq. 1.21, shows a determination coefficient R? = 0.966 and
RMSE = 1.11 g/s. The latter (Eq. 1.22) has R? = 0.91 and RMSE = 1.77 g/s. The
modeled variable ranges from 0 to 23 g/s. The maximum error is about 1.5% for the
first model and 4% for the second one, being both models — and especially the
second one — affected by a higher error in the estimation of small flow rates.

Assessment and validation of the models

All the models described have been developed and tuned taking as a reference
a complete engine map tested with the standard Euro VI engine calibration in
conventional diesel combustion. As a further step, the models have been validated
through the assessment of their performance on other datasets, including other tests
on the standard engine map, further tests in conventional combustion including
trade-offs of air quantity and a sweep of the EGR valve or of the exhaust flap, and
tests in PCCI combustion mode. The aim is to verify which models are able to
provide a good estimation also in working conditions fairly different from those
used for calibration. This would be an essential benefit for any model-based control.
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Figure 1.37 shows the result of this analysis, where the models described,
reported on y axis, have been compared with the reference one, i.e. the EGR flow
rate estimated with the physical-chemical method, on x axis. Figure 1.37a shows
the validation on a replicated test of the engine map. The graph shows that, on a
dataset nominally equivalent to the calibration map, all the models are comparable
in terms of determination coefficient R? and root mean square error RMSE: R? is
always between 0.91 and 0.95 and RMSE is in the range 1.27-2.28 g/s, where the
variable to be predicted ranges from 0 to 23 g/s. Figure 1.37b shows the models
validation on trade-off tests realized on 10 engine working points from low to
medium loads and on the whole engine speed range. The validation dataset includes
air quantity sweeps on each of the considered engine working point, realized
according to a one-factor-at-a-time approach. Therefore these tests include working
conditions that are outside of the standard engine calibration. The graph shows a
general worsening of the models performance. The fluid-dynamic model results to
be the most accurate one, and its performance is comparable to what obtained on
the engine maps. More in details, it can be observed that a worsening in the model
performance is visible for flow rates higher than those reached on the engine map.
The semi-physical model in Figure 1.37b provides a slightly lower determination
coefficient with respect to the purely physical one, and higher RMSE up to 2.21 g/s
(around 7% of the maximum flow rate). The pure statistical models, on the other
hand, show a significant worsening of the performance: the first one (i.e., the
simplest) has a higher dispersion on all the range with high errors for small flow
rates, while the second has critical fitting errors also for medium flow rates, with a
generally poor correlation between the phenomenon and its description. Similar
results were also obtained on a set of EGR valve sweeps and exhaust flap sweeps
realized on 9 engine working points.

Finally, the four models were validated on some tests in PCCI combustion
mode, namely four engine points at low-medium engine speed and low engine
loads: 1200 rpm X 23 Nm, 1400 rpm x 71 Nm, 1600 rpm % 54 Nm, 1800 rpm x 27
Nm. These tests were performed as part of the activity discussed in Section 1.2
through the application of the statistical design of experiments in order to explore
some engine working conditions, which allow to implement this non-conventional
combustion mode. These datasets were then used to perform a model-based
calibration of these engine points in PCCI, as discussed in Section 1.2. Figure 1.37¢
shows that the fluid-dynamic model provides a good estimation of the flow-rate
also in these working conditions, with statistical indicators which are comparable
to those obtained with the same model on other kind of validation tests. As already
pointed out for all the PCCI tests, it can be highlighted that these tests have been
performed keeping the EGR valve always in the fully-open condition and varying
the flow-rate only managing the exhaust flow partialization through the flap exhaust
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valve. Referring to the semi-physical model, although the determination coefficient
is 0.93, the RMSE is higher than in the other tested cases: this highlights a
systematic error which increases as the mass flow rate increases. On the other hand,
both the statistical models show an extremely poor performance on these tests: the
first model results to be completely uncorrelated with the phenomenon to be
described, while the second model shows a clear worsening of the correlation for
flow rate values close to or bigger than the maximum value in the calibration map.

The analysis shows that the fluid-dynamic model is able to properly describe
the phenomenon in every working condition. Also the semi-physical model
generally provides a good correlation, although a systematic error is highlighted in
PCCI combustion mode, possibly due to the dependence of the estimated exhaust
pressure and temperature on some engine variables that may have a negligible
influence in the model calibration with the original dataset. On the other hand,
purely statistical polynomial models built without a background knowledge of the
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trade-offs and PCCI tests.
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physics of the system were not able to predict properly the EGR flow rate in
working conditions different from the calibration tests. Apart from the two
presented purely statistical models, a large number of other models, obtained with
the same procedure, were analyzed and provided similar or lower performance.

1.5.2 Correlation of the EGR rate with combustion metrics

When high EGR rates are used to lower combustion temperature and NOx
emissions, especially in PCCI and low-temperature combustion modes, the
combustion process and exhaust emissions tend to exhibit a marked sensitivity to
small changes in the operating conditions because the engine is close to the limit of
combustion stability, as also discussed in Section 1.4. As in PCCI engines the EGR
influence on combustion development is high [150], the correlation of some
combustion markers to the EGR rate has been investigated.

A single-zone net heat release rate approach (ctf. Eq. 1.1) has been considered
to evaluate the crank angle positions at which 10, 50 and 90% of the injected fuel
has burnt, i.e. MFB10, MFB50 and MFB90. Each value is obtained for each
cylinder as the average of 100 engine cycles. Moreover, in this Section these values
are considered in terms of an average value of the 4 cylinders.

The correlation between the oxygen volume concentration [O,] in the intake
manifold and the ratio between the EGR rate (Xggr) and the air-fuel ratio () is
known in the literature [186] and its validity has been verified also on the tested
engine, on a complete engine map. The result is shown in Figure 1.38, where a
linear correlation is verified in the form:

[0,] = 8 — 8, =22 Eq.1.23
21.0
20.5
20.0-
o\_e19.57
= 19.0+
O 18.5 Inputs Response:
XEGR
1?2 Z Linear MFB10
17.0 RMSE = 0.032 L] P regression MFB50
0 2 4 6 8 10 12 14 16 18  so model MFB90
Xear/t [ e

Figure 1.38: Correlation between the oxygen  Figure 1.39: First-attempt input/output model.
concentration in the intake manifold and the
ratio between EGR rate and air-fuel ratio.
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where the EGR rate (Xggr) is defined as the ratio between the EGR mass flow rate
(mggr) and the total intake mass flow-rate (mggr + M), and is evaluated
according to the abovementioned physical-chemical method [172]. If a correlation
among MFB10/50/90 and the EGR rate is seeked, also [0,] and A can be included
among the inputs for the investigation. Moreover, other variables that are
considered to have a strong influence on the phasing of the combustion process are
air and fuel flow-rates and SOlmain. Therefore, the set of inputs and outputs is
depicted in Figure 1.39. In order to analyze the factors that have a major influence
on combustion phasing and its duration among those shown in Figure 1.39, a Matlab
code has been developed which, given a set of variables and the associated values
resulting from tests, builds all the polynomial linear models up to the second order
that can be obtained combining all the input variables in order to fit the selected
output variable. For each of the models the software provides the coefficient of
determination and the root mean square error, together with the values of the
constants associated to each of the regressors. By analyzing these results,
considering only the models with independent regressors (i.e., excluding all the
models where some regressors have a known cross-dependence), it is possible to
individuate some minimum sets of regressors to provide a suitable description of
the output variables. This approach was applied using the set of inputs and outputs
shown in Figure 1.39. The best models where then further analyzed using the Model
Based Calibration tool embedded in Matlab, in order to check the results,
individuate and possibly eliminate outliers, etc...

On the reference analyzed condition, i.e. an engine map (120 engine points) in
conventional diesel combustion, the SOlmain and the fuel flow rate have been found
to have only a negligible effect on the studied responses, therefore they have been
eliminated from the original set of inputs. The variable that was found to have the
highest influence is the air flow rate. Figure 1.40 shows the results obtained by
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Figure 1.40: Prediction of MFB10 (a) and MFB50 (b) based on a linear model with only air mass
flow rate as input.
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predicting MFB10 and MFBS50 using a linear model having as input only my;,. In
these cases a linear correlation between the combustion markers and the air mass
flow rate is really strong, therefore the dependence on any other parameter cannot
be assessed.

On the other hand, Figure 1.41a shows that the correlation between MFB90
and my;,., although strong, is not sufficient to completely describe this combustion
marker on all its variation range. Figure 1.41b and Figure 1.41c show also the
results obtained through two estimation model obtained considering m,;, and Xggr
(Figure 1.41b) and my,;. and [O,], (Figure 1.41c) which also generate a poor
correlation between the predicted and the measured MFB90. Finally, a model has
been tested which describes the MFB90 as a linear function of m,;. and A, whose
result is shown in Figure 1.41d. The graph shows a very good correlation between
the predicted and the measured MFB90, with a coefficient of determination of 0.93
and an RMSE of 1.46. The statistical model is in the form:

MFB90 = €o + Elrhair + 82}\ Eq124

Combining Eq. 1.23 and Eq. 1.24, it is possible to obtain a relationship among
MFB90, Xggr» [02] and g,

MFBY0 = ay + oyt 5 + 22XEGR Eq.1.25
[02]-6¢

The same relation could be inverted to evaluate the EGR rate starting from the
MFB90:

Ay 8o o160 | 2%
= — MFB90 + —— . ———|0
EGR (X281 (X281 + 0(281 m alr 0(261 [ 2] +
1 . %
+ ) MFB90 - [0,] " m ;- [0,] Eq.1.26

:::::

the constants in Eq. 1.26, the last relationship can be rewritten in the final form:
XgGrR = Yo — Y1MFB90 + yomh 4 — v3[02] +
+y,MFB90 - [0,] — ysm 4, - [0,] Eq.1.27

The result is shown in Figure 1.42, in which the EGR rate predicted by Eq. 1.27
is compared with the reference one, obtained through the physical-chemical
method.

This analysis shows that the EGR rate (or other correlated quantities such as
the oxygen concentration in the intake manifold or the air-fuel ratio) has a minor
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effect on the combustion rate
during the first phases combustion,
while it has an appreciable effect
on the last part of the process.
Given a  certain  oxygen
concentration in the intake
mixture, the last phase of the
combustion is slowed down by an
increase of EGR since it makes
more difficult for the remaining
unburned or partially burned fuel
particles to find some fresh air to
oxidize.

The same analysis was also
extended to EGR sweeps in PCCI
combustion mode at 1200 x 23 and
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Equation 1.27.
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1400 x 71 (rpm x Nm) performed on the standard F1C engine, where the EGR rate
was changed in a range between 48% and 63.6%. In this case the results are
significantly different. In particular, for MFB10 and MFB50, considering only air
flow rate my;, as a regressor, and using a first-order linear relation as for the results
shown in Figure 1.40 for CDC, would result in prediction models with a lower
coefficient of determination, i.e. R? equal to 0.85 and 0.83, respectively. This shows
that, although the amount of inducted air is a main factor to determine these
combustion metrics also in PCCI (as the air flow rate is related both to the engine
speed and load, in a turbocharged engine with VGT), in this combustion mode some
additional factors have to be considered to get a proper prediction of the combustion
phasing. Both for MFB10 and MFBS50, a coefficient of determination equal to 0.95
can be obtained by means of a first-order polynomial model that considers as
regressors the air mass flow rate and the EGR rate, confirming that in this
combustion mode the amount of EGR has a topic function in determining the
development of the combustion process, especially for what concerns ignition
delay. Anyway, a better fitting of the models can be obtained in the form:

MFB10 = Ko1 + Kllrhfuelz + Ko1 [02] Eq128

MFB50 = Ko, + 12Mgue” + K22 (0] Eq.1.29

where the mass flow rate of fuel accounts for the engine load, and the oxygen
concentration accounts for both the amount of fresh air and for the amount of EGR.
The result of this fitting is shown in Figs. 1.43a-b.

Concerning MFB90, considering only air mass flow rate as a regressor would
provide a model with a coefficient of determination lower than 0.1. On the other
hand, considering only lambda as a regressor would provide a coefficient of
determination of 0.86, and a first-order linear model with air mass flow rate and
lambda (as the one used for CDC and shown in Eq. 1.24) would provide a
determination coefficient of 0.89. A more accurate model can be obtained
considering a second-order model with air and oxygen as regressors, in the form:

MFB90 = K03 + K13rhair + K23 [02] + K.33 [02]2 Eq.1.30
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The result of this last model is reported in Figure 1.43c. A summary of the main
models of interest is also reported in Table 1.11, where for each of the most relevant
models the constants of the considered regressors are reported, together with the
related coefficient of determination and root mean square error. As the MFB90
shows a poorer correlation with respect to MFB10 and MFB50, with a slightly
lower R? and a considerably higher RMSE, this parameter has not been considered
for further evaluations concerning these models.

Furthermore, the relation between intake oxygen concentration and the ratio of
EGR rate to lambda, i.e. Eq. 1.23, was also verified in PCCI combustion mode, and
the result is shown in Figure 1.43d. therefore, this correlation has been proven to be
robust in wide range of oxygen concentration/EGR rate.
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Figure 1.43: Modeling of combustion metrics and EGR rate in PCCI combustion: Prediction of
MFBI10 (a) MFB50 (b) and MFB90 (c) according to Eqs. 1.28-1.30, and correlation between
oxygen concentration at the intake manifold and the ratio between the EGR rate and lambda,

according to Eq. 1.23
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Combining Eq. 1.23 with Egs. 1.28 and 1.29, as for the CDC case, it is possible
to get a relationship to express the EGR rate as a function of combustion phasing:

Ko1+ K216 1 K .
Xpgr = — 22120 ) ¢ A+ MFB10 — —2 X 11 01 Eq.1.31
K2101 K2161 K2101
Koz + K228 1 K .
XpGr = — 272220 ) 4 A+ MFB50 — —22-X - 11 g0 Eq.1.32
K2201 K2201 K2201
which can be rewritten as:
. 2
XgGr = Co1 + G11 A+ Qa1 *A-MFB10 + Q34 * A -1 gy Eq.1.33
. 2
XgGr = Coz2 + G12 " A+ Qa2 - A - MFB50 + Q35 - A - 1 gy Eq.1.34
. . . Number of
Constant | LIVSYS| XEGR | L1 P [02] A mfuelz [02]2 Rz RMSE regressors
28.26 - - -0.32 - - - - 0.850 | 1.26 1
22.00 - - - -0.98 - 0.03 - 0974 | 0.525 2
MFB10 -412.52 - 4.00 | 3.86 - - - - 0.950 | 0.726 2
89.59 1.49 | -0.78 | -0.99 - - - - 0.982 | 0.436 3
31.85 - - -0.35 - - - - 0.833| 1.41 1
25.70 - - - -1.08 - 0.03 - 0.971 | 0.592 2
MFBS0 -432.04 - 421 | 4.05 - - - - 0.946 | 0.799 2
100.95 1.58 | -0.86 | -1.10 - - - - 0978 | 0.514 3
76.73 - - - - 21.08 - - 0.857| 6.10 1
59.74 - - -0.64 - - - - 0.031| 15.8 1
MFB90 8.80 - - 1.52 - : - -0.26 [ 0.905| 497 2
45.60 - - 0.68 - 22.66 - - 0.888 | 5.40 2
21.42 -3.65 - 3.15 - - - -0.50 [ 0.924 | 4.46 3
-54.63 - - 1.69 | 8.53 - - -0.58 [ 0.919| 4.59 3

Table 1.11: Best models tested to predict MFB10, MFB50 and MFB90 in PCCI combustion

mode.
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where in the last two equations a constant term ,, has been included, which was not
in Egs. 1.31 and 1.32, in order to improve the quality of the fit. The results obtained
estimating the EGR rate through Eqs. 1.33 and 1.34 are reported in Figure 1.44. The
two graphs show that the result that is obtained is equivalent for Egs. 1.33 and 1.34.

1.5.3 Evaluation of the EGR unbalance

In a multi-cylinder engine, the composition of the intake charge may be slightly
different from one cylinder to the other. One of the reasons is the amount of EGR
that is sent to each cylinder, which — especially in engines with separated intake
runners for each cylinder — may be due to an improper mixing of the recirculated
exhaust gas with the fresh air. This strongly depends on the geometry of the intake
line and on its matching with the EGR system. Since a correlation exists between
the EGR rate and the combustion rate, this unequal distribution of the EGR among
the cylinders can be one of the causes of cylinder-to-cylinder variation in the

Intake ports
(in the engine head)

NGR INLET

Air INLET

AIR + EGR

Figure 1.45: Schematic of the air and EGR path in the F1C engine.

Figure 1.46: Picture of the intake manifold that shows the installation of the thermocouples.
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combustion cycle. Therefore, this can be used to provide a quantification of the
EGR unbalance, i.e. the difference in the EGR rate between each cylinder and the
average EGR rate. This may be especially important for PCCI combustion mode,
due to its sensitivity to changes in boundary conditions: in the presence of high
EGR rates, this uneven distribution may lead to combustion instability in some
cylinders.

Usually, some evaluations are made by engine manufacturers about the EGR
unbalance, which are meant as a proper way to validate the design of an intake/EGR
system. Different methods could be exploited for this purpose:

e mixing concentration technique, based on the concentration of CO; at the
inlet of each cylinder, which can be measured on each of the runners in an
intake system that has one runner for each cylinder [176];

e CFD simulations, based on the exact geometry of the intake/EGR system
and on the boundary conditions of the fluid at certain control surfaces that
describe the control volume;

e mixing temperature technique [172, 187], based on the enthalpy balance
between the fresh air outgoing from the intercooler (in a turbocharged
engine), the EGR rate, and the total flow rate at the intake (mggr + Mmyj;)-

The engine on which this study is based has a manifold without runners, i.e. it
has a unique manifold volume where air is mixed with EGR and that is directly
connected to the engine head. Figure 1.45 shows the manifold of the F1C engine.
The air and EGR inlets are highlighted together with the ducts where the two fluids
are mixed before tangentially entering the manifold volume. The intake ports shown
in the picture are not part of the manifold but of the engine head. As the runners are
not present in this engine the mixing concentration technique cannot be applied to
evaluate EGR unbalance since the CO; measurement can be only performed for the
whole manifold and not for each cylinder. The intake charge used to evaluate the
average EGR rate is taken in three different points of the manifolds and the samples
are mixed in a Kempt chamber before being sent to the CO; analyzer in order to
have an average measurement.

The mixing temperature technique requires the measurement of the
temperature of the intake flow for each cylinder, i.e. in each runner. Since the
present engine has a manifold without runners, four thermocouples have been
installed in the manifold to have the measuring point as close as possible to the
intake ports, in the central point between the two intake ports for each cylinder.
Figure 1.46 shows the installation of the four thermocouples.
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Figure 1.47: EGR rate spatial distribution in the intake manifold at IVC of cylinder 1 (right side)
from CFD simulations.

In addition to the previous techniques, a further method is here proposed, based on
the application of the correlation found between the EGR rate and the MFBOO0, i.e.
Eq. 1.27 in CDC mode and Eqgs. 1.33 and 1.34 in case of PCCI mode.

CFD simulations

CFD simulations are used as a reference to compare different methods. The
study has been based on a complete detailed engine model running on GT-Power
calibrated on experimental data, coupled with a CFD model (starccm+) representing
the geometric model of the manifold and intake ducts shown in Figure 1.45. Four
engine points (expressed as engine speed x bmep) in CDC have been considered,
nominally 1000 rpm % 1.3 bar, 2000 rpm X% 6.7 bar, 2500 rpm % 1.1 bar and 3250 x
13.9 bar, corresponding to conditions of low, medium and high EGR rates (from
7% to 45%). It is worth to notice that in these conditions the EGR mass flow rate
varies in a narrow range from 11.5 to 21.5 g/s, while the air mass flow rate ranges
from 14 to 154 g/s. Moreover, not only the EGR rate varies but also its composition,
having higher O, concentration at lower engine loads.

These simulations have been performed by FPT Industrial in order to support
the current study, using a simulation model that was internally developed in the
company. Therefore, the development and validation of the models are not
discussed in detail here, as they were not directly performed as part of this study,
and only the results that are relevant for this activity will be briefly presented
hereinafter.

Figure 1.47 shows the result obtained at 1000 rpm x 1.3 bar, i.e. the engine
point with the highest EGR rate among those considered. The picture refers to EGR
between 43% and 47% in the manifold. The frame refers to the intake valve closure
of cylinder 1 (right side of the picture). Therefore, the flow is higher on the right
side of the manifold.
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CFD simulations demonstrated that EGR unbalance on the tested engine-
manifold is extremely low, ranging from 0.01 to 0.25%, with the highest unbalance
obtained on the fourth cylinder (i.e., the one closer to the air-EGR inlet in the
manifold) at the highest EGR rate.

Mixing temperature technique

This technique applies an enthalpy balance to the air and EGR flows which are
mixing in the manifold [172, 187]:

rhEGRCp,EGR(TEGR — Tuman) = M4 Cp air (Tvan — Tair)  Eq.1.35

X _ MEGR _ (TmaN—Tair) Eq.1.36
EGR — 4 noe TEGR-T <
MEGR+ Mair (TMAN_Tair)+4( EG? _MAN)Cp,EGR
p.air

where Ty, is the temperature of the air flow before mixing with EGR, Tggg is the
temperature of EGR before mixing with air and Tyay 1S the temperature of the air-
EGR mixture in the manifold. Applying Eq. 1.36 to each single cylinder, i.e.
considering the temperature in each runner or just upstream of the intake valves of
each cylinder instead of the average manifold temperature, the EGR rate for each
cylinder can be calculated.

Basically, this technique assumes that any temperature difference in the intake
flow among the various cylinders is due to an uneven distribution of the hot EGR
mixing with fresh air. This applies only to short-route EGR and results in an
approximation which may lead to some significant bias of the EGR unbalance
effect.

Evaluations on the reference engine map highlighted that the average EGR rate
calculated as mean of the values for each cylinder through Eq. 1.36 is appreciably
different from the overall EGR estimated through the application of the physical-
chemical method for the estimation of the EGR mass flow rate. Therefore, the value
calculated for each single cylinder has been re-scaled considering as average EGR
the one from the physical-chemical method, which is considered to be a more
reliable evaluation.

Moreover, it was found, by testing the whole engine map without EGR, that
significant temperature variations in the manifold are present also in the case of
absence of EGR: this is justified by heat exchanges between the manifold (in the
test case, an aluminum-made component) and the surrounding engine parts:
conductive heat transfer with engine block, convective heat transfer with
surrounding air. Therefore, a not even cooling of the engine block or the presence
of some hot parts which irradiates heat in the air close to one side of the manifold
may result in some temperature gradients along the manifold itself. Finally, the
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residence time of the gas should be considered, taking into account that the gas
provided to the cylinder farthest from the air-EGR inlet in the manifold will remain
in the manifold for a longer residence time with respect to the other cylinders,
therefore having more time for heat exchanges with the manifold.

Some corrections may be applied to mitigate this bias, e.g. correcting the mix
temperature of each runner considering the same temperature measured without
EGR and the convective heat transfer with the manifold temperature [187]:

TMAN,avg—Tsurface

TMAN,i,corr. = TMAN,i + (TMAN,i,NO—EGR - TMAN,an,NO—EGR) T _T
MAN,avg,NO—-EGR™ !surface

Eq.1.37

Additionally, measurement uncertainties should be taken into account,
especially considering the position of the temperature probes as well as the
sensitivity of the measure to this position, also taking into account that
thermocouple installations in the manifold may be difficult and that their position
and orientation may change in time during a testing activity due to vibrations.
Finally, it is worth to underline that additional uncertainty is added in the case of a
unique-volume manifold with respect to runners.

EGR estimation from in-cvlinder pressure measurement

Finally, a further method is proposed, which consists in applying to each single
cylinder the correlation between combustion metrics and EGR discussed in the
previous Section and represented by Eq. 1.27 for CDC mode and by Egs. 1.33 and
1.34 for PCCI mode. When piezoelectric transducers are available on each cylinder,
in case of CDC mode this method can be applied to obtain the EGR rate cylinder-
by-cylinder as a function of MFB90 (evaluated for each cylinder), the air-fuel ratio
measured at the exhaust through a lambda sensor and the oxygen concentration in
the intake manifold. Similarly, for PCCI mode also an accurate measurement or
estimation of the fuel mass flow rate is required.

As long as these measures are not available on ECUs (apart from 2), this
method, such as the temperature-based one, is not suitable for engine control
purpose. On the other hand, these measurements are often available on test engines
during development, calibration and validation activities. Therefore, these
methodologies may provide, without significant test or computational effort, an
estimation of the EGR unbalance.

It is worth to underline that cylinder-to-cylinder variations in the combustion
cycle, and therefore on the combustion metrics such as MFB10/50/90, may be due
to different reasons: e.g. differences in the injected quantities due to imperfections
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or uneven clogging of the injectors, variations in the volumetric efficiency among
the cylinders, uneven cooling of the cylinder jackets, etc. The estimation ofthe EGR
unbalance based on cylinder-to-cylinder combustion metrics lays on the assumption
that all the cylinder-to-cylinder variations are due to differences in EGR unbalance.

Comparison of the methodologies: conventional diesel combustion

The methodologies based on intake temperature measurements and on
combustion metrics evaluated from in-cylinder pressure measurement have been
applied on a reference complete engine map acquired on the tested engine. Results
obtained with the two methods have been compared among them and with the CFD
simulations where available, in order to assess the validity of these methodologies
as an alternative to CO> measurements in each runner and CFD simulations.

Table 1.12 shows this comparison among the three methods for the points in
CDC where the CFD results are available: it can be easily noted that both the mixing
temperature method and the one based on in-cylinder pressure significantly
overestimate the EGR unbalance effect with respect to CFD simulations.

Figure 1.48 reports the comparison over the whole engine CDC map between
the two tested methods, excluding CFD (as only few points are available from CFD
simulations): the dimension of each circle is proportional to the difference between
the maximum and minimum EGR rate evaluated on the 4 cylinders for each engine
working point. It can be noticed that the two methods provide comparable results
in most of the engine working map. Significant differences are highlighted in the
low speed-high load range and in the medium/high speed-low load area. In the first
case (low end of the full-load curve), the mixing temperature technique
significantly overestimates EGR unbalance with respect to the method based on
combustion metrics: this happens in an area with low air mass flow rates and EGR
mass flow rate. In these conditions, the differences in temperature distribution of
the mixture in the manifold increase due to the higher residence time of the gases

EGR rate [ EGR unb. | EGR unb. | EGR unb. | EGR unb.
speed bmep
(avg) #1 #2 #3 #4
rpm bar % % % % %

CFD 0.10 0.10 0.04 -0.25
Mix. Temp 1000 13 45.3 2.26 0.88 -1.89 -1.25
In-cyl pressure 13.90 -4.40 -6.35 -3.35
CFD 0.06 -0.04 -0.09 0.07
Mix. Temp 2000 6.7 18.7 1.42 0.88 -1.23 -1.07
In-cyl pressure 0.27 1.25 0.74 -2.26
CFD -0.02 0.02 0.00 -0.01
Mix. Temp 2500 1.1 31.8 1.12 0.83 -1.23 -0.72
In-cyl pressure 3.38 7.16 1.63 -12.15
CFD 0.04 -0.01 -0.05 0.01
Mix. Temp 3250 13.9 7.02 0.33 0.38 -0.56 -0.14
In-cyl pressure 1.05 0.7 0.42 -2.17

Table 1.12: Comparison of EGR unbalance estimated with different methodologies in CDC.
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in the manifold and due to the increase of heat drained by the engine. The
considered method ascribes the reason of this temperature difference to EGR
unbalance, although the EGR rate is almost null. As a reference, Figure 1.48b
reports a map of EGR rate and EGR mass flow rate (estimated with the physical-
chemical method) as a function of engine load and speed: the dimension of the
circles is proportional to the value associated to the shown variable.

On the other hand, calculations based on combustion metrics generate an
overestimation of the EGR unbalance in the low-load area for medium to high
engine speeds. It has been verified that this area is the one with largest cylinder-to-
cylinder variations in terms of in-cylinder pressure trace and mass fraction burned,
which can be possibly due to causes not related to EGR unbalance, e.g. higher
sensitivity of the combustion to differences in coolant temperature among cylinders.

Figure 1.49, shows the EGR unbalance as estimated with mixing temperature
technique and from in-cylinder pressure measurement, plotted as a function of the
EGR rate and of the EGR mass flow rate. It is clearly shown that the mixing
temperature model tends to estimate an increasing EGR unbalance as the amount
of EGR decreases, with an opposite trend with respect to reasonable expectations.
The EGR unbalance evaluated with the mixing temperature method shows a lower
dispersion when plotted as a function of the EGR mass flow rate, which confirms
that the result is strongly influenced by fluid transportation time and residence time.
On the other hand, when the EGR unbalance is estimated basing on in-cylinder
pressure (and, more in detail, on the MFB90 angle, expressed as crank angles after
the start-of-injection), the EGR unbalance — as expected — tends to increase with
the amount of EGR. In this latter case the EGR unbalance shows a lower dispersion
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Figure 1.48: (a) Comparison of EGR unbalance in CDC estimated from mixing
temperature technique and from in-cylinder pressure measurement on the reference
engine map. (b) Maps of EGR rate and EGR mass flow rate as a function of engine speed
and load.
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Figure 1.49: EGR unbalance in CDC estimated from mixing temperature technique and from
in-cylinder pressure measurement vs. EGR rate (a) and vs. EGR mass flow rate (b).

when plotted as a function of EGR rate (Fig. 1.49a), which confirms that the result
is more affected by the mixing of air and EGR than by transportation and residence
time of the gases within the manifold.

Comparison of the methodologies: PCCI

Also for the case of PCCI combustion, the mixing temperature technique and
the method based on combustion phasing have been both applied to estimate the

EGR unbalance.

For the mixing temperature technique, the temperature correction of Eq. 1.37
is applied. As for the previous case, it was found that the average EGR rate
calculated as mean of the values for each cylinder through Eq. 1.37 is appreciably

different from the reference
overall EGR (cf. Figure 1.50).
Therefore, also in this case the
value calculated for each single
cylinder has been re-scaled
considering as average EGR the
one from the physical-chemical
method.

Referring to the estimation
of EGR unbalance based on
combustion phasing, Eq. 1.33
and 1.34 are applied on each
single cylinder and the EGR
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Figure 1.50: Average EGR rate estimated with mixing
temperature technique compared with the average EGR
rate obtained from in-cylinder pressure measurement.
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unbalance is evaluated as a consequence as the maximum difference between two
cylinders.

The tests used for this comparison are the EGR sweeps at 1200 x 23 and 1400
x 71 (rpm x Nm) used to build the models of Eq. 1.33 and 1.34.

The comparison is shown in Figure 1.51. Differently from what seen in CDC,
in this case the mixing temperature technique shows an increase in EGR unbalance
as the amount of EGR increases. On the other hand, the estimations based on
MFB10 and MFB50 show an extremely low EGR unbalance, always in the range
0.02-0.04%. This last result is well aligned with the results of CFD simulations, that
showed generally an extremely low EGR unbalance, always below 1% (cf. Table
1.12).

This last sub-section of Chapter 1 aimed at finding an alternative methodology
to estimate EGR unbalance based on experimental data that are commonly available
during testing activities. The two methodologies have been compared in some study
cases both in CDC and PCCI combustions. Definitely, at the moment it is not
possible to assess if one method is generally more accurate than the other. Further
investigations are needed to better clarify the validity of the two methodologies. For
this purpose, a detailed comparison of both the studied methodology with an
accurate EGR unbalance estimation method would be required for a proper
assessment. This would involve a massive amount of CFD simulations to reproduce
all the tested conditions in simulation environment, or the measurement of CO»
concentration at the intake of each single cylinder in an intake manifold with
separated intake runners for each cylinder.
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Figure 1.51: EGR unbalance in PCCI combustion estimated with mixing temperature
technique and from in-cylinder pressure measurement vs. EGR rate (a) and vs. EGR mass
flow rate (b).
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Chapter 2°

Development of an automatic
system for on-board management
of tire inflation pressure

The energy consumption of a vehicle, given a certain powertrain and mission
profile, is determined by the resistant forces which oppose its motion, i.e.:
aerodynamic drag, rolling resistance and resisting torques due to friction along the
driveline and (possibly) in the brakes. Among these, rolling resistance accounts for
30-40% of the vehicle resistances [38]. Therefore, reducing the rolling resistance
decreases energy consumption, which in turn is translated into an improved battery
energy management in an electric vehicle or into a reduced fuel consumption if the
vehicle is propelled by a combustion engine.

As already mentioned in the Introduction, reducing the tire rolling resistance
by 3.5 kg/ton is expected to produce a reduction by 3.2-5.1% in fuel consumption
on passenger cars [83]. Similarly, a reduction in the rolling resistance coefficient of
a heavy-duty truck of 1 kg/t has been shown to reduce fuel consumption by 3.3-
5.4%, if the vehicle is half loaded, and by 3.4-6% if the vehicle is fully loaded, the
lower percentage advantage being associated with a sub-urban driving condition

3 Part of the contents of this chapter has been previously published in:

d'Ambrosio, S., Vitolo, R., “Potential impact of active tire pressure management on fuel consumption
reduction in passenger vehicles”, Proceedings of the IMechE, Part D: Journal of Automobile
Engineering, 233(4):961-975, 2019, https.//doi.org/10.1177/0954407018756776.

d’Ambrosio, S., Oliva, E., Salamone, N., and Vitolo, R., “Active Tire Pressure Control (ATPC) for
Passenger Cars: Design, Performance, and Analysis of the Potential Fuel Economy Improvement,”
SAE Int. J. Passeng. Cars — Mech. Syst.11(4):321-339, 2018, https://doi.org/10.4271/2018-01-1340.

d’Ambrosio, S., Mameli, E., Vitolo, R., Calaon, I et al., “Fuel Consumption Reduction on Heavy-
Duty and Light-Duty Commercial Vehicles by Means of Advanced Central Tire Inflation Systems,’
SAE Int. J. Commer. Veh. 11(5):267-289, 2018, hitps://doi.org/10.4271/2018-01-1334.

i

d’Ambrosio, S., Mameli, E., Vitolo, R., “Impact assessment of an intelligent central tire inflation
system for passenger cars”, 7th Transport Research Arena TRA 2018, April 16-19, Vienna, Austria,
2018. https://doi.org/10.5281/zenodo.1486718.
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and the larger with long-haul use [38] (it is worth noting that the average fuel
consumption is lower in long-haul conditions due to the quasi-stationary working
condition of the engine in a high-torque high-efficiency area of the engine map).
According to ACEA, reducing tire rolling resistance through an improved tire
design would produce an improvement of between 3% and 4% by 2020, in the
regional and long-haul use of heavy commercial vehicles, respectively [188]. ICCT
has reported a reduction of 2.5% and 2% in tractors and trailers during long-haul
operations when the current tires have been replaced by low rolling resistance ones
[189]. Additionally, a reduction of 4.9 kg/t to 3.85 kg/t on trailer tires has been
shown to reduce fuel consumption by 3.9% and NOx emissions by 4.7% ona EURO
IIT heavy-duty truck [38].

An additional option to further reduce rolling resistance concerns the adoption
of the so-called Central Tire Inflation Systems. A central tire inflation system
(CTIS) is an on-board device that is able to check the tire inflation pressure,
compare it to a target value and manage inflation and deflation actuations in order
to realize and maintain the target inflation pressure [190-201]. It is generally
composed of a number of valves and connections that allow fluid communication
between the tire volume and a central part of the system. It includes a positive
pressure source [194, 198] and sometimes also a negative one [195] in order to
increase or reduce the tire pressure. A rotating pneumatic connection connects the
wheel to the central parts of the circuit [ 199-202].

This kind of system was first developed during the Second World War for
military applications [203] and was then extended to other vehicles. Primarily, the
intended purpose of this kind of device is to adapt the vehicle traction ability to
different kinds of soils for vehicles that may operate on compact soils as well as on
soft ones [203, 204]. The utilization of CTISs on forestry logging trucks running on
gravel soils and with heavy road grades has demonstrated significant improvements
in the truck traction abilities, a reduction in the truck and soil maintenance
operations and an improvement in ride comfort, thanks to the reduction in tire
pressure in off-road conditions and the restauration of a suitable pressure for
highway operation [204]. The reduction in the tire pressure of trucks through CTISs
on asphalt roads and crushed aggregate roads cracked and weakened by thawing ice
or snow has also been studied as a solution to highway load restrictions on trucks,
and has proved to increase road life [205]. Modern CTISs on military vehicles,
earth-moving machines, all-terrain vehicles, tractors, etc. usually implement semi-
automatic solutions: an on-board panel, accessible to the driver inside the cabin, is
used to select the target tire pressure from among a discrete number of choices
according to the kind of soil and the loading conditions [206, 207].

Nowadays, due to the great attention to vehicle energy management, CTISs of
the “automatic” type are also being extended to on-road trucks mainly in order to
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avoid the risk of tire under-inflation, as a way of improving vehicle fuel economy
and safety [88]. Tire pressure affects fuel consumption [81], as well as the dynamic
behavior of a vehicle [208]. Under-inflated tires increase rolling resistance [81,
209], have a negative effect on the fuel consumption of vehicles propelled by
internal combustion engines (or, in general, on the global vehicle energy balance)
[81], and induce an improper deformation of the tire tread and sidewalls [210], thus
reducing the useful life of the tires [211]. Moreover, low tire pressure produces a
decrease in the forces that can be transmitted between the tire and the road through
the contact patch [88], thus reducing the braking and handling performance of the
vehicle.

Referring to passenger cars, a report by the Australian Government [211] has
claimed that fuel savings, due to the use of tire inflation systems, can be between
1% and 4%, with an extension of the tire life of up to 10%. An improper inflation
pressure is believed to generate an increase of 35 to 48 kg of CO» emissions per
vehicle per year, which means that in the US alone about 12 billion kilograms of
CO> and 4 billion dollars could be saved per year if the recommended tire pressure
were to be maintained [86]. Tire maintenance is also critical for road safety: if the
average tire under-inflation were to be limited to 25% (e.g., by means of the
adoption of TPMSs), it would be possible to reduce crashes, and to annually avoid
124 fatalities and about 9000 injuries in the United States alone [88].

For which concerns the sector of commercial vehicles, the advantage that can
be obtained by adopting this solution is quantified as being between 1% [189] and
1.4% [212] on fuel consumption on an annual basis, with additional benefits on tire
life [212], both of these aspects being effective in reducing the Total Cost of
Ownership (TCO). According to data presented by ICCT, the fuel economy
improvement obtainable through the use of automatic tire inflation systems is
comparable with that which can be obtained through improvements in transmission
and axle efficiency, engine friction reduction and vehicle accessories improvements
[189]. Moreover, an accurate inflation pressure would have a significant impact on
road safety: properly inflated tires allow the best braking and steering performance
to be obtained, thereby reducing the risk of crashes [213]. Additional benefits could
be obtained by adapting the tire pressure to the load carried by the vehicle or to the
road conditions [214, 215]. As an example, experimental tests conducted within the
framework of the ADTYRE project on a light-duty commercial vehicle have shown
a potential reduction of up to 16 m of the stopping distance on wet asphalt in a
braking maneuver from 100 km/h, a reduction which could be obtained through a
fast-dynamic tire pressure management system [215].
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In order to reduce the drawbacks related to the presence of underinflated tires
on the roads, all new passenger cars sold in the US since 2008, and in Europe since
2012, are required to be equipped with a Tire Pressure Monitoring System (TPMS)
[52, 91]. These systems provide a measurement, or an estimation, of the tire
pressure and alert the driver when the pressure is significantly low.

CTIS, intended as a means of maintaining the nominal pressure (indicated by
the vehicle manufacturer) in normal driving conditions, offers some main
advantages with respect to TPMS:

- the system does not require the intervention of the driver and can therefore
always guarantee a suitable pressure over a narrow tolerance range;

- a direct pressure measurement provides a much more accurate result than
indirect TPMS, and the usage of low-cost wired sensors provides a higher
measurement accuracy and lower installation complexity than direct
wireless TPMS. In fact, since the tire volume in a CTIS is connected to the
central part of the system, pressure measurement may be obtained through
the use of wired sensors — or even just one wired sensor — installed in the
stationary part of the system [196, 198, 199].

Moreover, CTISs can be used not only to maintain one reference pressure level
under all driving conditions, but also to adjust the tire pressure to the current vehicle
state and surrounding conditions [216]. Therefore, further benefits can be obtained,
with respect to TPMSs, in terms of handling and fuel consumption.

The impact of such a topic would surely be on a large scale, considering that
about 78% ofthe passenger cars circulating in Europe and 70% of the US fleet have
underinflated tires [87, 88]. Similarly, only 44% of the commercial vehicle tires
tested in 2008 by the U.S. Federal Motor Carrier Safety Administration were
properly inflated (over a range of +0.35 bar with respect to the target pressure) and
7% were underinflated by more than 1.3 bar [217]. As the benefits of CTISs are
becoming more and more evident, in the sector of commercial vehicles the interest
in this technology by truck owners and fleet managers has been increasing, as
demonstrated by the increased popularity of this product on the market: 2.9 million
CTIS units are expected to be on the roads by 2021, with a compound annual growth
rate 0 29.2%, driven by the high penetration of the product in the heavy-duty truck
and trailer segments in the EMEA region [218].

Until recently, CTISs have not been considered as a suitable technology for
light-duty commercial vehicles and passenger road vehicles. The reasons CTISs
have not been proposed on the market for light-duty applications are mainly related
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to safety issues, related to the fact that the tire air chamber is connected to an
external circuit through pipes and connections that could be damaged, thus
generating potential causes of risk. It is worth mentioning that many aftermarket
products suggest the installation on the external side of the wheel (an unacceptable
solution for cars for both safety and aesthetic reasons), while installation on some
off-road vehicles is simplified due to the specific wheel-hub assembly architecture.
Additional issues that have limited the diffusion of this kind of system on light duty
vehicles and passenger cars are related to the wear of the rotating pneumatic joint
and to the difficulties encountered in the integration of the system on board.

In order to address these issues, an active electro-pneumatic central tire
inflation system, which is able to automatically manage tire pressure through
inflation and deflation actuations, has been proposed for light-duty vehicles,
including passenger cars and light-duty commercial vehicles, and for trucks. The
aim of this Chapter is to present novel solutions specifically developed for the
utilization of such a system on the target vehicle segments and to propose an
analysis concerning the advantages that can be obtained from its installation on-
board. The study concerns the design of the system layouts, and the evaluation of
the potential benefits, through computer simulations, to estimate the effects of
active pressure management on fuel consumption.

After an introduction on the effect of tire pressure on rolling resistance and
some generalities on CTISs (Section 2.1 and Section 2.2), the case study related to
passenger cars will be first addressed in Sections 2.3 and 2.4. The effects on fuel
economy were first assessed, for the case of passenger cars (Section 2.3), using an
internal proprietary software used in FCA and Iveco. Moving from these results,
also the effect of the system on an annual mission of a passenger vehicle are
assessed in Section 2.4, and extended to the whole European fleet for a preliminary
impact assessment of the technology on a large scale. As the FCA/Iveco software
for fuel economy assessment does not directly and explicitly account for tire
pressure, a dedicated software tool was then developed in a subsequent phase of the
project (held in collaboration with Iveco), and this new tool is used for the
assessment of the effects of tire pressure and potential tire pressure management
strategies on commercial vehicles. Details on the development of this software tool,
and on the results obtained through it, are discussed in Section 2.5. In Section 2.6
the design of the system for passenger cars is presented. In this case study, a test-
bench prototype has also been set-up, and details on sizing and on experimental
results related to the single components of the system and to the overall system
prototype are presented. In Section 2.7, the layout of the system designed for
commercial vehicles and a preliminary solution for its integration on-board are also
discussed. Finally, in Section 2.8, some final simulations are reported that show the
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effect on the potential fuel economy benefit of the designed CTISs of the system
dynamics (i.e. the actuation time required for a target pressure variation).

2.1 Effects of tire pressure on rolling resistance

Rolling resistance is the contribution, due to the tire, to the resistant forces
which oppose vehicle motion [81], and it is, in general, defined as the energy
dissipation per unit distance of a rolling tire. This force is mainly caused by the
energy required for wheel and soil deformation [81, 84, 219]; soil deformation is
negligible for typical on-road applications [220]. Rolling dissipation has been
attributed to large-scale tire deformations, related to the structure and tread pattern
of the tire, as well as to the small-scale deformation that is generated by the local
tread deformations caused by the roughness of the road [221]. The rolling resistant
coefficient (Cy) is defined as the force due to rolling (Fir) divided by the weight
acting on the tire (m-g):

Cor = —

s Eq. 2.1
Tire inflation pressure affects tire deformation to a great extent and, as a
consequence, rolling resistance: the lower the tire stiffness, the higher its
deformation and absorbed energy [84]. LaClair [81] described the phenomenon in
terms of the percentage variation of the rolling resistance coefficient C.; (at the
reference speed of 80 km/h) with inflation pressure (pinf). LaClair’s graphical
relation for passenger vehicle tires is fitted well by the following power equation

reported in Fig. 2.1:
Crr[%] = 1.3447 - pyys 3% Eq. 2.2

A similar graphical relation was also available for pressure ranges that are
typical of truck applications [83]. These relations were then normalized in order to
obtain the same relation as a function of the percentage variation of tire pressure
(cf. Fig. 2.1b) and were found to be equivalent over the range of interest. Therefore,
the same curve was also adopted for vans and light-duty commercial vehicles.

Similar results have been obtained, regardless of the tire and application [219,
220, 222]. Loading conditions have a significant effect on the slope of the curve,
with a greater influence of inflation pressure on rolling resistance for higher loads
[219]. However, appreciable differences are only evident for very large load
variations, which are generally not experienced by light duty vehicles. The
influence of tire pressure on fuel economy depends on the above relation, but is also
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Figure 2.1: (a) Percentage rolling resistance variation as a function of tire pressure for a
passenger tire according to LaClair [81]. The reference pressure for the cold tire is 2.1 bar
according to ISO 18164:2005 [227]. (b) Percentage rolling resistance variation with tire
pressure variation: comparison of LaClaire’s relation provided for passenger cars and
heavy trucks.

affected to a great extent by the engine efficiency map, vehicle type, loading
conditions, road-tire grip and driving conditions [83]. Different studies [83, 223,
224] have reported that a 10% variation in rolling resistance increases fuel
consumption by about 1% for urban driving and almost 2% for highway driving.

The analysis of different vehicle models and driving cycles shows that rolling
resistance has a larger relative effect in light vehicles [ 78]. Rolling resistance makes
an even greater relative contribution to hybrid or electric vehicles, due to the higher
efficiency of the propulsion system compared to ICE-based ones [221].

2.2 Generalities about CTIS

The importance of keeping tires inflated at the correct pressure level in order
to reduce both the rolling resistance and the risk of damaging the rubber-made air
chamber has been known almost since the pneumatic tire was invented by Robert
William Thomson in the first half of the nineteenth century [225]. Furthermore,
great importance has been given to the elastic properties of the air chamber under
different inflation pressures. Many efforts were made in the late nineteenth century
and at the beginning of the twentieth century — when the spread of motor vehicles
and the general improvement of road transport conditions gave rise to an increase
in the usage of pneumatic tires — to improve tires safety and performance. Some
early precursors of modern TPMSs, such as on-rim graduated (proportional)
pressure indicators [226] and pressure switches able to provide an electric signal to
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the driver dashboard [228, 229], were already proposed in the first two decades of
the twentieth century in order to warn the drivers when the tire pressure was lower
than a desired threshold.

The advantages related to the chance of automatically varying the inflation
pressure of a tire soon became known in the timeline of the pneumatic tire history:
in the late 1940s, this kind of system was presented as a relevant innovation for
military motor vehicles [203].

Several schematics have been proposed over the years for CTIS applications,
and the general schematic, initially presented by Turek [191], has substantially been
confirmed and improved with the introduction of electronic control devices and
electro-valves [194-196]. Moreover, special designs have been introduced to solve
some of the characteristic problems:

e isolation of the tire volume from the central part of the system when actuations
are not ongoing, both to reduce the consequences of the possible failure of
ducts, pipes, fittings, etc., and to reduce the frictions and the wearing of the
pneumatic rotating joint [192-195]. This is attained by means of wheel valves
that are opened for inflation and deflation: in the case of inflation actuations,
the valves are always opened by generating a sufficient overpressure upstream
of the tire, while they may be opened for deflating operations by generating a
positive [ 194, 198] or negative [195] pressure upstream of the tire. In the latter
case, a vacuum generator, which can be obtained through an ejector fed by the
positive pressure source, as seen in [195], is needed;

e the type and placement of the components which allow the on-wheel rotating
parts to be fluidly connected to the stationary part of the circuit [192, 195-201,
2307;

e integration within the wheel-end components of the ducts that connect the
pneumatic rotating junction to the wheel valve or valves [200, 202, 230-232];

e identification of measurement, control and actuation strategies that allow a
good performance, robustness, reliability and flexibility to be obtained [196-
199].

Modern CTIS controls may be of the “semi-automatic” type, where the target
pressure is selected by the driver [195, 196] or may evaluate the target pressure
autonomously, i.e. as a function of the slip rate and of the vehicle speed [197] or of
such parameters as ambient conditions, vehicle speed, GPS-derived information,
vehicle loading condition and data from other sub-systems such as dynamic
controls, ABS, brake pedal and steering wheel inputs [216].
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Many solutions have specifically been designed for, although not limited to,
vehicles with pneumatic brake systems [193, 195], where a pressure source and an
air circuit are already present on board. When they are not present, a dedicated
pressure source is needed: some patents specify that this can be an electrically-
driven [201] or an engine-driven compressor. In the latter case, it could be actuated
by the engine crankshaft through a pulley-belt mechanism [195, 201], or by means
of a turbocharger [193, 233].

Tire pressure can be measured in CTISs without the need to have sensors on
the wheel. Owing to the presence of the wheel valves, measurement operations
require on-purpose actuations to connect the tire to the central part of the system
where the wired pressure sensor is placed. The in-wheel valve is opened to
pressurize the central part of the circuit, and the measurement occurs in steady zero-
flow conditions [199], or at the end of a pressure transient [198].

2.3 Potential effect of tire pressure management on fuel
economy of passenger cars: simulations

In order to check the influence of tire pressure on fuel consumption, some
computer simulations have been performed. Features of the vehicle and of the tire
used for the simulations are reported in Table 2.1. The total driving resistance force
and rolling resistance coefficient are described as a function of the vehicle speed
[234]:

Fres = Faer + Mg Crr + Fayiprk = Fo + Fiv + FZV2 Eq. 2.3
Crr = BO + Blv + B2V2 Eq. 2.4

where F,., is the aerodynamic resistance, mg C,, the rolling resistant force and
Favi+brk the term that takes into account power dissipations due to frictional losses
in the driveline downstream of the gearbox (including also the differential), and any
possible remaining torque between the pads and the disks in the braking system.
Typical values for passenger cars range from 70 to 380 N for the coast-down
coefficient Fy, and from 0.017 to 0.09 N/(km/h)? for F, [235], while F, is often
neglected in practical applications. The rolling resistant coefficient C,. for
passenger car tires ranges from values lower than 6.5 kg/ton (class A label
according to EU tire labeling system) to 12.1 kg/ton (class G) [89]. The dependence
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of the rolling resistance on vehicle speed is negligible for vehicle speed below 100
km/h and often neglected in practical applications.

Simulations have been performed using the proprietary software PerFECTS,
developed and validated by Fiat Chrysler Automobiles (FCA) for fuel consumption
calculations [236-238]. Providing the speed profile of the desired cycle, as well as
the main vehicle and tire-related parameters, the software outputs results on the fuel
and energy consumption, an estimation of the engine-out pollutant emissions and
various parameters related to different vehicle sub-systems (e.g., the air
conditioning system). The approach is similar to that presented in [78]. Given a
mission profile in terms of vehicle speed and gear in time, the engine power and
torque are calculated considering the resistant forces that oppose to vehicle motion

and the power required to accelerate the vehicle:

dv

NgbxPe = FresV = Meq -V Eq. 2.5

being P, the brake engine power, ngpy the gearbox efficiency and mg, the
equivalent (apparent) mass, given by the current vehicle mass m increased by a

Reference Vehicle Data

Vehicle segment
Version (engine)

Transmission

Curb weight

Max load

Full-load weight
Type-approval (NEDC) fuel
consumption

B — light passenger car

diesel common-rail, 1.3 1

75 metric HP @ 4000rpm

FWD, synchronized MT 5 gears +
reverse

1185 kg

500 kg

1685 kg

Urban: 6.5 1/100km
Extra-urban: 4.4 1/100km
Combined: 5.2 1/100km
Combined - CO; emissions: 138
gCOy/km

Reference Tire Data

Tire

Manufacturer/Brand

Max load capacity

Max permitted inflation pressure
Rim

185/65 R15 88T (tubeless radial)
Michelin / Energy Saver +

560 kg @ 2.5 bar

3.2 bar

6.0J15

Table 2.1: Characteristics of the reference passenger car and of the related tire.
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term due to the inertia (J;w?) of each i-th rotating part, including the engine, the
primary and secondary shaft of the gearbox, the differential, the axles and the
wheels:

1 1 1
Emequ = ;mv2 +2%i Jiw? Eq. 2.6

Resistance forces are obtained through the coast-down coefficients, according to
Eq. 2.3. Engine speed w, is calculated starting from the vehicle speed and gear ratio
Tgear iIMposed by the cycle:

We = V Tfinal Tgear Eq 27
Rw

where Tgina 1S the final drive ratio and Ry, is the wheel loaded radius. The fuel
consumption is then estimated by interpolating in a fuel consumption map, obtained
through engine test-bed steady state tests and expressed as fuel consumption fc (g/h)
as a function of engine speed and brake engine torque, evaluated as:

T. = P./w, Eq. 2.8

or brake mean effective pressure, evaluated as:

21 Te
Ve

bmep = L Eq. 2.9

being V, the total engine displacement and ( the number of crankshaft rotations per
engine cycle (1 =2 for four-stroke engines). The instantaneous fuel consumption is
then integrated over the mission to obtain the cumulated fuel consumption. The
approach presented here above, in its simplest application, considers the
instantaneous vehicle speed equal to the reference imposed speed profile, and the
vehicle acceleration is derived from the theoretical speed profile. The engine speed
and load are calculated as a consequence considering the kinematics of the
transmission. This approach is therefore known as “kinematic approach” for fuel
consumption estimations.

The software used for the simulations presented in this Section is the state-of-
the-art software used in Iveco and FCA for fuel economy estimations, PerFECTS
(Performance and Fuel Economy for Cars and Trucks Simulation) [236, 237]. It is
based on the abovementioned procedure but it also includes a sophisticated closed-
loop driver model, which operates on the pedals in such a way to minimize the
difference between the actual speed and the imposed mission profile [237]. The
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accelerator position is used as input for a refined engine ECU model, which
determines an injected fuel quantity and a consequent torque. Dedicated models for
the clutch and gearbox transfer the torque to the wheels, which determines the actual
vehicle speed. The driver model, then, uses this information to act on the pedals in
order to reproduce the mission profile. This software provides several features that
can be used to test various vehicle configurations, including different gearboxes and
powertrains, and various electric loads, as well as different driving conditions, from
type-approval procedures to on-road acquisition profiles, including engine hot-start
and cold-start conditions. Nevertheless, it does not directly take into account the
tire inflation pressure, as vehicle tests, especially for homologation purposes,
consider the reference tire pressure only [227]. The software allows a vehicle
configuration to be set that considers a fixed set of coast-down parameters, which
is only valid for a certain set of tires inflated at a reference pressure. Additionally,
this tool allows a simulated coast-down curve to be calculated if a suitable set of
data is provided in terms of aerodynamic coefficient CxA and rolling resistance,
whenever the rolling resistance is evaluated at a rated vertical load and tire pressure
[227]. Therefore, the software users cannot evaluate the fuel economy for different
tire pressures from the reference ones, nor can they analyze the effect of a variation
in the rolling resistance over time during the execution of the test cycle.

All the vehicle specifications of the simulated car model, including detailed
engine fuel consumption maps and full-load curve, coast-down coefficients,
transmission ratios, efficiency maps and gearshift profiles, were provided by FCA.
The tire specifications of the tested tire were provided by Michelin. The F, F;, F,,
By, B, and B, coefficients were evaluated experimentally at the reference inflation
pressure equal to 2.1 bar gauge for a cold tire, according to ISO 18164:2005 [227].
Coast-down coefficients F, F; and F, can be set as input by the user of the software
when configuring the dataset for the simulation model. On the other hand, the
software does not allow to configure the tire coefficients By, B; and B,, as they are
already included in the coast-down coefficients. Indeed, the experimental coast-
down coefficients F, F; and F, are obtained with a specific tire inflated at a certain
pressure. Therefore, the contribution of the rolling resistance of such a tire, which
could be described through the coefficients By, B; and B, in Eq. 2.4, is naturally
included in the experimental coast-down coefficients Fy, F; and F, (cf. Eq. 2.3 and
Eq. 2.4).

All the tires were considered to be inflated at the same pressure. All the tests
were performed with no road grade, according to standard specifications.
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If the aerodynamic drag and the residual resistant force in the brakes are made
explicit, Equation 2.3 can be rewritten as:

Tbrk,i

=F F F,v?
R 0+ 1V+ 2V

N

1
Fres = E prAV2 + mgC,, + Fgy + Z
i=1

Eq. 2.10

where p is the air density, Cx the longitudinal drag coefficient, A the frontal area of
the vehicle, Fqyi the resistance in the driveline downstream of the gearbox (usually
described, with a semi-empirical relationship, as linearly dependent on the vehicle
speed), Tk the possible residual torque in the brakes of each wheel, N the number
of wheels, v the vehicle speed, m its mass and R the loaded tire rolling radius.
Considering also the dependence of C;: on the vehicle velocity (Eq. 2.4), the coast-
down coefficients Fo, F1 and F» can be defined as:

Fo = mgBy + Fay + XL, ~2X Eq.2.11
F; = mgB, Eq. 2.12
F, = ~pCiA + mgB, Eq. 2.13

As a standard, the coast-down coefficients and rolling resistance coefficients in Egs.
2.10-2.13 are provided at the reference pressure [227]. If the coefficients Bo, B1 and
B> are known as a function of pressure, neglecting other effects induced by tire
pressure variation (e.g., changes in aecrodynamic drag), the coast-down coefficients
can be computed for different inflation pressures by replacing the values of Bo, Bi
and B: at the reference pressure with the values known for any inflation pressure.
As in the previous equations not all the terms were explicitly known, the new coast-
down parameters as a function of pressure were computed by subtracting the rolling
resistant terms at the standard pressure and adding the rolling resistant term
recalculated for the current pressure. In formula:

Fo12 (Pinf) = (FO,l,Z,Std - mgBO,l,Z,std) + mgBg 12 (Ping) Eq. 2.14

The subscript “std” stands for standard and is related to the known data at the
reference pressure.

Assuming that C..(pinr)[%] is independent of the vehicle speed, the C..(v)
curves for different inflation pressures were obtained by vertically shifting the
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reference curve on the C,.. — v diagram according to Eq. 2.2. As an example, Figure
2.2 shows an experimentally-derived baseline C,.(v) curve at the standard inflation
pressure of 2.1 bar, and the C..(v) curves recalculated for different inflation
pressure values by applying to the baseline curve the percentage variations
calculated from Eq. 2.2. In Fig. 2.2 all the values have been normalized according
to the reference value of C, at 2.1 bar and 80 km/h. The coefficients
Bo(Ping), B1(ping) and B,(pj,s) were then computed by means of second-order
regressions as a function of the vehicle velocity of the C..(v, pjyr ) curves.

2.3.1 Experimental coast-down tests at various tire pressure
levels

In order to validate the proposed approach, some coast-down tests have been
performed on track thanks to the collaboration of the Vehicle Dynamics testing
division of FCA. The tests have been performed at the Balocco Proving Ground
(FCA track, cf. Fig. 2.3). The vehicle and tires used for the tests are the same used
for the simulations and described in Table 2.1. Pressure and temperature during the
tests were measured inside the tires through a Stack batteryless TPMS Lite: the
sensors installed inside the tires communicate to the central module via dual-band
antennas, and the acquired signals are then transmitted via CAN and acquired
through a Dewesoft on-board acquisition system provided by FCA for these tests.

The coast-down test has been performed at 2 different test masses, nominally
a “standard B” case, i.e. vehicle in standard running conditions including the driver,
and a full-load case, where the vehicle has been loaded with mannequins on the rear
seats and with ballast in the trunk up to reach its maximum payload. For each of the
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Figure 2.2: Normalized rolling resistance coefficient of the reference passenger tire as a function
of speed for different tire inflation pressure values.
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test masses, 3 levels of tire pressures were tested: a reference tire pressure value of
2.4 bar, and a case of overinflation as well as a case of underinflation with respect
to the reference tire pressure. In order to reduce the statistical dispersion of the
result, each test case has been repeated 10 times. Table 2.2 reports the list of the
tested cases, including the mass distribution among the wheels, as the loaded
vehicle was weighted on a balance before testing. It is worth highlighting that the
tire pressure values reported in the table are obtained by averaging the pressure
measured in the 4 tires along the 10 coast-down maneuvers, after normalizing
instant-by-instant the measured pressure to a reference temperature of 25°C.

Tire inflation

pressure levels [bar]
Test set 1 — standard B weight 2.2
FL31.9% - FR31.2% 2.4
RL188% - RRI18.1% 2.8
Test set 2 — Full-load weight 2.0
FL 24.6% - FR23.9% 2.4
RL259% - RR25.6% 2.7

Table 2.2: Test cases for the coast-down tests performed on track on a passenger vehicle.

The tests were performed by a professional test driver and following the
internal FCA procedures for this kind of tests, in compliance to SAE J2263
regulation [234] and to the internal best common practices. The testing procedure
includes: setting the tires at the desired pressure in cold conditions, then warming
up the tires by high-speed driving on the track, and then performing 10 test
repetitions. Each test consists in accelerating the vehicle up to about 140 km/h and
then letting it decelerate to 35 km/h, without acting on the brakes, on a planar and
straight road, with the clutch engaged and with neutral gear. Figure 2.3 shows the
test track: the two straight sectors where the coast-down tests were performed are
highlighted in blue and in red. The track is driven in the anti-clockwise direction,
and — as the two straight sectors are almost parallel, the effect of the wind is
averaged by performing half of the tests on one sector and half of the tests on the
other sector. As one of the two straight sectors was shorter than the other, in some
cases the vehicle could not reach the target final speed to complete the test in a
single run: in these cases the test was split in two runs, i.e. a first acquisition
included the vehicle starting at 140 km/h down to a final speed (e.g., 60 km/h), and
the following acquisition was starting at a speed lower than 140 km/h (e.g., 70
km/h) down to the final speed of 35 km/h. In these cases, the tests have been then
unified in post-processing.

Accurate vehicle speed measurement is obtained through a Corrsys-Datron
Correvit S-350 2-axis optical sensor at 500 Hz. The longitudinal speed signal is
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Figure 2.3: Test track (FCA Balocco Proving Ground), with highlighted the two straight sectors
where the coast-down tests have been performed.

then re-sampled at 25 Hz and filtered through a moving average on a 50-sample
window width (2 seconds) in post processing. Data analysis is performed according
to the procedure described by SAE J2263 [234]. The vehicle resistant force is
calculated in the interval between 120 km/h and 40 km/h. This speed interval is
discretized into sub-intervals of width 2x and centered on the values v. For each
speed value v, the resistant force is obtained as:
Av v+x)—(V—x 2x
Fres(V) = men 30 = Mo ity = 103 M oy

Eq. 2.15

being mg, the equivalent (apparent) translating mass of the vehicle, assumed equal
to the vehicle test mass increased by 3%, and being the width interval 2x chosen
equal to 2 km/h. This equation is applied to each single coast-down maneuver. The
European Directive 70/220/EEC [13] defines the following parameter in order to
evaluate the dispersion of the results of coast-down tests:

p= Kn'std(FRr100):100 Eq. 2.16

mean(Frigo)

where
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- Ky is a parameter dependent on the number of repetitions of each test (Kn
= (.73 for 10 repetitions)

- Frioo is the resistant force at 100 km/h and converted in kg/ton according to
the equation:

Fres(v=1005)[N]

FR100 - Eq. 2.17

9.81 [smz]-meq[ton]

- “std” and “mean” indicate the standard deviation and the mean value of
Frioo.

The European regulation defines as acceptable the coast-down tests where the
statistical accuracy p calculated through Eq. 2.16 is lower than 3. Table 2.3 reports
the results of the calculation of the statistical accuracy parameter, which resulted in
any case lower than 3. Therefore, all the tests can be considered acceptable.

The coast-down parameters Fo, and F> can be obtained for each repetition of
each test case by means of a second-order interpolation of the resistant force as a
function of speed, calculated according to Eq. 2.15. Table 2.3 reports for each test
case the average coast-down parameters for the tests performed on each straight
road sector of the track, and finally the overall average for each test case. It is
possible to notice that the values Fo are always higher on the road sector 2 with
respect to the road sector 1, which may be due to the non-null road grade and/or
due to the presence of wind during the test. For this purpose the SAE regulation
prescribes to run the tests in both the travelling directions, in order to compensate
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Figure 2.4: Average coast-down characteristics of the tested passenger car for each test case.
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Tire inflation Statistical Road sector 1 | Road sector 2 Overall
pressure levels
[bar] accuracy p Fo F2 Fo F2 Fo F2
Test set 1 2.2 2.37 140.9 | 0.041 | 150.7 | 0.043 | 145.8 | 0.042
Standard B weight
24 0.58 132.2 | 0.042 | 1482 | 0.042 | 140.2 | 0.042
FL31.9% - FR31.2%
RL188% - RR18.1% 2.8 0.65 124.8 | 0.042 | 1303 | 0.042 | 127.5 | 0.042
Test set 2 2.0 0.52 1142 | 0.032 | 156.5 | 0.033 | 135.3 | 0.032
Full-load weight
24 0.59 117.0 | 0.029 | 1499 | 0.033 | 133.4 | 0.031
FL 24.6% - FR23.9%
RL259% - RR25.6% 2.7 1.67 1214 | 0.031 | 133.2 | 0.030 | 127.3 | 0.031

Table 2.3: Statistical accuracy and coast-down parameters of the tested passenger car for
each test case.

for possible effects related to wind and road grade by averaging tests performed in
two opposite travelling directions.

Figure 2.4 shows the coast-down characteristics deriving from the overall
average coast-down parameters calculated for each test case and shown in the last
columns of Table 2.3. The result shows an unexpected behavior, which can be
further highlighted by looking at the numerical values in Figure 2.4: the full-load
case shows lower resistant force than the standard B case, with both lower Fo and
F> parameters, while it would be reasonable to expect a higher resistance with an
higher test mass. As the statistical accuracy of the test is good, and also the same
result has been obtained for all the test cases with the higher test mass, this result
cannot be considered as erroneous of affected by measurement issues nor by issues
related to the repeatability of the maneuver. Therefore, the hypothesis that was
formulated to justify this result is that loading the vehicle mainly on the rear with
ballast has produced a higher pitch towards the rear axle, with a positive lift effect
on the front that resulted in a reduction in Fo, and in an unpredicted substantial
change on the vehicle aerodynamics. Anyway, not enough data were available to
perform a more detailed analysis on this topic.

Moreover, Figure 2.4 shows the effect of tire pressure on the vehicle coast-
down characteristic. For both the test masses, the effect of changing tire pressure is
evident, and results in a shift of the coast-down curve towards higher values of
resistance when tire pressure is decreased, as expected. The effect on the
aerodynamic coefficient F» is negligible. The percentage variation of the Fo
coefficient with tire pressure is plotted in Figure 2.5, where the results of the
experimental tests are compared to the calculation performed according to Eq. 2.2
and Eq. 2.14. It can be noted that in all the cases the experimental result shows the
expected trend, and in most of the case the calculation well fits the experimental
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Figure 2.5: Variation of the Fy coast-down parameter with tire inflation pressure for the tested
passenger car: comparison of the test results with the calculated values.

results. Generally the experimental result show a slightly higher variability with tire
pressure. Apart from the case at 2 bar and full-load weight, where the experimental
result shows an increase by 1% on Fo, while the calculation estimates an increase
by 6%. Moreover, it can be noted that the trend in experimental data looks affected
by the loading condition of the vehicle: the standard B case shows a steeper
characteristic than the calculation, i.e. Fo is more sensitive than predicted to a
change in tire pressure, while the characteristic at full load looks less sensitive to
tire pressure variations. Anyway, it is worth to underline that the calculated curve
is based on Eq. 2.2, which is derived as a general rule valid for a wide population
of vehicles and tires, while the experimental results here shown only refer to a single
tire tested on a single vehicle.

2.3.2 Effects of tire pressure on fuel consumption

Simulations were performed on the different homologation driving cycles
reported in Fig. 2.6, and a summary of their characteristics is reported in Table 2.4:
the NEDC (New European Driving Cycle) has been the reference type-approval
cycle in Europe until September 2017, and accounts for urban and extra-urban
driving; the Federal Test Procedure (FTP75) is a US cycle representative of urban
driving; the supplemental test procedure US06 was introduced in 2008 to integrate
FTP75 with a more aggressive driving cycle; the Highway Fuel Economy Test
cycle (HWFET) simulates highway driving and is used by US EPA, together with
FTP75, to evaluate fuel economy of light-duty vehicles.
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Fig. 2.7a shows the fuel consumption values as a function of the tire inflation
pressure, normalized to the cumulated fuel consumption on the NEDC at the
reference pressure (2.1 bar gauge): NEDC and FTP75 are quite similar, US06 has
a similar trend to NEDC and FTP75 but the values are higher, and the difference
between 1.1 and 2.1 bar is slightly higher with respect to NEDC. The HWFET trend
is similar to the other cycles, but it has a much lower consumption. Fig. 2.7b reports
a similar graph to Fig. 2.7a, but the fuel consumption of each curve refers to the
value evaluated at the reference pressure (2.1 bar gauge) on the same cycle. Note
that the tire pressure is always expressed as a gauge pressure, measured when the
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Figure 2.6: Vehicle velocity profiles of the driving cycles used as references for the study-case on
passenger car.

Test cycle Aver?ge speed - Averz.ige speed -  Idle duration l?riving . Driving
incl. idle [km/h] excl. idle [km/h] [%] time [s]  distance [km]
NEDC 334 43.1 22.6 1180 10.9
FTP75 34.1 39.5 45.8 1877 17.8
US06 77.9 78.6 0.96 596 12.8
HWFET 77.7 77.7 0 765 16.5

Table 2.4: Summary of the characteristics of the reference cycles for the study-case on passenger
car.
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tire is cold. The values here obtained are coherent with those found in [223]:
considering a decrease in the tire inflation pressure to 1.6 bar, which corresponds
roughly to a 10% increase in rolling resistance, with respect to the reference
pressure of 2.1 bar, fuel consumption increases by 1-2%, depending on the driving
conditions, which corresponds to an increase in CO> emissions of 1.25-1.45
gCO2/km. The differences among the cycles are negligible, apart from the HWFET.
In fact, comparing various cycles for a given rolling resistance variation, the fuel
consumption change rate generally increases with the mission average speed [78].

However, when two high-speed cycles are compared, the higher change rate
on fuel consumption is not always obtained on the mission with higher average
speed, which leads to the conclusion that accelerations also have an impact on
rolling resistance [78]. Comparing US06 and HWFET, it can be noted that even
though the average speed is almost identical (cf. Table 2.4), US06 presents a much
higher top speed and a significant presence of heavy transients in the first and in the
last parts of the cycle (cf. Fig 2.6). In order to provide an explanation of the obtained
difference in fuel consumption between US06 and HWFET that can be observed in
Fig. 2.7b, the energy demand for the two cycles was split in Fig. 2.8 into different
contributions: rolling resistance (evaluated both at pinr= 1.1 bar and pinr= 2.1 bar),
accelerations, and other resistances (aerodynamics, braking, driveline). As
abovementioned, the variation in inflation pressure practically only affects the term
related to rolling resistance. Moreover, according to the performed calculations, the
percentage variation in energy demand due to rolling resistance between pinr= 1.1
bar and pinr = 2.1 bar is practically the same for the two cycles (cf. the difference
between the black bar and red bar on US06 and HWFET of Fig. 2.9). However, the
contribution of accelerations to the energy demand is much higher for US06 (Fig.
2.8a) with respect to HWFET (Fig. 2.8b). Therefore, the similar contribution of
rolling resistance due to tire pressure variation (Fig. 2.9) provides a higher
percentage contribution on HWFET (Fig. 2.8), because the total energy demand is
lower. However, it is worth pointing out that Fig. 2.7b refers to fuel consumption,
whereas Figs. 2.8 and 2.9 refer to energy demand, and that the two quantities are
not simply correlated, since the same requested traction power can be provided at
different engine working points, which correspond to different fuel consumptions.

According to [239], an increase in tire pressure could produce an increase in
the power lost due to longitudinal slip, so that the slide loss contribution should be
evaluated together with the rolling resistance in order to provide a complete analysis
over the effects on fuel consumption. Furthermore, increasing the road load (i.e.,
grade) at a given pressure leads to an increase in the effect of pressure variations on
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sliding losses. Although these losses have not been accounted for in the present
study, it should be pointed out that the sliding power losses are much lower than
the rolling resistance for a negative grade or for no grade. Finally, slide only occurs
on traction wheels, and the desired combined effect can therefore be obtained
through a selective adjustment of the rear and front wheels at different pressure
levels [239]. The effective contribution of this loss depends on the specific
characteristics of the tire.
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Figure 2.7: Percentage fuel consumption caused by variations in the inflation pressure of tires on
the reference passenger car for different driving cycles. (a) Results normalized to the total fuel
consumption on the NEDC cycle at the reference pressure of 2.1 bar. (b) Results of each cycle
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2.3.3 Pressure management strategies and the related benefits

In order to quantify the possible benefits that can be achieved by means of a
flexible pressure management through a CTIS, some strategies were chosen and the
corresponding simulations were performed to evaluate the fuel consumption in the
proposed cases. Three pressure management strategies were proposed and studied:

1 — inflation pressure adaptation to a vertical load;

2 — inflation pressure variation during tire warm-up;

3 —inflation pressure adjustment according to the average speed (urban/highway
driving).

In order to obtain a result that does not depend on the specific design of the
system, and can be therefore generalized, in the first two cases, the fuel economy
advantages were evaluated neglecting the negative contributions on fuel
consumption due to the vehicle curb mass increment. Anyway, for the considered
system the mass increment is lower than 0.4% of the reference vehicle mass:
therefore, the influence in terms of fuel consumption is minor (about 0.10% of the
fuel consumption and about 0.18% of the energy available at the traction wheels
along a NEDC under the reference inflation pressure of 2.1 bar). Additionally, the
system is actuated as an electric load, which affects the total energetic balance, but
the corresponding fuel consumption is not straightforward. Therefore, since the
analysis of the first two cases is discussed with reference to fuel consumption, the
negative contribution due to the activation of the system is not included. The
evaluation concerned a comparison of the reference standard case, in which the
standard tire pressure was set, and a case in which the proposed strategy was used.
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ATPC system characteristics
Weight of the system 4.4kg
Nominal compressor/vacuum pump flow rate 35.4 1/min (in open air)

Maximum compressor flow rate .
14.51 =2. 1
in operating conditions (c.f. Fig 2.48) 5 Vmin (p=2.8bar @ compressor outlet)

I\/.[aximum' vaeuum generator ﬂ.ow rate 5 Vmin (@ 67% vacuum level)
in operating conditions (c.f. Fig 2.49)
Minimum geometric flow section (diameter) 1.5 mm
(M3 pipe fitting on the outlet port of the
toroidal pneumatic rotating joint)

Reference actuation for each tire inflation, from 2.2 bar to 2.3 bar
Duration 10 s (ca.)
energy absorption 0.61 Wh

Table 2.5: Characteristics of the ATPC system.

The third analysis concerned the global energy balance and it also took into
account the negative contributions due to the installation and energization of the
system, and involved the additional case of a vehicle with underinflated tires.

The simulations were performed over an NEDC and an HWFET cycle. In all the
tested conditions, the four tires were considered to be inflated at the same pressure.
The influence of the inflation pressure was evaluated in terms of the variations
produced on the rolling resistance coefficient (c.f. Eq. 2.2) and as a consequence on
the Fy, F;, F,, By, B;and B, coefficients (c.f. Eq. 2.14), according to the
methodology illustrated above.

The study was carried out taking the vehicle and the tire already illustrated in Table
2.1 as references as well as the CTIS developed at the Politecnico di Torino for
application on passenger cars, named Active Tire Pressure Control (ATPC), which
will be discussed in detail in Section 2.6, whose weight and performance are
reported in Table 2.5.

Inflation pressure adaptation to the vertical load

This control strategy concerns tire pressure adjustment with the vehicle loading
conditions. A number of solutions exist for estimating on-board the vehicle loading
conditions [240-245]. Some of these solutions require the installation of additional
hardware, such as accelerometers to be installed inside the tire [240], while other
solutions propose a software approach, as the estimation of the vehicle mass in the
current working conditions can be based on some variables already available in

131



modern vehicle ECUs, such as the speed of each wheel and, possibly, tire inflation
pressure [241-245]. One software solution for the estimation of the vehicle loading
conditions, i.e. total vehicle mass and its distribution among the tires, was also
proposed as a side project of the current stud