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Abstract

In a series of articles, Vertovec focused on the changes and contexts that have affected migratory

flows around the world. These demographic changes, which Vertovec defines Superdiversity, are

the result of the globalisation and they outline a change in the overall level of migration patterns.

Over time, the migration routes have increased both their diversity and complexity. The nature of

immigration has brought with it a transformative “diversification of diversity”. Strictly connected

with ethnicity and Superdiversity studies, the phenomenon of human migration has been a constant

during human history.

In the era of Big Data, every single user lives in a hyper-connected world. More than 75% of

the world’s population has a mobile phone, and over half of these are smartphones. The use of

social media grows together with the number of connected people. In these social Big data, User-

Generated Content incorporate a high number of discriminating information. Language, space and

time are three of the best features that can be employed to detect Superdiversity. The strongest

point of social Big Data is that they typically natively include various information about different

dimensions.

Starting from these observations, in this thesis, we define a measure of Superdiversity, a Super-

diversity Index, by adding the emotional dimension and placing it in the context of social Big Data.

Our measure is based on an epidemic spreading algorithm that is able to automatically extend the

dictionary used in lexicon-based sentiment analysis. It is easily applicable to various languages and

suitable for Big Data. Our Superdiversity Index allows for comparing diversity from the point of

view of the emotional content of language in different communities. An important characteristic of

our Superdiversity Index is the high correlation with immigration rates. For this reason, we believe

this can be used as an essential feature in a nowcasting model of migration stocks. Our framework

can be applied with higher time and space resolution compared to official statistics. Moreover, we

apply our method to a different context and data to measure the Superdiversity of the music world.
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Chapter 1

Introduction

In a series of articles, Vertovec focused on the changes and contexts that have affected migratory flows

around the world [232]. These demographic changes, which Vertovec defines as Superdiversity, are

the result of globalisation and they outline a change in the overall level of migration patterns. Over

time, the migration routes have increased their diversity and their complexity, more people are now

moving from more places, through more places, to more places [233]. The nature of immigration has

brought with it a transformative “diversification of diversity” [102, 142] not just in terms of bringing

more ethnicities and countries of origin, but also concerning multiplication of significant variables

that affect where, how and with whom people live [232].

The concept of Superdiversity aims to encompass the increasingly complex and less predictable

set of relationships between ethnicity, citizenship, residence, origin, and language. In terms of

identity, the multilingualism has reached the next level in the context of superdiversity. The term

“2.0” is often used to refer to this next linguistic level. The basis of this idea is that the Internet

has created a new democratic space of interchange and allowed the development of new identities.

There is no doubt that the meaning of “2.0” relates to Web 2.0, the second revolutionary phase

in the development of the World Wide Web. This phase is characterised by greater interactivity

compared to the previous stages of the Internet, in which even the “not-specialists” are involved and

participate actively.

In the multilingual Europe 2.0, ethnicity is no longer determined only by biological descent.

Understanding ethnicity is tantamount to abandoning “the tendency to take discrete, sharply differ-

entiated, internally homogeneous and externally bounded groups as basic constituents of social life,

chief protagonists of social conflicts, and fundamental units of social analysis” [41]. Nowadays, the

demographic changes resulting in Superdiversity urge us to revisit, deconstruct and reinvent many of

our established assumptions about language, identity, ethnicity, space, culture, and communication

[30].

1



CHAPTER 1. INTRODUCTION 2

The Superdiversity concept is inherently strictly connected with the phenomenon of human

migration, which has always been a constant during human history. The study of migration involves

several research fields, including anthropology, sociology, and statistics. We are now at the moment

where other research fields, such as physics and computer science, are involved. At the same time,

the rapid growth in data availability and data characteristics have led researchers to focus on types of

data not typically used to study this phenomenon. Nowadays, both traditional and novel approaches

and data types are being exploited and combined for understanding different questions on migration.

Thanks to the availability of social Big Data it is becoming possible to study migrations in real time.

In particular, it should be possible to forecast migration stocks and flows by defining measures from

these novel and unconventional data sources. Moreover, Social Big Data offer new opportunities for

observing integration and perception of migration, building thus new integration indices.

Despite the data availability and their characteristics, Superdiversity has not yet been practi-

cally measured. As a consequence, even if in migration studies several indexes are used for several

purposes, a Superdiversity measure is still missing. Social Big Data, such as Online Social Net-

works (OSNs) and User-Generated Content (UGC), incorporate a high number of discriminating

information. Language, space and time are important features in the detection of Superdiversity. In

this sense, much of the data available on social platforms have these characteristics. For instance,

tweets on Twitter have a linguistic dimension, represented by the text and its peculiarities, such as

hashtags, and emoticons; a time dimension, in terms of date and time in which they were published;

and a geographic dimension, information about geo-location of the user - manual or automatic in

the account settings. In this thesis we aim to use these data to fill the gap in measuring Superdi-

versity, which should bring us closer to being able to really measure the diversity among different

communities, as well as between different groups of people, e.g., musicians playing different music

genres.

1.1 Research Outline

We believe that Big Data can allow us to answer several questions on human behaviour as well as

open questions on Superdiversity and migration studies. Our framework is located at the crossroads

of three major areas of research: a) Data Mining, b) Linguistic Analysis, and c) Sentiment Analysis.

It combines linguistic diversity, space - understood in terms of the geographical location of production

of contents -, time - the production time of the text, in a perspective of evolution and temporal

mutation of content -, and, emotional content.

We aimed to find a model that can be used to describe the concept of diversity - and Superdiver-

sity - both in geographically restricted contexts and in much broader geographical contexts. That

is the motivation that led us to move on to the complex multi-faceted system that the Internet is,

which allows us to investigate from small communities to entire nations and - potentially - to wander
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around the world.

Our motivations are based on the gap between Superdiversity theory and the existence of a real

measurement of Superdiversity, which we believe can be applied to different contexts. Thus, in

this thesis, we propose an approach to shift from theory to the real application of the concept of

Superdiversity, by adding the emotional dimension and placing it in the context of Big Data.

We start from the hypothesis that different communities associate different emotional valences

to words due to cultural differences, and we believe we could use this variability to measure cultural

diversity. Based on a similarity measure between “standard” and “community” use of a language,

we define the first Superdiversity Index (SI) as the distance between the sentiment valence of words

used by a community and the standard valences coming from a manually tagged dictionary. Thus,

our SI allows for comparing diversity from the point of view of the emotional content of language in

different communities.

Our SI is computed starting from a measure related to the use of the language, that we obtained

by designing an epidemic spreading algorithm. This spreading algorithm can extend an initial

dictionary used in lexicon-based sentiment analysis automatically but also helps to characterise the

group where the observed document came from. Our framework can be applied with higher time and

space resolution compared to official statistics published by government agencies and international

organisations.

We assessed the validity of our model in a multi-scale system: for example, for the study of

small groups of individuals in a confined geographical context, as well as to wider levels, both ge-

ographically – national and international contexts, and also in terms of community size. Overall,

our research highlights the potential of the data generated by users in the definition of open source

indicators for human diversity and behaviour. Our approach allows us to tackle many issues, includ-

ing the linguistic homogeneity, the geographic distribution of languages, the identification of specific

linguistic communities, and ethnic homogeneity.

An important characteristic of our SI is the high correlation with immigration rates. For this

reason, we believe that it could be used as an important feature in a future nowcasting model of

migration stocks. Moreover, we also apply our method to a context that has not been widely explored

previously, i.e., the music panorama, with particular attention to the Italian one. In this research

context there are still many open research questions, such as those linked to feelings and emotions.

To the best of our knowledge, until now no research analysed and compared the emotional content

of Italian music from a regional point of view. We believe that this context is suitable for applying

our method to investigate lexical and emotional differences in Italian music production. Moreover,

this analysis allows us to check the consistency of our index even in domains other than human

migration.

During the development of our framework, since we measure the Superdiversity in different

contexts, we noted the lack of a pipeline able to format, clean and geo-localise different types of
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data. This has lead to the development of an NLP pipeline able to automatically format, clean and

geo-localise different kinds of data coming from several resources.

1.1.1 Specific contributions

In the following, we summarise the contributions we propose in this thesis.

• A Superdiversity Index (SI) as a measure of Superdiversity extracted from language and sen-

timent. The SI measures the distance between the sentiment valence of words used by a

community and the standard valences from a manually tagged dictionary. The index can be

computed with various space and time resolutions.

• An analysis of Superdiversity on Twitter. We evaluate Superdiversity in various communities

in Italy and the UK and show that it correlates very well with immigration rates. Due to its

strong correlation with migration rates, we believe the Superdiversity Index can form a strong

basis for a nowcasting model of migration.

• Development of a sentiment analysis algorithm able to take into account lexical, emotional

and geographical dimensions. The algorithm can extend the initial dictionary starting from a

corpus of data. This dictionary also helps to characterise groups where the document came

from. It enables an increase in the number of messages that can be classified, maintaining a

good classification performance. The algorithm is also extensible to many languages.

• An NLP Pipeline for pre-processing tweets and music lyrics to format, clean and geolocalise

text. This allows to automatically process different kinds of data gathered from different

sources.

• Analysis of the global-wide music context that takes into account also the Tuscan emerging

youth bands, in which we found a fractal structure. The Italian music context was deeply

analised and Superdiversity was measured through the creation of lexical and melodic profiles.

• Creation and publication of the first Italian Music Dataset composed of both famous and

emerging Italian musicians. The dataset contains music-related information, such as tracks’

titles, as well as geographic information, such as the place where the artist came from.

1.2 Thesis Organisation

The thesis is organised in three main parts which are divided in turn in several sections.

Part I presents the related state-of-the-art in the research fields covered by this thesis. Thus,

Chapter 2 provides concepts, basic notions, and literature related to Sentiment Analysis. Chap-

ter 3 introduces the Human Migration research field through three different migratory phases and
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presenting both traditional and unconventional data sources and approaches. Finally, Chapter 4

provides a brief state-of-the-art of the research work connected with the music context.

After having introduced all primary concepts, in the second part, we describe the data and

resources we used and the preprocessing phase in Chapter 5. Then, in Chapter 6 we present our

lexicon-based epidemic model for Twitter Sentiment Analysis (TSA) and its evaluation. In Chapter 7

we define and describe our Superdiversity Index together with the evaluation of the Superdiversity

in communities in Italy and the UK.

The third part focuses on the music context. We present datasets, musical features and the

preprocessing phase in the first part of Chapter 8. In the second part of Chapter 8, from Section

8.2, we focus on the Italian music panorama with particular attention to the Tuscan emerging youth

bands. In Chapter 9 we analyse the worldwide music context, and we focus on the identification

of the music fractal structure. Chapter 10 focuses on the Italian music context and describes the

creation of lexical and musical profiles that can be used to measure the Italian Music Superdiversity.

Finally, Chapter 11 concludes this thesis by summarising the results we obtained and their

contribution to the research field, and discussing some possible future plans.

1.3 Publications

• Laura Pollacci, Riccardo Guidotti, and Giulio Rossetti. Are we playing like music-stars? placing

emerging artists on the italian music scene. In 9th international workshop on machine learning

and music, 2016

• Laura Pollacci, Alina Ŝırbu, Fosca Giannotti, Dino Pedreschi, Claudio Lucchese, and Cristina I.

Muntean. Sentiment spreading: an epidemic model for lexicon-based sentiment analysis on

twitter. In Conference of the Italian Association for Artificial Intelligence, pages 114–127.

Springer, 2017

• Laura Pollacci, Riccardo Guidotti, Giulio Rossetti, Fosca Giannotti, and Dino Pedreschi. The

fractal dimension of music: geography, popularity and sentiment analysis. In International

conference on smart objects and technologies for social good, pages 183–194. Springer, 2017

• Laura Pollacci, Riccardo Guidotti, Giulio Rossetti, Fosca Giannotti, and Dino Pedreschi. The

italian music superdiversity. Multimedia Tools and Applications, pages 1–23, 2018

Submitted

• Alina Ŝırbu, Gennady Andrienko, Natalia Andrienko, Chiara Boldrini, Marco Conti, Fosca

Giannotti, Riccardo Guidotti, Simone Bertoli, Jisu Kim, Cristina Ioana Muntean, Luca Pap-

palardo, Andrea Passarella, Dino Pedreschi, Laura Pollacci and Rajesh Sharma. Human migra-

tion: A Big Data perspective. Submitted to Springer Journal of Data Science and Analytics.
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In preparation

• Laura Pollacci, Alina Ŝırbu, Fosca Giannotti, Dino Pedreschi. Measuring the Salad Bowl : Su-

perdiversity on Twitter. To be submitted to Springer Data Mining and Knowledge Discovery.
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Chapter 2

Sentiment Analysis and Social

Media

Several studies have shown that an explicit call for a welfare assessment generates biased estimates of

the variable of interest. However, indicators of individual and social well-being are usually obtained

from surveys based on self-evaluation. On the contrary, social networks and web forums offer a large

and continuously updated source of spontaneous self-evaluations, needs, perceptions and expressions

of moods. Therefore a new stream of studies is trying to extract reliable information from these

sources. To perform this task, fields such as Computational Linguistics and Natural Language Pro-

cessing (NLP) have focused on textual analysis. In the last few years, the Sentiment Analysis field

has attracted much interest. This discipline addresses the automatic detection and classification of

feelings and emotions. Sentiment Analysis (SA) is a methodology that allows determining the inten-

sity - positive or negative - of the sentiment expressed in an item. To do this task, it exploits some

Computational Linguistics approaches, such as an NLP pipeline and textual analysis. Sentiment

Analysis is based on searching keywords to identify, for each polarised term, attributes - positive,

negative, neutral - “such that, once aggregated distributions of these terms, it becomes possible to

extract the opinion associated with each term key” [51]. Hence it is possible to determine and extract

quantitative information from texts on the subjective assessments of their content. To understand

human behaviour and aspects of communication and social interaction, feelings are crucial. This

research field is widely dedicated to the systematic extraction of Web users mood from the texts

they post on Internet platforms, such as blogs, forums, social networks, i.e., Twitter or Facebook

[51]. A standard task in Sentiment Analysis is classifying the polarity of a given text - document,

sentence, or feature/aspect level. The goal of these tasks is to understand the opinion expressed

inside the mood and its polarity. The literature shows a different grading scale. There are binary

scales - positive versus negative -, ternary scales - positive, neutral, and negative -, continuous scales

8
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that provide intermediate levels, i.e., High Positive, Positive, Neutral, Negative, High Negative. As

underlined in [81], within SA and OM, several sub-tasks can be identified. All tasks foresee the use

of a tagged text according to expressed opinion. Among them we can distinguish:

• determining SO-polarity, such as detect if a given text does not express an emotive opinion or

expresses an opinion. These tasks use a binary classification based on Subjective and Objective

classes [174, 255].

• determining PN-polarity, such as decide if a Subjective text expresses a Positive or a Negative

opinion [174, 226].

• determining the strength of text PN-polarity, such as identify whether the Positive opinion

expressed by a text is Weakly Positive, Mildly Positive, or Strongly Positive [175, 245].

Existing approaches can be grouped into two main categories: machine learning methods and

rule based or rather, lexical methods. Machine learning methods are data-driven approaches based

on the use of learning algorithms. They use labelled corpora to extract sentiment information. Such

techniques require creating a model by training the classifier with labelled examples. This means

that first we need to gather dataset with examples of the examined classes. Then features are

extracted from the examples and finally the algorithm can be trained based on the examples.

This approach courts machine learning techniques such as Latent Semantic Analysis (LSA), Sup-

port Vector Machines (SVM), the so-called “bag of words” approach (BOW) and Pointwise Mutual

Information (PMI). Lexical methods use rules of thumb or heuristics to determine sentiment polarity.

These techniques employ dictionaries of annotated words with their semantic polarity and sentiment

strength. These dictionaries are used to calculate the polarity score and the document sentiment.

Usually, these methods give high precision, but low recall and they are often “specialised” according

to text types. Besides the thematic just mentioned, in this Chapter, we provide a comprehensive

state-of-the-art of the Sentiment Analysis research field.

The rest of the Chapter is structured as follows. Section 2.1 provides the basic concepts relevant

to the field. After that, Chapter 2.2 describes a sub-field of Sentiment Analysis, thus the Twitter

Sentiment Analysis. Levels of sentiment classification and details of Sentiment classification are

discussed in Section 2.3 and in Section 2.4, respectively. Section 2.5 provides and overview of the

polarity lexicon induction, while Section 2.6 discusses available resources in Sentiment Analysis and

their characteristics. The Section 2.7 addresses and describes motivations and both research and

economical areas where prediction with social media may be made. Finally, Section 2.8 concludes

the Chapter by providing and discussing the major challenges in Sentiment Analysis.
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2.1 Sentiment Analysis: The Concept

The search field of Opinion Mining and Sentiment Analysis aims at the automatic detection and

classification of feelings and emotions. The Merriam-Webster dictionary1 defines the term sentiment

as “an attitude, thought, or judgment prompted by feeling”, as well as “a specific view or notion:

opinion” and “emotion”. Moreover, the concept of opinion is defined as “a view, judgment or ap-

praisal formed in mind about a particular matter”. Beyond formal definitions, “opinions are usually

subjective expressions that describe people’s sentiments, feelings toward entities, events and their

properties” [132].

Most of the early research on textual information processing has been focused on information

retrieval, text classification, text clustering and text mining [95]. The lack of Sentiment Analysis

studies in the past was due to the few amounts of opinioned text available before the advent of

the World Wide Web and the Web 2.0. As underlined by Liu et al. [132], before the rise of the

Internet, individuals usually asked their acquaintances for opinions for making a decision, as well

as companies conducted opinion polls and surveys to gather feedbacks by consumers about their

products and services. After the rise of the Internet and the advent of the so-called social era,

people are encouraged to express their opinions. This has lead to a proliferation of posts expressing

opinions. Despite their nature, social networks have radically changed how we communicate. We

search, share information, present our point of view, make judgements and impressions differently.

The impersonal nature of communication, ironically, increases the potential of the relations and

the ability of expression. Subjects, hidden behind the keyboard of a PC have no qualms about

expressing opinions that face to face could inhibit. We refer to the screen mediation phenomenon

[148], long debated in Psychology in recent years. For this reason, content from social networks has

provided an unrivalled boost in the study of human behaviour in terms of feelings. A huge amount

of social media including news, forums, product reviews and blogs contain various sentiment-based

sentences.

A sentiment can be defined as “a personal belief or judgement that is not founded on proof or

certainty2”. Sentiment expressions describe the mood or the opinion of the writer - i.e., happiness

or sadness - towards some specific entity. The importance of quantifying nature and intensity of

emotional states at the level of populations is evident [69]. We aim to know how, when, and why

individuals express feelings, in order to improve public policies, products, and services. The study of

users mood need to deeply understand the nature of social, economic phenomena and the patterns in

human behaviour so, there is a great area of interest in various fields of study. Information provided

by Internet users posting reviews online represents the major driver for the Sentiment Analysis

1The Merriam-Webster dictionary site: https://www.merriam-webster.com/
2WordNet 2.1 definition.
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research field. Pang and Lee [176] underline three additional factors leading to the huge burst of

research of Sentiment Analysis. These include:

a) the rise of machine learning methods in NLP and Information Retrieval (IR) fields.

b) the availability of datasets for training machine learning algorithms, due to the rise of review

aggregation websites.

c) the overcoming of the challenges and development of intelligence applications related to this

area.

2.1.1 Definitions

Let d be an opinionated document - i.e., a product review - composed of a list of sentences s1, ..., sn,

according with Liu et al. [134], the basic components of an opinion expressed in d are:

• Entity : can be an event, a product, a person, a topic or a service on which opinion is expressed -

the opinion target. Entities are composed of sub-components that may have a set of attributes.

For instance, a mobile phone includes a battery that can be characterised based its size and

weight. Commonly both components and their attributes are referred to as aspects.

• Opinion holder : the person or the company holding a certain opinion on a particular entity.

For instance, reviews’ opinion holders are usually the authors of the reviews, while news articles

opinion holders are explicitly indicated [24].

• Opinion: the attitude, a view or appraisal about an item made by an opinion holder. An

opinion has an orientation that can be positive, negative or neutral, where a neutral orientation

is interpreted as no opinion, as news. The orientation is usually named sentiment orientation,

semantic orientation [226], or polarity.

Given the components of the opinion, an opinion is defined as a quintuple (ei, aij , ooijkl, hk, tl)

[132], where ei is an entity, aij is an aspect of ei and ooijkl is the opinion orientation of aij expressed

by the holder hk during time period tl [38]. ooijkl can be represented in several ways, but generally

refers to positive, negative and neutral categories or to different strength or intensity scales. If the

opinion refers to wholes entities, aij is named general. On the contrary, an opinion can refer

only to a part of the entity. Indeed, several opposed opinions referring to the same entity could

be found in the same opinionated document. This scenario is dealt with by discovering all opinion

quintuples (ei, aij , ooijkl, hk, tl) from a collection D of opinionated documents through aspect-based

or feature-based opinion mining methods [134, 38].
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2.2 Twitter Sentiment Analysis

The Sentiment Analysis field is a growing area of Natural Language Processing in which research

ranges from the document-level classification [176] to the polarity-identification of words [81, 98].

Due to the character limitations of tweets, classifying the sentiment - or the polarity - of Twitter

messages is a task similar to sentence-level Sentiment Analysis [117, 255]. Social media platforms

typically show an informal and peculiar language. In addition to this, messages on Twitter include

various specific features making the Twitter Sentiment Analysis a very different task than generic SA

[121]. Thus, Twitter more than other microblogging platforms poses newer and different challenges

[1]. As is well-known, microblogging is a network service where users can share comments, images,

videos and links to external websites that are visible to users subscribed to the service. Moreover,

in contrast with traditional blogs, messages are short. For instance, from 2006 to 2017 Twitter

had imposed a maximum of 140 characters. The character limit has been doubled from 2017.

According to the last statistics, currently, Twitter has 330 million users who post more than 500

million messages per day3. The two major Sentiment Analysis tasks in Twitter Sentiment Analysis

are polarity classification and opinion identification. According to [38], due to the short nature of

Twitter posts, depending on the tasks, a sentence-level classification approach can be adopted by

assuming that tweets express opinions about one single entity. Twitter provides a particularly easy

process to access and download published posts, also by exploiting different search criteria. Due

to this, it is considered one of the largest datasets of user-generated contents [87]. Twitter has

developed a public API4, called Twitter API, through which is straightforward to retrieve a huge

amount of data by using easy queries. Twitter API rate limits are divided into 15-minute intervals

and there are two initial buckets available for GET requests: 15 calls every 15 minutes, and 180 calls

every 15 minutes5.

As mentioned before, messages on Twitter are characterised by some specific features. In the

following, we provide a detailed list of these Twitter-specific features.

• Tweet : In a simplified view, tweet is a message posted on Twitter. Tweets are the basic

unit of the Twitter-world. A tweet object has several “root-level” attributes, consisting in

the tweet’s metadata. These attributes concern different tweet-related aspects and include

attributes such as id, created at, and text. Tweet objects are a kind of “parent” object to

several “child” objects. Thus tweets’ metadata are organised following a hierarchical structure.

Tweet child objects include user, entities, and extended entities. Furthermore, in the

case of geolocalised tweets, these metadata also include the place child object. The basic

3Source JuliusDesign: https://urly.it/31f09, accessed January 2019.
4Twitter API. https://developer.twitter.com/en/docs/tweets/search/api-reference.html
5An exhaustive documentation of the API is provided in the Developer section of the platform at

https:developer.twitter.com.

https://juliusdesign.net/28700/lo-stato-degli-utenti-attivi-e-registrati-sui-social-media-in-italia-e-mondo-2015/
https://developer.twitter.com/en/docs/tweets/search/api-reference.html
https://developer.twitter.com/
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Figure 2.1: Anatomy of a tweet [212].

anatomy of a tweet is shown in Figure 2.1. The text of a tweet is composed by at most 280

characters, which besides text comprises both hashtags, usernames, and emoticons. Posts can

also include links to external websites, news, photos, and videos.

• Users & Usernames: A user is an end-user that has to be registered to the platform to post

tweets. During the registration phase, a user chooses his/her pseudonym as the username

which is displayed when he/she posts messages.

• Retweet : A retweet is a tweet that in turn is redistributed by a user different by the initial

writer. Retweet functionality is considered one of the most powerful tools for disseminating

information [87]. Typically, when a user finds an interesting tweet, he/she can re-post it,

eventually adding a personal contribution to the original one. Even without adjuncts, the post

is marked as a retweet. The marker is automatically placed at the beginning of the tweet.

It consists of the abbreviation RT followed by the mention of the original writer, i.e., RT

@username text.

• Reply : A reply is a post used to answer to another tweet. Replies are typically employed to

create conversations. Replies are marked by using the @ symbol followed by the username

they refer to. Then the reply is placed next to the username that creates the reply.

• Mention: A mention results in the inclusion into the tweet of a username of a Twitter-user

different from the writer. This reference can be placed everywhere in the body of the tweet.
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To make a mention, the writer of the post must type the special character @ followed by the

username they want to refer to - i.e., @username.

• Follower : A follower is a user who namely follows another users tweets and activity. The

process of following, similar to the friendship on Facebook, is how users stay connected among

themselves. The practice of following means that users receive updates from those they follow

and send updates to those who follow them.

• Hashtag : A hashtag is a sort of keyword indicating the topic - or topics - whom the tweet

refers to. Hashtags are composed by the special character # followed by the topic name, i.e.,

#topic. Tags can be freely created by users and can be used as query keywords to get all

the tweets with the same hashtag, and thus referred to the same topic. As stated by Twitter

developers, a hashtag cannot include punctuation marks as well as spaces. This means that

hashtags may consist of one or more words not separated by spaces, i.e., #savetheworld. All

the other characters are allowed, as numbers, i.e., #schoolstrike4climate. To make it easier

to understand hashtags composed by various words, typically users capitalise initial characters

of every single word, such as #WeLovePasta or #iHeartAwards2019. When a hashtag is

frequently used, it is considered as a trending topic. Hashtags represent one of the most

peculiar traits of tweets and are the most important lexical expression of users’ creativity.

2.2.1 Challenges in Twitter Sentiment Analysis

Besides challenges related to traditional Sentiment Analysis, detecting sentiments from Twitter

involves several specific issues. As a consequence, the TSA is a non-trivial task which considerably

differs from SA of more conventional texts as blogs [87]. Twitter-specific features bring to light

emerging lexical trends as well as important limitations. Moreover, it is important to note that

these characteristics have to be included in an informal, dynamic and evolving panorama. In the

following, we describe the most relevant challenges of the TSA research field.

• Text Length: One of the most well-known unique characteristics of tweets is their length,

which can be at most of 280 characters. As a consequence, this is the ground difference

between standard SA and TSA. The study proposed by Bermingham and Smeaton [22] focus

challenges involved by the short length of tweets and examine if this makes it more difficult

to accomplish SA tasks. To answer their questions, the authors compared Support Vector

Machine (SVM) and Multinomial Näıve Bayes (MNB) classifiers’ performance on both blogs

and Twitter data. Provided results show that SVM performs better than MNB on blogs. Vice

versa, MNB performs better than SVM on microblogs. More importantly, the authors stated

that classifying short texts, i.e., tweets, is a more easy task than classifying longer documents.

• Fancy Language: The Twitter-language is one of the most specific languages amongst all
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the microblogging platforms. Besides its informality and its length limitation, tweets’ lan-

guage shows several peculiarities which cannot be found in other text types, such as blogs

or news. Amongst the various textual peculiarities, the most common include abbreviations

and acronyms, emphatic lengthening and emphatic upper-casing, neologisms and widespread

use of slang and emoticons. Related to these textual characteristics, the work presented in

[39] focuses on frequency and impact in TSA of the emphatic lengthening phenomenon. Even

though the study is dated if considering the rapidly evolving of the Twitter language, the

authors already in 2011 affirmed that emphatic lengthening is very frequent on Twitter.

• Data Sparsity : As a consequence of non-standard and fanciful language, tweets contains much

noise as well as misspellings. To this are added typing errors, mistakes in hashtags creation,

local dialects variation, and so forth. The phenomenon is known as data sparsity and strongly

affects all lexical tasks, including SA-related tasks. According to [201] and [87], one of the

main reason of data sparsity on Twitter relates to the high percentage of tweets’ terms that

occur few than ten times in the entire corpus. The work presented by Saif et al. [201] focuses

on reducing data sparseness of tweets. The authors proposed two sets of features to alleviate

the data sparsity problem in Twitter sentiment classification, namely semantic features and

sentiment-topic features. Their results show both methods improve the baseline Näıve Bayes

model using unigrams only. Furthermore, by using sentiment-topic features, they obtain better

results than using semantic features with fewer features.

• Topic Relevance: is a less explored TSA task. Most of the works done on tweets aim to

polarity-classify them instead of considering the topical relevance. The research contributions

which explore this particular field typically inspect the presence - or absence - of given words

as indicators of the tweets relevance towards a specific topic. In other cases, hashtags have

been used as topic relevance indicators. In the SA context, the topical relevance seems to be

easier in short texts such as tweets. Proposed techniques seem partially right as in most of the

cases the sentiment will target a specific topic [87].

• Multilingual Content : Tweets are written in several languages, also mixed in the same post.

In these cases, language detection becomes difficult. The scenario seems is more critical as a

result of the tweets’ short length. To manage issues related to multilingual corpora, several

works have been developed. For instance, [166] developed a language-independent classifier.

The classifier is evaluated over a four-language Twitter dataset. Provided results show that

the proposed method performs effectively in multi-language contexts without needing extra

process.

• Multimodal Content : Besides the wide usage of multi-language contents, tweets are also char-

acterised by a broad embedding of additional contents. These contents are in various kinds

including images and videos. Both images and video analysis could be valuable for TSA since
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they can provide useful information in determining the opinion holder as well as for the en-

tity extraction. Nowadays, features extraction in multimodal contents for SA has been little

explored [87].

• Negation: In SA, the presence, as well as the absence of negations, plays an important role. The

correct negation handling is not trivial and remains challenging. Moreover, also the negation

placement along with its action radius - i.e., words which are affected by the negation - is

relevant. The importance of negation is due to its power in flipping polarity of sentences or

words. Most of the existing works use simple techniques for handling negations. A common

way consists in reversing the sentence’s polarity when negation is found. Another wide used

method foresees to reverse only the polarity of the word preceded by the negation. The

contribution proposed in [119] is focused on negation handling and its effects. The authors

developed two separate lexicons. One is composed of terms usually appearing in contexts with

negations. The other one contains terms that usually appears in contexts without negations.

Their analysis shows that negation of positive terms leads to negative sentiment. On the

contrary, in cases of negative terms, the polarity remains unchanged in the negated context.

• Stop Words: The so-called “stop words” usually refers to particularly common words having

a low discrimination power. These words are typically filtered out before or after processing

of NLP [194]. Most of the words typically fall in particular parts-of-speech, as determiners,

coordinating conjunctions, interjections, articles, and prepositions. However, a non-specific

set of stop words may also include some verbs, such as “to be” and “to have”, and modal

and possessive verbs. Despite the fact that stop words are typically meaningless words of a

given language, there is no single universal list. Thus, not all tools even use such lists. Some

frameworks avoid removing stop words to support phrase search. Depending on the language,

various lists can be freely found, like the one proposed by Stanford CoreNLP6. Domain-specific

corpora require domain-specific word lists. For instance, in [188] the authors detected and

removed general Italian stop words as well as music domain-specific stop words in all lexical

variations (i.e., strofa, ritornello, rit). Moreover, pre-compiled stop words lists are not suitable

for Twitter tasks. For instance, words as like or unlike is generally included in pre-compiled

stop words lists, as in Stanford CoreNLP, Snowball7, and Terrier8 lists. In TSA tasks, this

term has an important sentiment discrimination power. Include or exclude these words may

strongly affect the SA - and thus the TSA - performance. The lack of universal pre-compiled

lists has led the development of some works focused on building stop-words lists for Twitter.

For instance, in [119] is presented an analysis of the impact of removing stop words on TSA

6Stanford CoreNLP stop word list: https://urly.it/31fba
7Stop word list published with the Snowball Stemmer: http://snowball.tartarus.org/algorithms/english/stop.txt
8stop word list published with the Terrier package: https://urly.it/31fc3.

https://github.com/stanfordnlp/CoreNLP/blob/master/data/edu/stanford/nlp/patterns/surface/stopwords.txt
http://snowball.tartarus.org/algorithms/english/stop.txt
https://bitbucket.org/kganes2/text-mining-resources/downloads/
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effectiveness. By exploiting six different Twitter dataset, the authors applied six different stop-

word identification methods. The analysis is performed in terms of classification performance,

variations in data scarcity and size of the classifiers feature space.

• Tokenization: Tokenization is the process aiming at demarcating and classifying chunks of a

string of input characters. To put it simply, it is the process of segmenting an input text into

words or sentences. Given a character sequence, tokenisation is the task of partition it into

basics linguistic units, called tokens. Since these basic units are often essential for most of

NLP tasks, their effective identification is crucial. Errors in tokenisation may lead to critical

errors in all later stages of text processing. Contrary to expectations, the process is non-trivial

and involves several issues. The tokenisation typically occurs at the word level, but defining

what is meant by a “word” could be difficult. Low-level tokenisers rely on simple heuristics,

like the following:

– Punctuation and white-spaces can be both included or excluded in the output list of

tokens.

– All contiguous strings of alphabetic characters represent the same token - likewise with

numbers.

– Tokens are separated by white-space characters, including blanks, line break, and punc-

tuation characters.

Most of the languages that use the Latin alphabet - as well as most programming languages -

typically exploit white spaces to delimit different words. With languages that use inter-word

spaces, a low-level tokenisation approach seems fairly straightforward. However, tokens do not

even correspond to words since white spaces may result in different meanings. Expressions like

“New York” and “rock ’n’ roll” are individual expressions even if contain multiple words and

blanks. On the other part, words like “I’m” need to be separated into “I” and “am”. The task

becomes more difficult for scriptio-continua languages in which words have no boundaries,

such as Ancient Greek, Chinese, and Thai. Agglutinative and fusional languages, such as

Dutch, German, Japanese and Korean, also make the tokenisation task harder to accomplish.

In addition to the above, another challenge for tokenisation is the so-called “dirty text”, or

“noisy text”. In general, it is not safe to make assumptions on the source text’s correctness

and integrity. Automatically extracted texts may contain several issues, including spelling

errors, unexpected characters, and inaccurately compounded tokens. Moreover, if source texts

are stored in a fixed-fields database having multiple lines per object, fields could need to be

reassembled. However, the fields may have inconsistently been trimmed. Due to all these issues,

some works focus on developing domain-specific or context-specific tokenisers. For instance,

[172] proposes a Twitter-specific tokeniser. Other well-known tokenisers include Apache Open
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NLP9, Stanford Tokenizer10, LinguA11[64].

Amongst the all above-mentioned challenges, some - such as negations, and stop words - need

to be managed in all SA tasks, independently of the kinds of input textual data. Moreover, in the

TSA scenario, all these challenges should be taken into account to develop effective methods.

2.2.2 Feature Selection for Twitter Sentiment Analysis

Twitter messages imply several challenges related to features identification for effective polarity

classification. Feature selection and their combination play a key role in detecting the sentiments

of texts. In the domain of online reviews and news articles, various types of textual features have

been considered, including part-of-speech tags. In the microblogs domain, textual features can

be classified into four classes, namely Syntactic, Semantic, Stylistic, and Twitter-specific. While

syntactic, semantic, and stylistic features are just well-known in SA literature, the Twitter-specific

ones have lead to new challenges. Nevertheless, TSA feature selection is typically based on existing

approaches evaluated over other domains. For instance, in [119] sentiment terms are identified by

using the Pointwise Mutual Information (PMI) measure. Another suitable measure is the Chi-

squared test, as in [5]. Besides established feature selection criteria, several works also focus on their

impact, as in [1, 173, 121].

Further to inherent issues related to the standard feature selection, these need also to be domain-

dependent to be effective. Due to this, several works focus on the usefulness of different features

in the Twitter context. In [1], the authors propose a feature-based model which amongst others

include both part-of-speech and lexicon features. Their results suggest that most performing features

combination is represented by POS and words’ polarity. The impact of different features in TSA

is also examined in [121]. The work focuses on both semantic and stylistic features, including

abbreviations, emoticons, and intensifiers. Best performances are achieved by words’ polarity-related

features and n-grams. Interestingly, in contrast with the study carried out by Agarwal et al. [1],

Kouloumpis et al. [121] stated that POS had a negative impact on TSA.

Typically, the feature selection process starts by segregating words and features. Then, all the

various feature selection techniques are applied to the input text. Finally, the most performing and

informative features are selected. The major drawback of this method regards the series of tests

that need to be conducted to handle all possible phenomena, such as negation and irony/sarcasm.

To address these limitations, several algorithms have been developed. In particular, researchers are

interested in developing methods able to learn representations of the data to extract information

needed to build effective classifiers [20]. Recent research focuses on deep-learning methods based

9Apache Open NLP package comprises SimpleTokenizer, WhitespaceTokenizer, and TokenizerME. Apache Open
NLP: https://opennlp.apache.org/docs/1.8.2/apidocs/opennlp-tools/overview-summary.html

10Stanford Tokenizer: https://nlp.stanford.edu/software/tokenizer.shtml
11LinguA: http://www.italianlp.it/demo/linguistic-annotation-tool/

https://urly.it/31fcr
https://nlp.stanford.edu/software/tokenizer.shtml
http://www.italianlp.it/demo/linguistic-annotation-tool/
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on word embeddings to understand both the structure and semantics of sentences. Briefly, words

embeddings are learned representations from texts in which words showing similar meaning also

show a similar representation. Word embeddings are a class of techniques where each observed word

is represented as a real-valued vector in a predefined vector space. Once word embeddings have been

trained, vectors can be used to extract relations between words, such as similarities.

In the following, we describe the most common features suitable for TSA.

• Syntactic features: Syntactic features are the most frequently applied features, together with

semantic features. Amongst the others, this class include part-of-speech tags, uni/bi/n-grams,

terms’ frequencies, and dependency trees. To evaluate the impact of terms on Sentiment

Analysis tasks, several approaches consider the presence or the absence of terms through a

binary weighting score. Uni-grams, as well as bi-grams and n-grams, are frequently exploited to

train classifiers and allowing comparisons between them. Other methods consider frequencies

of terms and apply a more advanced weighting schema. Also, POS tags have been widely

exploited since some classes are considered good indicators of personal judgments and opinions.

However, POS effectiveness is still debated due to conflicting research results. While some

results do not report improvements as in [88, 121], others report at least minor improvements,

as in [173, 1]. Finally, dependency trees are used to relate words with other linguistic units by

directed links. In other words, dependency trees represent syntactical relations of the terms

within a sentence. Typically, verbs are the sentence’s centre, and are connected with the other

linguistic units through syntactical relations.

• Semantic Features: Together with syntactic features, semantic features are the most applied.

Amongst them, the more frequently used are opinion and sentiment words as well as semantic

concepts, and negations. Both opinion and sentiment words can be extracted both using man-

ual or semi-automatic methods from opinion and sentiment lexicons, respectively. Opinion

words refer to terms indicating an opinion, a judgment or a personal perspective. Sentiment

words typically refer to terms bearers of positive or negative sentiments. In TSA context,

several works focus on the developing of methods allowing to generate polarity scores with-

out supervision. Some works provide approaches to identify semantic features for training

supervised machine learning methods. Other research aims to analyse the usefulness and ef-

fectiveness of semantic concepts. For instance, in [202], the authors exploited relations between

tweets’ terms and entities to improve TSA performance. As mentioned in Section 2.2.1, nega-

tions are particularly crucial features in both SA and TSA. The strength of negations regards

their power to flip the texts’ polarity. Due to their key role, negations, as well as their impact,

have been widely explored as in [173, 119].

• Stylistic Features: Similarly to Twitter-specific features, stylistic features refer to the non-

standard writing style typical of microblogging platforms. Stylistic features include intensifiers,
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abbreviations, elongated words, acronyms, slag, punctuation marks and emoticons12. These

features are widely used in most of the microblogs. However, Twitter seems to be the platform

in which these features appear more frequently. In TSA context, the most important stylistic

features are emoticons. Presence or absence of emoticons and their impacts and usefulness

have been widely examined in the literature. Several lists of emoticons can be freely retrieved

online. Amongst the various sources, Wikipedia provides an exhaustive set of the most common

emoticons with their icons, thus the keyboard combination of symbols, and their meaning.

This source has been frequently exploited for emoticon by researchers, as in [1, 159, 178, 57].

Intensifiers also are commonly used on social media platforms. Similar to emoticons’ scope,

intensifiers are used to improve and increase the text emphasis. The most common intensifiers

may include emphatic lengthening, emphatic uppercase, and repeated characters. Finally, the

fancy usage of punctuation marks, such as exclamation and question marks, may result in a

useful indicator of emphasis.

• Twitter’s Specific Features: In addition to stylistic features in common with other microblogs,

Twitter includes some unique features. Besides the well-known hashtags, also replies, retweets,

mentions, usernames, followers, and URLs can be used as features. The impacts of these at-

tributes, as well as their usefulness in SA, have been widely analysed. In particular, researchers

focused on both their presence versus absence and their frequencies, as in [14]. For instance, in

[156] the author showed that the hashtagged emotion words - such as #joy, #sadness, #angry,

and #surprised - are good indicators that the tweet expresses the same emotion.

2.2.3 Evaluation Metrics for Twitter Sentiment Analysis

Since the goal of a typical TSA scenario is the classification of sentiments expressed in a tweet as

positive or negative, TSA can be considered as a classification problem [87]. In the literature, the

performance of sentiment classification tasks is generally evaluated through four indices, namely

accuracy, precision, recall, and F-score. Consider wanting to evaluate a classifier performance in

classifying tweets’ text as positive or negative. To visualise performances is used a table called

confusion matrix, or error matrix. In a confusion matrix, each row represents the instances in

a predicted class while each column represents the instances in an actual class - or vice versa

[190, 213]13. A confusion matrix shows the numbers of True Positives (TP), True Negatives (TN),

False Positives (FP), and False Negatives (FN) instances, as in Table 2.1. These metrics are used

to compare the ground truth with the classifier’s predictions. In more detail:

• TP represents the number of instances predicted as positives which are indeed positive;

12Emoticons are representations of facial expressions, composed by combinations of keyboard characters. They are
typically used as reinforcement of the writer’s feelings or intended tone.

13The term confusion matrix is commonly used in case of supervised learning algorithms, while the term matching
matrix refers to tables used to evaluate unsupervised learning algorithms.
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True condition
Total

population
Positive Negative

Predicted

condition

Positive
True Positive

TP
False positive

FP

Negative
False Negative

FN
True Negative

TN

Table 2.1: Example of a Confusion Matrix

• TN represents the number of instances predicted as negatives which are indeed negative;

• FP is the number of instances incorrectly predicted as positive;

• FN is the number of instances incorrectly predicted as negative.

In the following, we describe the four indices used to evaluate algorithms performances.

• Accuracy : Accuracy is the most frequently used evaluation metric. It measures how often the

method provides correct predictions. It is computed as the sum of all the correct predictions -

thus both TP and TN - divided by the total number of predictions - both correct and incorrect.

Thus,

Accuracy =

∑
true positive+

∑
true negative∑

total population
=

(TP + TN)

(TP + TN + FP + FN)
(2.1)

• Precision: Precision refers to the effectiveness of the method in terms of exactness. It is

computed as the ratio of instances correctly predicted as positive divided by the total number

of instances predicted as positive - meaning both correct and incorrect. Thus,

Precision =

∑
true positive∑

predicted condition positive
=

TP

(TP + FP )
(2.2)

• Recall : Recall, also sometimes called sensitivity, refers to the true positive rate, meaning the

fraction of positive instances that are predicted as positive. Thus,

Recall =

∑
true positive∑

condition positive
=

TP

(TP + FN)
(2.3)

• F-score: The F-score is a metric that combines both recall and precision. It is also known as

harmonic F-score, F1-score, or F-measure accuracy. Thus,

F1 = 2 · Precision ·Recall
Precision+Recall

(2.4)
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2.3 Levels of Sentiment Classification

One of the most common tasks in SA consists of documents’ sentiment classification. This level

assumes that the targeted document expresses opinions on a single entity by one opinion holder

[165]. Furthermore, the sentiment classification can be performed at a single sentence level, taking

the name of sentence-level sentiment classification (Wilson, Wiebe, and Hoff- Mann, 2005). Finally,

also aspects can be classified into the entity- or aspects-level. In this Section, we define these three

levels of Sentiment Analysis and their contexts of usage.

According to Pang & Lee and Liu et al. [176, 135], based on the granularity levels, Sentiment

Analysis has been mainly investigated at three different levels: document-, sentence-, and aspect-

level.

2.3.1 Document-Level

The document-level SA consists of determining whether an opinionated document expresses an

overall positive or negative opinion. For instance, determining the overall polarity of a customer

review on a certain product. This level is the most coarse-grained since it assumes that a document

expresses a single opinion on a single object. Generically, the result of Sentiment Analysis falls

in two or three categories as positive, negative and neutral. Nevertheless, it is easy to find a few

different opinions in a single document, so document-level Sentiment Analysis could not be suitable

for all document types or could result in inaccurate values.

2.3.2 Sentence-Level

The sentence level of SA aims to determine whether each sentence expresses a neutral, positive,

or negative opinion [85]. Since sentences can be viewed as a kind of short documents [135], no

major differences occur between document- and sentence-level Sentiment Analysis. Sentence-level

usually implies two sub-tasks [135]. The first is determining if a sentence is subjective or objective.

Then, if the sentence is a subjective sentence, the second sub-task consist in determining whether it

expresses a positive or a negative opinion. This task is related to the subjectivity classification [244]

aiming in distinguishing subjective sentences that express sentiments from objective sentences that

express factual information [193]. Subjectivity detection will be treated in Section 2.4.5. For now,

we limit to point out that, according to Liu et al. [135], subjectivity is not equivalent to sentiment

since also objective sentences can involve sentiments. For instance: “We married only one year ago,

and now we are thinking to divorce”. Those objective sentences are implying opinions and also

belong to one subset of opinionated sentences. Compound sentences may be comparative or express

different aspects of the entity. In these cases, sentence-level Sentiment Analysis is not applicable

[165]. Classifying opinions at the document- or sentence-level is useful in many cases. However,

these levels do not provide needed details for some tasks since they do not identify sentiment targets
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[135].

Considering the document-level classification, a positive document about an item may not mean

that the author has positive opinions on all the aspects of the item. The sentence-level classification

of sentiment may be seen as an intermediate step [193]. It provides more fine-grained information

on what entities of the object the opinions are on.

2.3.3 Aspect-Level

Aspect-level is the most fine-grained level of classification. It is also referred to as entity level or

feature level by Hu and Liu [103], Pang and Lee [176], Steinberger et al. [214]. Instead of considering

the constituents of documents, the aspect level of sentiment focuses on opinions itself. This level

is the most suitable for determining opinions’ polarity as well as identifying the opinion targets

[214]. The aspect-level is based on the ground idea that each opinion is composed of sentiment

- that can be positive or negative - and the target of the opinion. Opinion targets are described

through entities and their different aspects. In consequence, this level of analysis aims to discover

sentiments on entities and their aspects. Thus, according to Qin [193], is possible to state that like

the sentence-level, also the aspect-level can involve two sub-tasks [135]: aspect extraction and aspect

sentiment classification. The aspect extraction can be compared with an information extraction

task aiming to extract the aspects that opinions are on. For instance, the sentence “Ubisoft games

have good quality, but their price is too high” evaluates two different aspects of the same item -

Ubisoft games. The sentiment on games’ quality is positive, but the sentiment regarding their price

is negative. In this example, “games’ quality” and “games’ price” are the aspects of the entity,

Ubisoft games. A ground method [137, 27] for extracting aspects is to find frequent nouns or noun

phrases - thus the aspects - and then classify the text containing the aspects as positive, negative

or neutral. The aspect-level Sentiment Analysis is more challenging than both the document-level

and sentence-level classifications [193]. Most of the studies [143, 131, 239] assume predefined aspects

through keywords, while others [67] assume that aspects are known before the analysis.

2.4 Sentiment Classification

Traditionally, Sentiment Analysis was considered a binary classification of opinion [63, 177]. How-

ever, Esuli and Sebastiani [80] suggest that the sentiment classification issue can be divided into

three specific sub-tasks:

• determining subjectivity, as determining whether a given text has a factual nature without

expressing an opinion on it or on its subject matter - be it positive or negative. This type of

task belongs to the Subjective Detection [174, 255] (see Section 2.4.5);

• determining orientation or polarity, as determining whether a given subjective text expresses
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an opinion on its subject matter - be it positive or negative [174, 226];

• determining the strength of orientation, as determining whether an opinion expressed by a text

is weakly, mildly or strongly positive or negative [248].

Research in Sentiment Analysis is divided into two main approaches [144, 53], namely Semantic

Orientation Approach and Machine Learning Approach. In more detail, the semantic orientation

approach is also named as the lexicon-based approach and is based on words and phrases as indicators

of the semantic orientation. Usually, the overall polarity of the text is computed as the average sum

of polarities of these indicators [176, 98]. The machine learning approach is based on machine

learning techniques and on the choice of the best features to be considered to classify the polarity

of a given text [177].

In the following, we review Semantic orientation Approaches and Machine Learning Approaches

by investigating classes of methods belonging to these two categories, such as Lexicon-based and

Corpus-based Approaches and Feature Selection and Machine Learning Algorithms, as well as Hybrid

Methods.

2.4.1 Machine Learning Approaches

Machine-learning (ML) approaches are an application of Artificial Intelligence (AI) which provide

systems with the ability to learn from experience and data automatically. Machine-learning research

field focuses on the development of systems able to access data and use it to learn for themselves.

While a supervised learning algorithm learns to map the input examples to the expected target, an

unsupervised ML algorithm is capable of generalising the learned knowledge after the implementa-

tion of the training process. In the SA context, the ground idea is to train functions which allow

determining the sentiment orientation of unknown document by using a corpus of documents tagged

with sentiments. Most of the methods dealing with social media Sentiment Analysis, such as Twitter

Sentiment Analysis (TSA), employs ML classifiers trained on several features. In particular, ML

algorithms for TSA typically exploits Twitter-specific features, including hashtags and emoticons -

i.e., presence vs absence, or type. In the TSA literature, the most applied ML classifiers include

Support Vector Machines (SVM), Näıve Bayes (NB) and Multinomial Näıve Bayes (MNB), Maxi-

mum Entropy (MaxEnt), Random Forest (RF), and Logistic Regression (LR). In the following, we

briefly review some TSA-related works exploiting these approaches.

Go et al. [88] carried out one of the first studies dealing with TSA. The authors classify the tweets

as positive or negative by handling the classification problem as a binary classification. Tweets are

gathered following the method proposed by Read [196] which uses emoticons as labels. Tweets are

then tagged by a machine-learning classifier built by exploiting distant supervision. As Pang et

al. [177], the authors examined NB, MaxEnt, and SVM classifiers. Moreover, they used bigrams,

unigrams, and POS tags as features. Results show that NB with bigrams as features achieve the best
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accuracy (82.7%). Emoticons are used as labels also by Pak and Paroubek [173]. Despite this, the

authors handle the classification as a multiclass classification task tagging tweets as positive, nega-

tive, or neutral. Performance of MNB, Conditional Random Field (CRF), and SVM are compared

using different features, such as bigrams and n-grams. The performances obtained by the authors

show that the best combination is MNB together with n-grams and POS tags.

In [14] a two-step classifier is presented to deal with the TSA problem. The first step aims in

determining if a tweet is opinionated, while the second classifies a tweet as positive or negative. The

authors’ result shows that SVM classifier obtains the best accuracy for both subjectivity detection

(81.9%) and polarity detection (81.3%). SVM classifiers for addressing TSA are also used in [11]

and [159]. In [11], the authors employ an SVM classifier trained on more than ten features. The

best results are achieved by combining NLP- and Twitter-specific features. In [159], the authors

represent tweets as a feature vector. Each vector includes several features, including n-grams, POS,

emoticons, lexicon features, and negations. Authors’ results show that the performance achieved by

the SVM classifier trained using features are better than the baseline trained on unigrams.

The authors of [8] present a three-step cascaded classifier framework. The first step aims in

identifying tweets of the topic of interest. The second step determines opinionated tweets, while the

third finally annotate tweets with sentiment polarity. The authors computed the TSA performance

of several well-known methods as well as new algorithms, including k-Nearest Neighbours algo-

rithm (kNN), NB, weighted SVM, and Dictionary Learning. Their results show that classification

performances are improved in a low-dimensional space.

According to [87], it seems that the machine-learning approach is the most popular on TSA tasks.

Generally, approaches employ traditional machine-learning methods trained on a set of features.

As shown above, features can include unigrams, n-grams, lexicon features, and POS tags. The

feature selection plays an essential role in the effectiveness of the supervised methods. To this end,

several works have been developed to identify features that achieve best performances. Despite being

widely used, machine-learning methods have some limitations. Since their performance depends on

the size of the training data, they typically require a large amount of annotated tweets. However,

annotate large dataset is very expensive. As pointed out in [87], distant supervision can represent

an alternative though the annotation quality is typically low and can negatively impact classifiers’

performances. Another machine-learning approaches limitation is that they are domain-dependent.

This means that a classifier can perform very well on the domain on which it is trained, but it may

need to be retrained to perform well on a different domain. Finally, as mentioned before, machine-

learning approaches depend on the set of selected features. Thus phenomena such as negation

detection may not be captured. As a consequence, performances could be negatively influenced.
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2.4.2 Semantic Orientation Approaches

The so-called semantic orientation of a word is defined by Lehrer et al. [130] as the feature indicating

the direction of the deviation from the norm of its semantic group or lexical field. Depending

on scholars it is also named polarity or valence. Word’s semantic orientation can assume various

directions - such as positive, negative or neutral - as well as intensity - such as weak, mild or strong

[227]. A word having positive semantic orientation denotes a desirable state (i.e., fantastic, beautiful),

while a word with negative semantic orientation refers to undesirable states (i.e., anger, disgust) [99].

Several studies [98, 226, 244] have already proven the power of polarised words, especially adjectives,

as indicators of subjectivity. Following this approach, usually, the overall semantic orientation of a

whole text is computed based on the sum of polarised indicators. The semantic orientation approach

fits into unsupervised learning since it does not require a previous training phase to mining data.

Most of the researchers approach the unsupervised sentiment classification by exploiting lexical

resources available [179]. For instance, Esuli and Sebastiani [80] proposed a semi-supervised learning

method which starts by expanding an initial set of seed-words using WordNet. Moreover, Chunxu

Wu [251] proposed an approach to address scenarios where texts are insufficient for determining

the orientation of opinion. The method exploits other feedbacks discussing a similar topic and used

semantic similarity measures to check the orientation of opinion. Finally, in [53], Chaovalit and Zhou

compared performances of Semantic Orientation approach and other machine learning approaches

(see Section 2.4.1) on movie reviews. Machine learning approaches provide accurate results but they

require an expensive training phase. On the contrary, the semantic orientation approach typically

provides less accurate results but is suitable for real-time applications. However, the performance

of semantic orientation approach is strictly dependent on the performance of the POS tagger used.

Lexicon-based Approaches

Lexicon-based methods typically exploit annotated lists of words. Words’ annotations consist of a

polarity dimension to obtain an overall polarity score of a given text. In the following, we describe

and review existing lexical knowledge about sentiment classification.

Several research fields lack training data. When training data are scarce, applying supervised

models become quite challenging or even impractical. In these contexts, lexicon-based approaches

can turn out to be useful since they do not require training data. Lexicon-based methods have already

been extensively applied on most common texts such as product reviews, forums, documents and

blogs [216, 226, 87]. Nevertheless, in social network Sentiment Analysis - as TSA - these approaches

are still less used than machine-learning methods. Motivations are due to the inherent nature of

these texts [87]. Indeed, they typically contain several textual peculiarities, non-standard textual

register as well as a dynamic nature characterised by new expressions and symbol combinations.

It is possible to identify two main types of lexicon-based approach: a) unsupervised models which

do not require training data, and b) mixed models combining labelled texts and lexical knowledge
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[87]. To compute texts polarity, several ways can be explored. One of the most simple approaches

is based only on the lexicon knowledge. These methods allow aggregating the polarity orientation

of each known term contained in the observed text [99]. For instance, based on words’ labels, it

is possible to obtain the overall polarity score by computing the difference between positive and

negative scores of words in a given text. A more sophisticated aggregation-based approach could

also exploit linguistic knowledge. For example, specific rules for negations and opinion shifters can

be taken into account [216, 221]. Particularly suited for social media, SentiStrength [221] is one of

the most famous lexicon-based algorithms. The model identifies sentiment strength of informal text

exploiting a human-tagged lexicon. In conjunction with a sentiment lexicon of about 700 words,

SentiStrength uses a set of negations and boosting words, as well as emoticons to compute polarity

scores. Initially tested on comments on MySpace, the algorithm was updated [220] introducing new

sentiment-labelled words and idioms lists. The polarity orientation of two words and co-occurrence

measures are the basis of the well-known model proposed by Turney [226]. The hypothesis of the

approach is that a lexical rule could be useful to identify opinionated phrases. In more detail, given a

phrase p, if p contains a sequence of adjective adj or an adverb adv, such as < adj, adv >, p probably

expresses an opinion. Due to this, by exploiting a part-of-speech tagger, words’ lexical categories

are identified. Common POS categories are verb, noun, adjective, adverb, pronoun, preposition,

conjunction and interjection. Then, all sentences satisfying the co-occurrence pattern are extracted.

The sentiment of each phrase is then computed by using the point-wise mutual information (PMI)

[58].

PMI(w1,w2) = log

(
Pr(w1 ∧ w2)

Pr(w1)Pr(w2)

)
(2.5)

The PMI provides a measure of statistical independence between two words. Thus, to compute

the phrase’s semantic orientation, the PMI value is computed against a positive and a negative

word (wpos and wneg respectively). As shown in Formula 2.6, to obtain the so-called PMI-SO, the

difference between the first and the second value is computed:

PMI − SOp = PMI(p, wpos)− PMI(p, wneg) (2.6)

PMI values’ probabilities are calculated by using the frequency value which in turn is computed

as the number of hits returned by a given query. In particular, a first query is composed by the phrase

and a given positive word while a second is composed by the phrase and a given negative word. The

overall PMI-SO of a document is computed as the average PMI-SO of the phrases which compose

the document. Thus, if the overall PMI-SO value is positive, the document is tagged as positive,

negative otherwise. A three-step model is proposed by Ortega et al. in [170] for the SemEval-201314

competition. As in [226], the first step consists in a pre-processing phase, while the second step

14SemEval-2013 web site: https://www.cs.york.ac.uk/semeval-2013/

https://www.cs.york.ac.uk/semeval-2013/
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relies on polarity detection. The final step regards a rule-based polarity classification. The polarity

detection accomplished in the second step, as well as the classification, are based on WordNet and

SentiWordNet. Amongst others, the SemEval-2013 dataset was also used by Reckman et al. [197] to

develop a multi-rule-based system called Teragram. In more detail, each rule is handwritten and is

considered as a pattern. The proposed method is particularly suited for TSA and ranks between the

top-performing systems in SemEval-2013 competition. Finally, a lexicon-based approach was also

presented by Saif et al. [203]. The authors have proposed SentiCircles, a model developed for TSA

and evaluated over different datasets such as OMD, HCR, and STS-Gold [207, 211, 159]. SentiCircles,

based on co-occurrences in different contexts, update both scores and polarity of words of a sentiment

lexicon. The method was extensively tested proving its effectiveness and outperforming the methods

based on MPQA and SentiWordNet. Besides the described approaches, several works extend sets

of sentiment words exploiting semantic relationships. In a typical scenario, a small amount of

sentiment words is identified and manually annotated and then is extended by adding words with

similar semantics [117]. The problem with these approaches typically relies on the expansion of

the initial set of seed that is restricted and dependant on the initial set of words. To avoid this

issue, Feng et al. [84] proposed to use a connotation lexicon to enclose subtle dimensions of a words

sentiment [87]. After the definition of a set of seed words, the authors apply a graph-based algorithm

based on HITS and PageRank. This step allowed them to built a connotation lexicon which also

includes connotative predicates.

To classify the sentiment of documents, hybrid models combine both opinionated words and

sentiment-tagged documents. The most straightforward scenario foresees the use of emotive words

to compute aggregated features in supervised classification schemes. For instance, a basic feature

could consist of the number of positive and negative words found. In hybrid scenarios, lexicon-

based features often provide exhaustive generalisation properties since they allow to include lexical

information that relies on words not necessarily contained in training data. In [145] a generative naive

Bayes model based on a polarity lexicon in presented. The authors developed an effective framework

able to incorporate lexical knowledge in supervised learning for text categorisation. Moreover, they

apply the framework to accomplish sentiment classification tasks. In [208], both documents and

words are jointly represented through a bipartite graph composed of both labelled and unlabelled

nodes. Then, using a sort of grid of regularised least squares, sentiment score is propagated from

labelled nodes to unlabelled.

2.4.3 Hybrid Approaches (Machine Learning & Lexicon-Based)

Several researchers have combined machine-learning and lexicon-based approaches. These approaches

are commonly defined as Hybrid. In [86], dynamic artificial neural networks are combined with n-

grams. Firstly, tweets containing emoticons or words lexically related - i.e., synonyms - with Love or
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Hate terms are used as features to build two different classifiers, an SVM and a Dynamic Architec-

ture for Artificial Neural Networks (DAN2). Then, classifiers are tested and compared on a corpus

of tweets having Justin Bieber as the subject. Provided results show that the DAN2 performance

outperforms SVM. A hybrid unsupervised method to address entity-based TSA is presented in [260].

To summarise, given a sentence s containing the user-given entity, opinion words in the sentence are

first identified by matching with the words in the opinion lexicon. Then, an orientation score for the

entity e is computed. In more detail, first, the authors selected a set of five entities, namely Obama,

Harry Potter, Tangled, iPad, and Packers. Then, using entities as queries’ keywords, five diverse

Twitter data sets are built. Based on proximity to words from a sentiment lexicon gathered from

[66], semantic orientation scores are assigned to words themselves. Scores range from +1 - positive

- to -1 - negative. Then, all the scores are summed up as follows:

score(f) =
∑

wi : wi ∈ s ∧ wi ∈ V
wi ∗ SO
dis(wi, f)

(2.7)

where wi is an opinion word, V is the opinion lexicon, s is the sentence that contains the feature

f , and dis(wi, f) is the distance between feature f and opinion word wi in the sentence s. Thus,

wi ∗ SO is the semantic orientation score of the word wi. The multiplicative inverse in the formula

is used to give low weights to opinion words that are far away from the feature f . Through the

Chi-square test on the results of the lexicon-based method, additional opinionated indicators - i.e.,

words and tokens - are identified. These are in turn used to identify additional opinionated tweets.

Finally, a binary sentiment classifier is then trained to assign sentiment polarities to the opinionated

tweets identified after the Chi-square test phase. In [115] a lexicon-based method is combined with

a classifier to enhance the classification accuracy. Exploiting the MapReduce framework, a co-

occurrence matrix based on bigram sentences is built. By using the cosine similarity between words,

only links having high cosine score are maintained. Then, a sentiment classifier is combined with

scores obtained by using a lexicon-based approach. The proposed machine learning algorithm uses

an Online Logistic Regression algorithm from the Apache Mahout framework15. The choice is due

to both the fast training time and the ability to adjust the model with new data. Provided results

show how this hybrid approach outperformed the lexicon-based classifier which is based on emotive

words or sentences. Also in [123], the semantic orientation of specific parts of speech is calculated

based on a log-linear classifier combined with a dictionary-based method. The authors focus on the

semantic orientation of adjectives, verbs, and adverbs. Then, tweets’ overall sentiment is derived

through a simple linear equation. Finally, in [113] a hybrid TSA model was included in a three-

step framework called TOM. The first step of TOM regards the data acquisition and preprocessing

phases. After that, preprocessed tweets are treated through a sentiment classifier. The Polarity

Classification Algorithm (PCA) sentiment classifier detected sentiment on a tweet based on three

15Apache Mahout, a scalable machine learning library: https://mahout.apache.org/

https://mahout.apache.org/
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sub-classifiers, such as Enhanced Emoticon Classifier (EEC), Improved Polarity Classifier (IPC), and

SentiWordNet Classifier (SWNC). These respectively use a set of emoticons, a list of sentiment words,

and SentiWordNet dictionary. Obtained results show that overall hybrid classification managed to

outperform the performance of using any of the EEC, IPC, and SWNC classifiers.

2.4.4 Comparing Semantic Orientation and ML Approaches

In Sentiment Analysis as well as Twitter Sentiment Analysis, machine-learning approaches seem

to be the most popular. Moreover, the majority of contributions employ traditional and standard

machine-learning methods typically trained on a set of features. However, as mentioned above, some

researchers attempt to improve classification performances by combining several classifiers. These

contributions show that classifiers ensembles tend to perform better than using a single classifier.

In the ML panorama, supervised machine learning techniques tend to achieve better perfor-

mance than unsupervised methods. Supervised methods require huge amounts of labelled training

data which are expensive to collect. On the contrary, unlabelled data are more easy to gather and

less costly. Moreover, unsupervised methods are particularly suited for domains which lack labelled

training data. However, machine learning methods involve some limitations. First, the performances

are training-data-dependent. As a consequence, to obtain high performances, they require a large

amount of labelled data. This could lead to an increase in costs since the annotation process is ex-

pensive. Other approaches to address annotation include distant supervision and label propagation.

However, in particular with using distant supervision, annotation quality is low. Another drawback

of machine learning approaches relies on their domain-dependence. This means a classifier could

work well on the same domain to the one it is trained. However, the same classifier may decrease in

performance if applied to other domains. From a machine learning point of view, most researchers

agree that SVM outperforms other algorithms in both costs and accuracy. However, while the

performance of algorithms such as SVM and Näıve Bayes are comparable, the performance of the

Decision Tree algorithm is far below the others. Finally, it is crucial to take into account that ML

is not able to capture some phenomena, such as negation detection.

Besides the huge amount of ML contributions, some works applied lexicon-based techniques.

The major strength of these methods is that they do not involve training or labelled data. However,

they typically employ dictionaries or lists of words. Is important to note that word-lists are static.

Moreover, in these approaches, a given word is considered only if it is contained in the list. That

implies that word-lists need to be often updated to be effective. In the TSA, this becomes more

crucial. On Twitter, both contents and language change continuously and also evolve. Another

major limit relies on words’ contexts. Lexicons are context-independent. This means that these

lexicons do not consider words’ sentiments by the context in which they are involved. As a classic

example, we refer to the word “small”. In sentences as “My new smartphone is small and fits well

into my purse”, the word small expresses a positive opinion. On the contrary, by considering a



CHAPTER 2. SENTIMENT ANALYSIS AND SOCIAL MEDIA 31

sentence like “The buttons on my old phone were very/too small”, the sentiment carried by the

term small is negative [87]. Finally, we also underline that in multi-language contexts, applying

sentiment lexicons often implies the translation of the entire initial bag of words or the retrieval of

multiple seed lexicons, such as one for each language. These techniques typically impose expensive

preprocessing phase to allow to merge sources, when those are available16.

Bearing in mind all the limitations of both machine learning and lexicon-based approaches, some

hybrid methods have been proposed. The major benefit of hybrid methods is that they attempt

to offset lexicon-based limitations with ML approaches and vice versa. For instance, training data

manual labelling can be avoided by exploiting a lexicon-based method [87].

2.4.5 Subjectivity Detection

Subjectivity detection is an essential subtask of the Sentiment Analysis research field [54]. This is

primarily due to the dichotomous optimisation of most of polarity detection tools. Polarity detection

tools are typically developed to distinguish between positive and negative text. Thus, subjectivity

detection becomes crucial to ensure that factual information is filtered and only opinionated texts

are transmitted to the polarity classifier [136]. It should be noted that in many cases a document

in a collection contains only factual information. Moreover, an opinionated document may contain

both opinionated and non-opinionated sentences. Previous studies revealed that subjective content

represents only 60% of documents as product reviews. Moreover, subjective content provides similar

polarity results as full-text classification [34]. For instance, product reviews on Amazon include sev-

eral neutral reviews. This makes the text interpretation more difficult. Also, sentiment classification

tasks typically assume that observed documents are opinionated. The process of labelling sentences

as subjective or objective is challenging also for human annotators [19]. This is due to the inherent

ambiguity of texts and the combination of both subjective and objective frameworks in the same

text or even sentence. Moreover, issues also refer to the huge computational costs of existing n-gram

methods which are based on the syntactical representation of text, such as word-sense disambigua-

tion or part-of-speech tagging. For instance, in [228], the authors noted that subjective sentences

indicating a purchase interest often contain modal verbs.

Subjectivity detection is thus related to determining whether a sentence is subjective or neutral

[246]. The issue can be addressed through supervised learning approaches. For instance, in [255]

and in [244] a subjectivity classifier is trained on a corpus of journal articles by using Naive Bayes.

According to [38], in TSA context, the subjectivity detection task seems to be a more challenging

task than polarity classification. However, some researchers jointly address polarity and subjectivity

detection. In these cases, the joint task can be dealing with a three-class classification (neutral,

16Note that sentiment lexicons are typically available in English and few other major International languages. For
more details on the most famous available lexicons see Section 2.6.



CHAPTER 2. SENTIMENT ANALYSIS AND SOCIAL MEDIA 32

positive, and negative). Lastly, it is crucial to note that an accurate, neutral class detection becomes

fundamental in SA classification tasks. In fact, according to [120], while neutral training data

improves the classification of both positive and negative documents, the knowledge learned by only

positive and negative documents may not be generalised to neutral contents.

2.5 Polarity Lexicon Induction

In previous sections, we underline how lexical knowledge applied to Sentiment Analysis can improve

polarity classification tasks. As mentioned before, a polarity lexicon - also called opinion or sentiment

lexicon - consist of a list of words labelled with sentiment orientations. This latter can be found

in several forms, such as lexical tag, numerical measure or binary scale. Lexicons can be manually

or automatically created, even according to the domain they refer. Manually created lexicons are

built by gathering words or lemmas from several sources and determining their sentiment orientation

by human-taggers. Generally, manually annotating a lexicon is an expensive, time-consuming and

labour intensive task. Therefore, the labelling phase is often conducted through crowdsourcing

platforms, such as the already mentioned Amazon Mechanical Turk platform. Automatically-created

lexicons have the advantage of being less costly and faster in the building. However, they are

typically less accurate than manually-created ones. Two different types of sources can be used to

build a lexicon automatically: a) document collections, and b) semantic networks.

In the following two subsections, we present the works focusing on sentiment lexicon induction

from document collections and semantic network resources. Moreover, we describe the most popular

lexicons in the Sentiment Analysis state of the art.

2.5.1 Corpus-based Approaches

Corpus-based approaches typically exploit lexical patterns as co-occurrence or syntactic patterns

to induce lexicons. In these contexts, lexicons are composed of words or lemmas extracted from

collections of unstructured text documents [38]. Generally, corpus-based methods imply data-driven

approaches. That allows access to sentiment labels and to contexts which could be useful in ML al-

gorithms. Indeed, a corpus inherently also includes domain-specific features which can be exploited

in algorithms to identify sentiments labels also depending on a given context. In [98], the semantic

orientation of a set of adjectives is used to discover new adjectives and their related semantic ori-

entation. Using a log-linear regression, the authors demonstrate that conjunctions placed between

two adjectives could provide information about the adjectives’ semantic orientation themselves. For

instance, given two adjectives, if they are connected by the conjunction “and”, they will tend to have

the same semantic orientation. On the contrary, if the adjectives are connected by the conjunction

“but”, they will tend to have opposite semantic orientation. Through this method, the authors can

extract domain-dependent information as well as variations occurring when the corpus is changed.
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Several works have been developed by researchers for lexicon induction, especially starting from

Twitter, as in [4]. Most of them are based on the association between words and message-level

sentiment labels, as in [119, 159, 262]. In [4], a general method is presented to extract large-scale

domain-specific sentiment lexicons with fine-grained annotations from Twitter data. The model ad-

dresses the task as a regression problem, where terms are represented as word embeddings. Manually

annotated lexicons are used for training the regression model to predict both intensity and polarity

of both words and sentences in the Twitter corpus. In [262], domain-specific lexicons are built on

an emoticon-annotation approach. Similarly, in [159] and [119], emoticons and hashtags associated

with emotions are used to provide sentiment labels to tweets. Then tagged data are exploited to

create two different emotion lexicons which in turn are used for tweet-level polarity classification.

Moreover, in [158], a Twitter corpus - namely Hashtag Emotion Corpus - is extracted based on

specific hashtags related to emotions. In particular, the authors selected six hashtags corresponding

to the six Ekman basic emotions: #happy, #disgust, #fear, #sadness, #anger and #surprise. A

Twitter-specific emotion-association lexicon is then created by relying on the Hashtag Emotion Cor-

pus. All unigrams and bigrams have been mapped as strength association scores of the six observed

emotions. Finally, based on PMI formula, the Strength of Association (SoA) between an n-gram w

and an emotion e is calculated as

SoA(w,e) = PMI(w,e) − PMI(w,¬e) (2.8)

where PMI is calculated as

PMI(w,e) = log2
freq(w,e) ∗N

freq(w) ∗ freq(e)
(2.9)

where freq(w, e) is the number of times w occurs in a sentence with label e; freq(w) and freq(e)

are the frequencies of w and e in the labelled corpus, and N is the number of words in the dataset.

PMI(w,¬e) = log2
freq(w,¬e) ∗N

freq(w) ∗ freq(¬e)
(2.10)

Where freq(w,¬e) is the number of times w occurs in a sentence that does not have the label

e; freq(¬e) is the number of sentences that do not have the label e. Thus, Formula 2.8 can be

simplified as follow:

SoA(w,e) = log2
freq(w,e) ∗ freq(¬e)
freq(e) ∗ freq(w,¬e)

(2.11)

As a consequence, if an n-gram often occurs both in a sentence with a particular emotion label and

in a sentence that does not have that label, then that n-gram-emotion pair will have an SoA score

that is greater than zero.
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2.5.2 Semantic Networks

A semantic network - or frame network - can be formally defined as a knowledge base that represents

semantic relations between concepts in a network. In other words, it is a network representing

semantic relations between concepts. In the lexicon induction scenario, the easiest approach foresees

to expand an initial seed lexicon of labelled sentiment words by using lexical relations, such as

synonyms and antonyms [117, 103]. As a consequence, these approaches are based on the hypothesis

that synonyms have the same polarity, while antonyms have the opposite polarity. In [80] a method

is proposed for determining the orientation of terms by using a semi-supervised classifier exploiting a

seed of labelled words. The ground hypothesis is that terms having similar semantic orientation tend

to show similar glosses, i.e., the definitions that these terms are given in on-line dictionaries, and on

the use of the resulting term representations for semi-supervised term classification [80]. For instance,

lemmas such as honest and intrepid have both glosses containing appreciative expressions. On the

contrary, the glosses of disturbing and superfluous both contain disparaging expressions. A similar

approach has been used to create SentiWordNet [81, 9]. In SentiWordNet, a publicly available lexical

resource, each WordNet synset is labelled with a semantic orientation ranging from 0 to 1 according

to the standard emotional classes, thus positive, negative or neutral17. WordNet is also used in [112]

to create a graph. In detail, WordNet adjectives are represented as vertices, while relations between

synonyms are displayed as links. Following Charles Osgood’s Theory of Semantic Differentiation18

[171], the polarity orientation of a term is typically defined by its evaluative dimension. Given that,

the authors of [112] have associated an Evaluative function (EVA) to each term. The EVA function

measures the relative distance from the two reference seed words “good” and “bad” as

EV A(w) =
d(w, bad)− d(w, good)

d(good, bad)
(2.12)

As a consequence, each word is assigned to an EVA function awarding a value ranging from -1,

representing words on the “bad” side of the lexicon, to 1, representing words on the “good” side of

the lexicon. Finally, we report the example used by the authors

EV A(honest) =
d(honest, bad)− d(honest, good)

d(good, bad)
(2.13)

17More details about SentiWordNet are provided in Section 2.6.
18 Charles Osgood’s Theory of Semantic Differentiation [171] highlights ”latent cognitive structures” referred to

three different dimensions. Each dimension corresponds to a factor reflecting the subjective attitude to the entity
investigated. The three factors of the emotive meaning are the evaluative factor (e.g., good-bad); the potency factor
(e.g., strong-weak); and the activity factor (e.g., active-passive).
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Exploiting the same approach, the authors define also measures for other Osgood’s dimensions, such

as Potency (POT) and Activity (ACT). The potency factor of w is defined as

POT(w) =
d(w,weak)− d(w, strong)

d(strong, weak)
(2.14)

while the activity factor of w is defined as

ACT(w) =
d(w, passive)− d(w, active)

d(active, passive)
(2.15)

Thus, this method allows the authors to define measures for any two connected words in WordNet.

As SentiWordNet, also SenticNet is a well-known lexical resource for Sentiment Analysis built on

semantic networks. SenticNet is based on the sentic computing paradigm, a multi-disciplinary

approach to Sentiment Analysis at the crossroads between affective computing and common-sense

computing [43]. Among SenticNet’s updates and versions 19, the first two have been built applying

graph-mining and dimensionality-reduction techniques [38].

ConceptNet20 is a semantic network of commonsense knowledge in which assertion are composed

of two concepts connected by a relation. In other words, ConceptNet is a multilingual knowledge

base, representing both words and sentences and the common-sense relationships between them.

Data in ConceptNet is collected from several resources, including crowd-sourced resources - such as

Wiktionary21 and Open Mind Common Sense22 -, domain-specific and researcher-created contents -

such as WordNet and JMDict23 -, games with a purpose - such as Verbosity [234] and nadya.jp. For

instance, given the word graph, one can find graph IsMadeOf a set of vertices and a set of edges, or

graph IsA visual communication; a diagram; graphical. Besides the two mentioned above - IsA and

IsMadeOf -, the framework makes available 33 different types of relations, including PartOf, Used-

For, CapableOf. The resource has been widely exploited for lexicon induction, as in [224, 250, 242].

In [224], ConceptNet’s concepts are extracted and tagged with a sentiment score by using iterative

regressions. Sentiment iterations are propagated by random walks. The model proposed by Tsai et

al. [224] has been improved in [250]. The improvement regards the addition of a bias correction step

after the random walk process. The correction step has been introduced to reduce the volatility of

polarities. To find the best combination of sentiment and relations from ConceptNet, the authors

use the sequential forward search. Moreover, in [242], ConceptNet is used to avoid the typical lack

of contextual information of opinion lexicons. The proposed model focuses on the contextualisation

19More details about SenticNet are provided in Section 2.6.
20ConceptNet: http://conceptnet5.media.mit.edu/
21Wiktionary: https://www.wiktionary.org/
22Open Mind Common Sense: https://www.media.mit.edu/projects/open-mind-common-sense/overview/
23JMDict: https://www.edrdg.org/jmdict/j jmdict.html

http://conceptnet5.media.mit.edu/
https://www.wiktionary.org/
https://www.media.mit.edu/projects/open-mind-common-sense/overview/
https://www.edrdg.org/jmdict/j_jmdict.html
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and enrichment of large semantic knowledge bases through three steps. In detail, a) identify am-

biguous sentiment terms, b) provide context information extracted from a domain-specific training

corpus, and c) associate the contextual information with structured background knowledge sources,

such as ConceptNet and WordNet.

Despite the effort of researchers, lexicons built through semantic networks show two major weak-

nesses. The first relies on the inability to capture emotive information about concepts or words

not included in the observed semantic network. The second is strongly connected with the usage of

terms. Semantic networks like WordNet and ConceptNet are based on formal English. As a con-

sequence, resources expanded from these networks typically lack in informal expressions. This may

lead to limitations when lexicons expanded via a semantic network are applied to social platforms

contexts such as Twitter.

2.6 Lexical Resources in Sentiment Analysis

Part of the work carried out for this thesis concerned the use of some lexical resources, e.g., the

Affective Norms for English Words lexicon [37] and SentiWordNet [81]. For this reason, below we

present the most popular lexical resources.

Anew. The Affective Norms for English Words lexicon (ANEW) is an emotive lexicon proposed

by Bradley and Lang [37]. The lexicon provides a set of normative emotional ratings for 1,034

English terms collected from human subjects. Provided ratings are computed according to three

psychological reactions to the observed word. In more detail, the lexicon provides emotional ratings

in terms of valence, namely the level of pleasantness, dominance, thus the degree of control, and

arousal, namely the intensity of emotion. Pleasure represents positive versus negative emotions.

Arousal finds the two extremes of the scale of values in “calm” and “exciting”. The dominance

dimension determines if the subject feels in control of the situation or not. Each dimension is rep-

resented as a number between 0 and 10. Moreover, the lexicon also provides ratings depending on

taggers’ gender. Amongst all values, the valence dimension, which ranges in the scale from pleasant

to unpleasant, is the most used for polarity calculation.

SentiWordNet. SentiWordNet [81] is a publicly available lexical resource in which words are

associated with emotional values describing how objective, positive, and negative they are. The

resource is based on a well-known lexical database for English, WordNet. This latter resource is a

set of words clustered into groups of synonyms called synsets [151]. In more detail, SentiWordNet

exploits the glosses of WordNet synsets as semantic representations of the synsets themselves and

classifies each synset (s) into three categories, such as Pos(s), Neg(s) and Obj(s). The resource has

been updated over time [9]:
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1. SentiWordNet 1.0 was presented in [81]. The resource consists of an annotation of the older

WordNet 2.0 and was publicly made available for research purposes;

2. SentiWordNet 1.1 was only discussed in a technical report [82] and was never made public;

3. SentiWordNet 2.0 was never made public and is only discussed in the author’s PhD thesis [6];

4. SentiWordNet 3.0 [9], is actually the latest version and is based on the WordNet’s 3.0 version.

EmoLex. The NRC word-emotion association Lexicon (EmoLex) [160] is a list of more than

14,000 distinct English words annotated according to both emotion and sentiment categories. In

more detail, for each word w, the lexicon provides the w’s associations with eight basic emotions

coming from the Plutchick wheel of emotions [183] (anger, fear, anticipation, trust, surprise, sad-

ness, joy, and disgust) and two sentiments, such as negative and positive. The annotations were

manually done using the crowdsourcing Amazon Mechanical Turk platform24. All the provided

categories are not mutually exclusive. Thus each word can be tagged with multiple emotions and

polarities. Moreover, the lexicon also includes words not associated with any emotion or polarity

category, namely neutral words.

MPQA Subjectivity Lexicon. The MPQA Subjectivity Lexicon (list of subjectivity clues)

is a lexical resource proposed by Wilson et al. [247]. The resource is part of OpinionFinder [56], an

automatic system for detecting subjective sentences in corpora. The resource is composed of a little

less than 7,000 English words tagged according to traditional polarity classes (positive, negative, and

neutral) by human annotators. The list also includes a small set of words tagged with both negative

and positive value.

AFINN Lexicon. The AFINN lexicon is a list or around 2,500 terms manually tagged with

an emotional value ranging from -5 (negative) to +5 (positive) by Finn Arup Nielsen. In more

detail, positive words are scored from 1 to 5, while negative words from -1 to -5. Even though the

lexicon was inspired by ANEW [37], it is particularly focused on the language used in microblogging

platforms. Due to this, the set also includes obscene words, slang, acronyms and Web jargon.

SentiStrength. SentiStrength [221] is a lexicon-based Sentiment Analysis method that es-

timates the strength of positive and negative sentiment in short texts. The lexicon is composed

by English words - both formal and deriving from social media - manually annotated with a score

ranging between +5 (positive) and -5 (negative). In details, the positive score ranges between 1 (not

positive) and 5 (extremely positive), while the negative one ranges between -1 (not negative) and -5

(extremely negative). Moreover, the resource allows to obtain binary (positive and negative), ternary

24Amazon Mechanical Turk platform: https://www.mturk.com/

https://www.mturk.com/
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(positive, negative and neutral) and single scale (-4 to +4) scores.

SenticNet. SenticNet is a concept-level semantic network for Sentiment Analysis. The resource

provides both sentiment and semantic annotation for about 30,000 knowledge concepts. Moreover,

it also includes a parser able to return two sentiment variables, as the polarity score and a sentic

vector. The polarity score is a real value. The sentic vector is an emotion-oriented value related to

four base-ground emotions: pleasantness, attention, sensitivity, and aptitude. These emotions have

been identified according to the Hourglass model of emotions [44], a model inspired by Plutchiks

theory on basic human emotions.

Sentiment140. The Sentiment140 Lexicon [215] is a lexicon provided by the NRC-Canada

team, as the NRC-Hashtag Sentiment Lexicon resource. Instead of using hashtags as tweet labels,

the authors exploit a 1.6 million corpus of tweets which include positive and negative emoticons.

Then they apply the same procedure already used for building the Twitter Emotion Corpus [155].

NRC-Hashtag/TEC. The NRC-Hashtag Sentiment Lexicon (or Twitter Emotion Corpus, or

TEC) [155] is an automatically created sentiment lexicon. The resource is built starting from a

set of over 750,000 tweets containing emotional hashtags, such as #good, #bad, #terrible, and

#excellent. Each tweet is labelled according to the polarity of hashtags inside it. Emotions cate-

gories refer to the eight basic emotions theorised by Plutchik in the Hourglass model of emotions.

Then, using the pointwise mutual information (PMI) [58] measure between each word and the cor-

responding polarity label of the tweet, a sentiment score is computed for each word. The resource

is composed by over 16,500 terms tagged with a real-valued score between 0 (not associated) to ∞
(maximally associated).

Harvard General Inquirer. The Harvard General Inquirer is a lexicon proposed by Stone et

al. [111]. It provides about 1,900 positive terms and over 2,000 negative terms. Words are tagged

according to a broad set of multiple dimensions such as polarity, emotions, and semantics. In more

detail, the semantic category is, in turn, split according to Charles Osgood’s semantic differential

findings regarding primary language universals. The polarity classification has been further parti-

tioned providing more focus than the traditional binary categories. Following this partition, the

system identifies four additional dimensions, such as pleasure, pain, virtue and vice. The firsts two

typically refers to positive and negative terms, while the two latter indicate strength and weakness

respectively. Additional categories focus on overstatement and understatement, generally reflecting

the presence or the lack of emotional expressiveness 25.

25A detailed and comprehensive list of provided tags can be found in Descriptions of Inquirer Categories and Use
of Inquirer Dictionaries at https://urly.it/31b6g

http://www.wjh.harvard.edu/~inquirer/homecat.htm
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2.7 Making Predictions using Social Media

In this section, we address and describe both motivations and areas where prediction with social

media may be made.

According to Yu and Kak [256], currently, most predictions using social media can be made better

by human agents such as specifically experts. However, the automatic prediction is motivated by

several good reasons [256]. Firstly, automatic prediction requires fewer costs than human labour

[35]. Secondly, human labour is intentionally or unintentionally, affected by bias, intents, and ideas

of the labourer. As a consequence, human labour may be not purely based on objective probability

[249]. Thirdly, the automatic prediction allows processing a more significant amount of data and

providing faster - or real-time - results. Finally, people tend to undervalue high probabilities and

overvalue small probabilities. As a consequence, events having high or small probabilities are worst

predicted by people [249, 96].

According to Yu and Kak [256], not all topics are well suited for making predictions starting

from social media data. In general, a topic well predictable with social media must meet some

requirements. Firstly, the prediction topic must be related to a human event. This means that

social media are not suitable to predict events whose development is independent of human actions,

such as natural disasters. In more detail, on social media, users publish their feelings, opinions, and

beliefs. Prediction methods extract, analyse and match data and finally make predictions according

to the impact and influence of people to the observed topic. However, if the topic is a non-human-

related event, such as an earthquake, gained data are not related to the development of that event.

As a consequence, these social media data cannot be used to predict events independent to human

actions, but at the most to understand people’s opinions regarding these events.

Secondly, at least partly, the distribution of the composition of involved persons on social media

should reflect as to that in the real world [108]. Since it is well-known that not all people in real-

world use social media, these data could be treated as samples. Moreover, the sample could present

a built-in bias since the sampling process is uncontrollable [256]. In these contexts, it is preferred

to take into account proportions of biased samples to make sure they remain in an acceptable and

reasonable range. Lastly, one must consider the nature of the topic. Indeed, there are some topics

upon which is considered impolite to express opinions having a particular orientation. Therefore,

the topic should be easily and freely discussed by people in public. Otherwise, social media contents

could be biased [256, 108].

2.8 Sentiment Analysis Challenges

The Sentiment Analysis research field implies several challenges. Some of these have been already

discussed in regards of TSA in Section 2.2. Beyond the Twitter Sentiment Analysis, common

challenges in Sentiment Analysis are crucial for the effectiveness of methods. This has lead to
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the development of works focusing only on challenges that still remain and unexplored questions,

such as [157, 109]. For instance, in [109], the author presents two comparison research among

forty-seven previous methods in Sentiment Analysis. The first comparison examines relationships

between Sentiment Analysis challenges and review structure. The second comparison discusses the

importance of solving these challenges to improve accuracy.

Besides works centred on challenges, many research papers highlight encountered issues and

possible solutions to avoid them, as in [199] and in [163].

Most research agrees on the identification of some significant issues. A fundamental challenge is

related to the correct interpretation of the context in which words are observed. The vast majority of

SA tools still have difficulties in precisely evaluating the polarity of statements. For instance, this is

particularly clear when one deals with sarcasm or irony. People can infer various useful information

to identify ironic or sarcastic statements directly from the context in which these appear.

Moreover, voice intonation together with facial mimicry and body gestures may provide var-

ious information. Despite this, capturing sarcasm or irony can be hard also during face-to-face

conversations. If also for humans detecting sarcasm and irony in written texts is harder than

in face-to-face conversations, the task becomes enormously challenging for automatic tools. The

domain-dependence is another essential factor to recognise the sentiment challenges, as suggested in

[109].

Challenges are still multiple and may relate to the aim of the task that has to be done as well as

specific phenomena. In the following, we first discuss specific phenomena that typically introduce

issues: negated expressions - Section 2.8.1, degree adverbs, intensifiers and modals - Section 2.8.2,

and figurative expressions - Section 2.8.3. Then, we examine challenges concerning the SA tasks’

typology. For the purpose of this thesis, we limit our focus on challenges related to Multilingual

Sentiment Analysis - Section 2.8.4.

2.8.1 Negated Expressions

In Section 2.2, we briefly discussed the effects that might be introduced by negations about the

Twitter Sentiment Analysis. However, negations represent a crucial point in all Sentiment Analysis

related contexts. The negation has been defined by Morante and Sporleder [162] as “a grammatical

category that allows the changing of the truth value of a proposition”. As an obvious consequence,

an analysis of sentiments can be strongly empowered by understanding the impact of negation.

Negation that is often expressed through linguistic entities as no, not, and never, can significantly

affect the sentiment of its scope [157, 263]. Following the existing literature, we will refer to the

negation unit as the negator, while the text that is affected by the negator is the argument.

Since earliest SA works, handling negation appeared a crucial point. The literature shows that
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first works typically employ simple heuristics to manage negations’ effects. According to Zhu et

al. [263], negation models based on heuristics can be divided into two main classes, namely Non-

lexicalized assumptions and modelling, and Simple lexicalised assumptions. The first class can be

further divided following two main hypotheses, thus Reversing hypothesis and Shifting hypothesis.

• Non-lexicalized assumptions and modelling. This view states that the impact of negators

is independent by the negator itself and by both semantics and syntax of the argument. In

these models, which are defined in [263] by Equation 2.16, parameters are only based on the

sentiment value of the arguments.

s(wn, ~w) := f(s(~w)) (2.16)

where s is the argument, (~w) is the sentiment score of the argument, and (wn, ~w) is the

sentiment score of the entire negated phrases.

– Reversing Theory. The Reversing theory consists of changing the degree of the words’

sentiment through a fixed constant. Thus, in this view, a negator simply reverses the

sentiment score (~w) into s(~w).

– Shifting Theory. The Shifting theory foresees the polarity flip of the words affected by

negations. In other words, a basic shifting model depends on s(~w) only, which can be

written as Equation 2.17.

f(s(~w)) = s(~w)sign(s(~w))C(2) (2.17)

where sign(∗) is the standard sign function which determines if a constant C should be

added to or deducted from s(wn). The constant is added to a negative s(~w) but deducted

from a positive one [263].

• Simple lexicalised assumptions. As observed, both previous hypotheses rely on s(~w).

However, the effectiveness of non-lexicalised heuristics is limited. Due to this, semantic or

syntactic information derived from negators or arguments could be helpful. To this end,

researchers have proposed to extend non-lexicalized heuristics by building models dependent

by the negator26, as shown in Equation 2.18.

s(wn, ~w) := f(wn, s(~w)) (2.18)

The empirical study performed by Zhu et al. [263], has been demonstrated that these simple

heuristics can be not sufficient in establishing the real impact of negation units on words. They show

26For a more comprehensive investigation on Negation-based modelling see [263].
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that negators often mutate positive words into negative, and also make negative words less negative,

but not positive. Starting from these observations, the authors propose to use an embeddings-

based recursive neural network to capture the impact of negators better. Another proposed solution

[119] foresee the building of separate words’ sentiment lexicons to allow the observation of terms in

affirmative and in negated contexts.

To summarise, despite the researchers’ effort, several aspects of negation are still not understood.

Open issues include the relationship between negators and contexts, the possibility to rank negators

depending on their impact on their arguments’ sentiment, and the relationship between negators

and their usage in different communities and cultures.

2.8.2 Degree Adverbs, Intensifiers, and Modals Verbs

Degree adverbs - such as just,moderately, and slightly - as well as intensifiers - such as very and

too - can impact the sentiment of the sentence’s predicate. In more detail, degree adverbs quantify

the extent or amount of the predicate, while intensifiers add emotionality to the predicate they

modify, without changing the propositional content. Due to some shared characteristics, degree

adverbs and intensifiers can be occasionally inter-changed. This led to the impossibility of building

comprehensive lists of them also for linguists. Since both affect the sentence’s predicate, they also

can impact on the entire sentence’s sentiment. Due to this, various works have been focused on the

interaction between these linguistic units and the predicate. Most of the works focus on identifying

sentiment words by bootstrapping over patterns involving degree adverbs and intensifiers [157]. As

a consequence, manage these phenomena remain challenging, and several questions are open still

now. Open issues include the identification of regular patterns about their impact on sentiments, the

possibility to rank them by their impact, and the identification of the contexts where the modifier’s

impact may change27.

Modals verbs28 are used to convey the degree of confidence, possibility, probability and permission

to the predicate. As a consequence, if the sentences’ predicate is sentiment-bearing, modal verbs

may change or vary the whole sentences’ sentiment. In other words, the sentiment of a modal verb

conjunct with a predicate could diverge from the sentiment of a predicate observed alone. Contrary

to the case of the intensifiers and the degree adverbs, the automatic determination of modals’ impact

on sentiments has been sparsely investigated [157].

27For a more comprehensive view of issues related with degree adverbs and intensifiers see [118]
28English modal verbs include can, could, may, might, shall, should, will, would and must.
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2.8.3 Figurative Expressions

Literal and figurative language is a dichotomy distinction referred to the fields of language analysis.

The literal language uses words exactly according to their meaning. The figurative - or non-literal

- language uses words by the common knowledge deviates from their exact definitions. Thus, by

definition, figurative expressions are not compositional. Consequently, the meaning of a figurative

expression cannot be entirely inferred by individual meanings of its components. Given the difficul-

ties caused by the impossibility to derive the correct meaning of these lexical expressions, there is

a growing interest in detecting figurative language. In particular, several researchers focus on irony

and sarcasm. The task is such crucial that some competitions directly focus on these themes, such

as the Task 11 of the 2015 SemEval competition on Sentiment Analysis of Figurative Language in

Twitter29. Also in SemEval 2014, the Task 930, namely Sentiment Analysis in Twitter, provided

an additional test set for sarcastic tweets31. Results provided by SemEval participants showed that

performances had dropped by about 25 to 70 per cent. These out-comings testify the need to apply

dedicated solutions to models to manage sarcastic texts. As underlined by Saif M. Mohammad

[157], while sarcasm and irony have seen a growing interest from researchers, the literature lack in

works focusing automatic sentiment detection in rhetorical questions and hyperbole, as well as other

creative uses of language.

2.8.4 Challenges in Multilingual Sentiment Analysis

The literature regarding Multilingual Sentiment Analysis suggests that the most used approach

foresees the mapping of sentiment resources from English into other languages. This method is

particularly widespread mainly due to the lack of resources for most languages. In this thesis, we

will present some analysis falling in the Multilingual Sentiment Analysis field. Following previous

existing works, we address multilanguage contexts by translating English resources into the Italian

language. Our motivations and solutions, which will more deeply be discussed following, are driven

by the need to align and compare results obtained for two different languages, and thus to start from

similar starting points - for instance, statistically comparable seed-lexicons - in both cases of study.

The mapping of English resources has been used to automatically generate a Romanian subjectiv-

ity lexicon to classify Romanian texts in [149]. In [237], Chinese customer reviews are translated into

English to allow rule-based annotation. In [40], the authors adapted an existing English semantic

orientation system to Spanish and also compared several alternative approaches. The authors stated

29SemEval-2015 Task 11: Sentiment Analysis of Figurative Language in Twitter : http://alt.qcri.org/

semeval2015/task11/
30SemEval- 2014 Task 9: Sentiment Analysis in Twitter: http://alt.qcri.org/semeval2014/task9/
31The 2014 test dataset combines five test sets: Twitter-2013, SMS-2013, Twitter-2014, Twitter-sarcasm-2014, and

LiveJournal-2014.

http://alt.qcri.org/semeval2015/task11/
http://alt.qcri.org/semeval2015/task11/
http://alt.qcri.org/semeval2014/task9/
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that the Spanish Semantic Orientation calculator obtain worst performances than the English Se-

mantic Orientation calculator also due to both a significant semantic loss and the small preliminary

dictionary. In [206], the authors presented a Spanish resource for a multilingual sentiment analysis

tool. Moreover, the authors empirically explored the impact of machine translation on sentiment

analysis performances. German, Russian and Spanish corpora have been translated to English. The

SA performance decrease in the worst case remained within 5%.

Despite the effort spent, some research areas of Multilingual Sentiment Analysis remain less

explored. Open issues relate with how sentiment modifiers - i.e., modal verbs and negators - differ

across languages, with preserving the degree of sentiment in texts after the translation, and how

figurative language can be translated without losing the figurative meaning.



Chapter 3

Human Migration

In this Chapter, we present the basic context of the human migrations study field, and we describe

an overview of various means of analysing migration stocks and flows. In particular, we analyse

the current state-of-the-art concerning human migration studies starting from primary definitions

and notions. Then, the role of Big Data as an alternative data source is discussed, considering its

possible advantages and disadvantages.

3.1 Introduction to Human Migration

Humans have been on the move since the beginning of time. Recent history has proven to be one of

the periods most affected by the migration phenomenon than at any time before in human history.

Motivations and consequences of the migratory phenomenon have been the focus of a wide amount

of studies carried out by scholars belonging to various research fields. To date, several definitions

have been formalised to capture the migration essence. In general, human migration consists of

any movement by human beings from a place to another driven by the intention of temporarily or

permanently settling in the new location. It typically involves - or can involve - movements over long

distances by an individual or large groups. Consequently, a migrant can be defined as an individual

who permanently or temporarily lives in a country differing from the country of birth.

For the purpose of this thesis, we concentrate on three macro-groups of migrants - immigrants,

emigrants, and returner migrants - that will be treated in detail in Section 3.1.1. However, in order

to provide a quite comprehensive overview of the complexity of the human migration phenomenon,

in following we report some of the possible classification related to both migrants and types of

migrations.

Migrants can be defined and classified based on several factors including the motivations that

have driven the journey, i.e., migrant worker and refugee, or destination places, i.e., international

migrant. The United Nations Convention on the Rights of Migrants has defined a migrant worker

45
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as a “person who is to be engaged, is engaged or has been engaged in a remunerated activity in

a State of which he or she is not a national”. Despite that, there is no formal legal definition

of an international migrant, is commonly accepted that “an international migrant is someone who

changes his or her country of usual residence, irrespective of the reason for migration or legal status”1.

Refugees are defined by the United Nations High Commissioner for Refugees as people “who are

outside their country of origin for reasons of feared persecution, conflict, generalised violence, or

other circumstances that have seriously disturbed public order and, as a result, require international

protection”.

A further distinction relates to migration’s duration. A short-term or temporary migration

typically refers to journeys with a length between three and 12 months. On the contrary, long-term

or permanent migration concerns changes in the country of residence of a duration of at least one

year. Similarly, the Special Rapporteur of the Commission on Human Rights has established a

formal classification for migrants, refugees, and stateless people2. Observing these definitions is easy

to deduce how difficult is to formally and universally define what constitutes a migrant or a refugee.

Besides the definitions of people who move, also the movements itself can be classified based on

their types. Briefly, types of human migration include:

• Internal migration: moving within the same state, country, or continent.

• External migration: moving from to a different state, country, or continent.

• Emigration: leaving one country to move to another.

• Immigration: moving into a new country.

• Return migration: moving back to the origin place.

• Seasonal migration: repetitive moving based on the season or in response to climate conditions

or labour.

Migration is driven by factors frequently referred to as push and pull factors. These factors are

in large degree self-explanatory. Push factors are those which forces people to leave their homeland.

On the contrary, pull factors are the offers which attract people to move to a country, such as

opportunities not available in migrants’ homeland. Is interesting to note that push factors were

substantially unchanged since humans have begun moving from a place to another over the world.

People have been motivated to seek new residences as a result of poverty, drastic climate change, civil

war, wars between nations, discrimination, political, gender, ethnic, racial and religious persecution,

famine, territorials annexations, and imperial expansions.

1United Nations Department of Economic and Social Affairs.
2For further information refer to https://www.ohchr.org/en/issues/migration/srmigrants/pages/srmigrantsindex.aspx

https://www.ohchr.org/en/issues/migration/srmigrants/pages/srmigrantsindex.aspx
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As well as push factors, also pull factors are still unchanged. They include the entire set of

opportunities, benefits, and improvements which contribute to migrants’ well-being and that cannot

be obtained in their own homeland.

3.1.1 Immigrants, emigrants and return migrants

Following the related literature, three macro-groups of migrants can be identified, plus the already

mentioned refugees.

Emigrants The migration phenomenon starts from out-migration, thus when people leave a coun-

try to reach and settle in a new abroad location. Obtaininig information about these people, the

emigrants, is quite difficult. Reasons are various. First, based on country policies, people are not

always obliged to declare their departure. Moreover, also when the departure registration is com-

pulsory, people can leave their country in an illegal manner escaping from the controls. Secondly,

after departure information on emigrants are no longer included in origin country registers. Due to

these reasons, information about emigrants is typically obtained from the destination countries.

Immigrants As a result of international migration, foreign-origin communities arise in destination

countries. Despite citizenship and ethnicity, the country of birth and parents provide the basic factors

in determining the foreign-origin or immigrant population. Typically, in the foreign-origin population

are included both first and second immigrants generation [83]. The main difference between the two

generations consists of the birth country. The first generation relates to people born abroad and

then moved to a new destination country of residence. The second generation relates to immigrants’

children that are born in the country of residence but having at least one parents born abroad.

Return migrants Migration is strongly characterised by the repetitiveness of events. For instance,

surveys have proven that in Estonia people change their residence on average 5 - 6 times during their

life and this behaviour tends to increase in younger generations [192]. In the international migration

phenomenon context, the repetitiveness of events leads to return migration, consecutive migration

and circular migration. Respectively, return migration occurs when the out-migration is followed

by returning to the origin country; consecutive migration implies that from the destination country

people move to other countries; and, circular migration provides that occur repeated departures

from and returns to the origin country.

3.1.2 The migratory process

The migratory process can be analysed through three different main phases, namely the journey,

the stay and the return. Respectively, the journey relates to the analysis of migrants’ stocks and

flows; the stay concerns migrants’ integration and the migration impact on both communities and
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countries involved; finally, the return refers to the study of both migrants and factors involved in

the migrants’ return to the own origin homeland.

The journey. Most of the information about migration flows and stocks derive from administrative

data and official statistics, thus from surveys and national censuses. The migratory phenomenon

intrinsically concerns at least two countries. Due to this, its study implies the use of cross-referenced

data coming from among various nations. Data are often inconsistent across databases and shows

low spatially coverage and poor time resolution. Given the recent wide availability of Big Data,

researchers have begun to employ these new data in understanding and estimating the migration.

Thanks to Big Data characteristics it may be possible to develop methods able to analyse high-

resolution real-time data and to extract new indexes for estimating, nowcasting, and evaluating

stocks and flows.

The stay. Migration has a multitude of important effects both on the migrant population, and

on the receiving and source communities, including cultural diversity, economic changes, social

interaction. Migration’s impact on the host society as well as on the hosted community could

result in both long- and short-term changes. The study of the stay phase highly correlates with

migrants’ integration in the host country. Several indicators can be used to measure immigrants’

integration rate including social ties, financial situation, and the labour market. As for the journey,

the study of the stay phase is based on official datasets which when available typically have low

resolution. Again, the rise in availability of Big Data has led to new opportunities in observing

migrants’ integration and related consequences through unconventional data with high resolution

and large spatial cover. Given that the integration affects several aspects in both the host and

hosted society, various unconventional types of data can be used to measure the phenomenon. For

instance, call data records can help in tracking the population after disasters occur. Changes in

purchase habits and economic status can be analysed through retail data. Social network analysis

can allow computing novel integration measures or estimating social evaluation.

The return. Origin communities are one of the main actors involved in the migration phenomenon

since they face the effects of migrants’ departures. However, source communities are also involved

in the opposite phenomenon occurring when migrants return to the homeland.

3.2 The role of Big Data

Data volume and sources have reached exponential growth leading to data generation at 2.5 Exabytes

(1 Exabyte = 1.000.000 Terabytes) per day3. This high amount of data come from everywhere:

3IBM, Big Data and Analytics, 2015. http://www-01.ibm.com/software/data/bigdata/what-is-big-data.html

http://www-01.ibm.com/software/data/bigdata/what-is-big-data.html
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mobile phone GPS signals, climate sensors, traffic and flight routes, social media platforms, purchase

transactional records, digital pictures and videos (YouTube users upload every minute 72 hours of

new video contents), and many others. These data are Big Data [76]. “Big Data” refers to the

enormous amounts of unstructured data produced by applications falling in wide and heterogeneous

application scenarios. Nowadays, Big data represent a novel possibility to provide an alternative to

traditional solutions [18]. The term does not rely only on storing or accessing data but also include

the set of methods and solutions designed to analyse them. The concept of Big Data is described

through the 3V model. The model, theorised by Laney [71] in 2011, is defined as: “high-volume,

high-velocity and high-variety information assets that demand cost-effective, innovative forms of

information processing for enhanced insight and decision making”. The definition was updated by

Gartner [25] in 2012: “Big data is high volume, high velocity, and high variety information assets

that require new forms of processing to enable enhanced decision making, insight discovery, and

process optimisation”. Both definitions point out on the three basic features of Big Data: Volume,

Variety, and Velocity. However, big data practitioners have again extended the 3V model into a 4V

model by including a new “V” for Value [97]. Furthermore, the 4V model can be even enriched by

the Veracity concept, rising to a 5Vs model. Summarising, the set of V-models defines what is (and

what is not) Big-Data-related. The five concepts can be described as follows [97, 71, 18]:

• Volume refers to a large amount of data from several data sources, including digital devices.

Benefits coming from these large datasets implies several challenges, for instance, obtain reli-

able knowledge - see Value feature.

• Velocity: refers to the speed of data broadcast. Data are continuously uploaded and enriched by

complementary data collections, and different kinds of streamed data from multiple sources.

In this context, this feature has driven the development of new methods able to suitable

processing and analysing data.

• Variety refers to different types of data collected from several sources, including mobile phones,

social networks, and sensors, such as texts, audio, images, and data logs. These data can be

unstructured or structured, such as data from relational databases.

• Value: refers to the process of mining reliable and valuable information from large sets of data,

and it is commonly referred to as Big Data analytics. The Value feature is the most important

characteristic of most of the Big-Data-related application.

• Veracity: refers to the reliability, accuracy, and fairness of information. At the basis of the

information management, there are the core doctrines of data quality, metadata management,

and data governance, together with privacy and legal concerns.

Recently, analytics over Big Data repositories has received great attention from the research

communities. Without a doubt, the scientific computing is the most significant application context
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in which Big Data are exploited [62]. Traditional methods, tools, and frameworks have become

inefficient in providing effective solutions for managing the data growth, as well as for processing

this increasing amount of data. As result, one of the most popular and crucial topic in computing

research relies on handling and extracting useful knowledge from these data sources [62, 252].

The journey Given the high number of constraints and issues related to traditional data sources,

in the last decade, we have witnessed an increasing Big Data use in Human Migration studies. In

this context, works exploiting Big Data4 have been carried out using mobile phone data.

Currently, phone operators collect very detailed information about human mobility, even if those

are limited in spatial scale - national -[210, 116]. Other Big Data examples include e-mail commu-

nication logs and Skype data.

Mobile phone data have been employed to describe internal migration in developing countries

[32] and to track population whereabouts after disasters occur [21]. Blumenstock et al. [32] show

how call record data from Rwanda can be used to compute aggregate levels of migration captured

in a standard household survey. Phone data have also been used to measure patterns of mobility.

Authors conclude that call record data allow observing individuals migrations, their destination and

frequent returns in either origin or destination place.

As well as phone data records, human migration has been studied by using e-mail communication

logs. In [240], geographic locations of anonymised users log into Yahoo! services are used to estimate

country-to-country flows and migration patterns between countries. The authors develop a protocol

to distinguish people that in a one-year period had spent more than three months abroad - defined

“migrants” - from users who spent less than a month in a country different from their country of

residence - “tourists”. To predict migration and tourism flows, phone calls data are crossed with data

regarding colonial ties, geographic locations, visas, and economic development. At the global level,

results show migration patterns driven by socio-cultural dimensions, such as geography, language,

and economy. Together with traditional ones, new routes are also traced. Geolocation data allow the

authors to characterise the pendularity of migration flows, i.e., the extent to which migrants travel

back and forth between their countries of origin and destination. Pendularity levels are spatially

dependent and are higher among closer countries. High levels are observed within the European

Economic Area. In this case, Big Data is used in conjunction with traditional data in a crossed

study including sociology, demography, and geography.

Yahoo! e-mail messages can also be used to estimate human mobility by inferring both age

and gender-specific migration rates [258]. Out-comings show increasing mobility and a faster pace

of female mobility. Again, the authors conclude outlining the Big Data potential in demographic

research, especially for developing countries.

Big Data has attracted researchers attention due to their capability to avoid various limitations

4Researches conducted by employing Social Big Data will be discussed separately in Section 3.2.
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imposed by traditional data. Together with the easy retrieving and the high resolution, they allow

real-time analysis. Besides Social ones, which will be discussed in Section 3.2, data like those gathered

from Google Trend Index (GTI)5, have been recently employed by Böhme et al. [33] to forecast the

immigrants’ journey. GTIS are cross-validated with data of the Gallup World Poll survey which

is focused on peoples’ plans of moving. The comparison seems to testify that the GTI data could

effectively nowcast trend of migration intention.

However, also Big Data has some restrictions. In particular digital traces resulting from inter-

actions of people and Information and Communications Technology (ICT) infrastructures implies

some issues that need to be taken into account [125].

A well-known concern relates to privacy issues linked to the disclosure of personal information

online. For migrants, privacy problems can become more critical, especially in cases where they

have travelled and entered their destination country illegally. Together with privacy, another main

problem related to selection bias is the sample’s representativeness. For instance, as is widely known,

digitalisation penetration rates vary depending on several factors, including the countries and users’

age and gender. As a consequence, some specific groups of users could be difficult to observe.

On the other hand, as previously explained, Big Data allows overstepping several traditional data

limitations. Their principal benefits related to the low expense and effort needed for retrieving,

and their potential real-time collection. Also, while considering potential selection bias, Big Data

provides fine-grained worldwide coverage.

Social Big Data Social Big Data comes from joining the efforts of two previous domains: social

media and Big Data. Social Big Data are based on the analysis of the wide amount of data com-

ing from multiple distributed sources focused on social media. Social Big Data analysis [141, 45]

is inherently interdisciplinary and includes various research areas such as Computer Science - for

instance, through Natural Language Processing (NLP), Machine Learning (ML), Data Mining, Sen-

timent Analysis (SA) and Opinion Mining (OP), Information Retrieval (IR), and Network Analysis

- Linguistic and Philology, Economy and Psychology, amongst other. As a consequence, their em-

ployment covers an almost unlimited number of domains. Data, as well as resources, show a wide

range of different characteristics and includes GPS signals, supermarket transactions, and healthcare

data.

According to Khan et al. [114], Social Media has become the most relevant and representative

data source for Big Data. Thanks to their ubiquity, data can be collected from a practically limitless

number of websites and applications, such as Twitter, Facebook, LinkedIn, Instagram, and Flickr.

Starting from 2013, the number of tweets each minute has increased by 58%, leading to more

than 455,000 tweets per minute in 20176. The era of Big Data is underway [36]. Just like the

5https://trends.google.com/trends/
6Domo’s Data Never Sleeps 5.0 reporthttps://urly.it/3f-v

https://web-assets.domo.com/blog/wp-content/uploads/2017/07/17_domo_data-never-sleeps-5-01.png
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Web rapidly evolves, users are evolving too. We are in the era of social connectedness, where people

interact, share, and collaborate through social networks, online communities, blogs, and other online

collaborative platforms. Datasets gathered from social media contain various type of information

about users. As compared to traditional data sources, they are potentially unlimited in terms of

sample size since they cover a large set of the worldwide population. Online Social Networks (OSNs)

can allow researchers to analyse temporal variations easily, and to now-cast migration phenomena.

Besides the advantages, the literature has highlighted also potential issues. Together with privacy

and ethics concerns, the selection bias represents a critical point. As underlined by Boyd et al. [36],

Twitter does not represent “all people” since Twitter users are a particular sub-set of the entire

world population. As a result, the population using Twitter may not be representative of the global

population. Moreover, we cannot assume that accounts and users are equivalent. Beyond the so-

called Twitterbots7, users can access social media via the web without ever registering an account,

an account can be shared by multiple individuals, while some users subscribe to multiple accounts.

The selection bias has become the focus of various works, in particular, the one concerning

Twitter [254, 152]. Results are consistent among different works. For the United Kingdom and the

United States, results highlight predominant rates of young adults with higher percentages of males

and a higher Twitter’s penetrations in densely populated urban areas. Moreover, studies report that

the Twitter population is a non-representative and non-random sample of the offline population and

of the race and ethnicity distribution.

An interesting study of the Pew Research Center [181] has inspected trends in social media usage

over demographic groups. Even if young adults are the most likely to use social media - about 90%

-, over-sixties has more than tripled since 2010. Previously attested socio-economic differences seem

to decrease. In the past, higher-income households and higher educated people were more likely

to use social media. Today 56% of people living in the lowest-income households are using social

media. Similar results are obtained observing educational levels. Surprisingly, no differences in

gender, racial and ethnic rates are underlined. However, still, there are different levels of social

media penetration between rural and urban areas.

Even though selection bias must be considered, various research attested the importance of these

unconventional data sources in understanding migration patterns.

Geolocalised Twitter data have been used by Zagheni et al. [257], to analyse trends in mobility

and migration flows in OECD countries. The work considers only users that have at least three

geolocated tweets for each period of four months. Users’ country of residence is estimated for each

period as the “modal” country. That is the country where most of the tweets were posted. For each

user, if two consecutive periods shares the same modal country, authors assume that the user did

not move over eight months. If two consecutive periods show two different modal countries, i.e. C1

7A Twitterbot - sometimes spelt “Twitter bot” - is a software program which produces automated posts without
directly involving a person on Twitter.
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in the first period and C2 in the second, they estimate that the user has moved from country C1 to

country C2 over the eight months considered. Bias was addressed through a difference-in-differences

approach. Results they obtain outline an increasing out-migration flows from European countries

heavily penalised by the economic crisis, such as Greece, and Ireland. Others European countries,

such as Italy, show that out-mobility rates are decreasing, at least in relative terms. A decline in

out-migration rates from Mexico to other countries is observed. This last result is consistent with

recent estimates of the Pew Research Center for the period 2005-20108. Moreover, their Twitter data

show that this trend persists. Official statistics would show this information only with a considerable

delay.

Most of the research employing Social Big Data has been cross-validated with official statistics.

Results almost always agree on the potential of Twitter as a proxy for human migration and mobility.

Furthermore, geolocalised Twitter data allow observing mobility trends and localise flows and stocks

of migrants before the official statistics are published.

Measuring Integration: Unconventional Data Sources Nowadays, mobile phones are om-

nipresent. In most developed countries their coverage reaches 100% of citizens, and also in develop-

ing countries, mobile phones are becoming more common. Due to this increasing ubiquity, mobile

phones are ever more used as data sources for a wide range of research lines. For instance, they

have been used as traffic or mobility sensors [164], as population density estimators [65], detectors

of populations reactions to emergencies [10], and as communication hubs, among others.

Most research on social interactions was typically made by using surveys having low coverage -

around 1,000 people [31] - and which provide potentially biased data, due to the subjective nature of

answers of people interviewed. On the contrary, CDR inherently includes objective data regarding

communications between millions of people at a time. A CDR typically includes the call’s timestamp,

both the caller ID and the called phone number, and the mobile tower used to route the call. These

data could be enriched by geographical information also and may be matched with demographic

data containing information, such as age and gender. Such personal data combination leads to

particularly rich datasets that can be used as information sources for researchers.

While CDR data have been widely exploited for various mobility purposes, CDR-based studies

aiming to analyse the international migration phenomenon are few. Even if motivations are various

the most crucial relate to cover and privacy issues. Firstly, due to the difference in phone operators

among nations, CDR datasets typically cover one single country. Second, due to privacy reasons,

CDR datasets do not include information regarding customers’ nationality. Thus, cover constraints

and lack of fundamental information make the study of international migration quite difficult. How-

ever, in the literature there are few exceptions, some of which are represented by challenges, such as

8https://urly.it/3f b

http://www.pewhispanic.org/files/2012/04/ Mexican-migrants-report_final.pdf
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the “Data for Refugees Turkey” (D4R Turkey) challenge9. Recently, Rein et al., [3] exploits roaming

CDR datasets to differentiate four different travel behaviours. Starting from Vertovec’s theory [231],

the authors focus on the concept of transnationalism. By meaning transnationalism as “operating

actively in two or more countries”, a transnational person is defined as an individual who generally

stays in Estonia but also regularly visits one or several other countries. Travel behaviour parameters

and social profiles allow authors to identify transnationals, cross-border commuters, foreign workers

and tourists.

Retail data can be used to observe migrants’ integration dynamically. Retail data gathered from

supermarkets allows inspecting migrants’ purchases for understanding if they are gaining habits of

the destination country. Immigrants’ degree of integration can be estimated by analysing food con-

sumption baskets, and their variation during the immigrants stay in the host country. Moreover, the

degree of integration can be estimated by considering economic aspects as well as the timing and how

immigrant customers change types of purchases. Analysing retail data over time allows observing

the migration phenomenon from both an individual and a collective point of view. Furthermore,

these analyses can result in better understanding of migrants’ habits and the developing of novel

well-being policies.

In [92] and [93], data from a large Italian retail supermarket chain are used to assess the pur-

chases habits distance between immigrants’ and natives. The observed dataset is composed of prices,

promotional sales, and products purchased by customers. In addition, the dataset includes for each

customer, the country of birth and the date in which the supermarket’s fidelity card was obtained.

Despite the majority of customers are Italians, the dataset also includes a 7% of foreign-born cus-

tomers. By observing the numbers of customers joining the fidelity club in France, Romania, and

Albania, the authors found results in line with immigration trends from European official statistics.

Thus, these data could be representative of the migrant population. The authors apply two different

approaches: a top-down and a bottom-up approach. The top-down approach allows comparing the

amount spent by foreign-born with the amount spent by Italian customers on a specific period. By

applying the top-down approach, authors can estimate the immigrants’ habits distance with natives’

customs. However, identifying products reflecting the distance with natives’ norms is not an easy

task. Conversely, the bottom-up approach starts from migrants’ baskets composition for developing

an indicator of shopping distance concerning the natives’ typical baskets. Applying the algorithm

developed in [94], firstly, the authors identify a representative basket for each customer. Then,

by re-clustering representative baskets for countries, they build representative national collective

baskets. Finally, they apply a set-based distance measure and develop the indicator of shopping

divergence/convergence.

9“Data for Refugees Turkey” is a Big Data challenge, whereby Türk Telekom opens a large dataset of anonymised
mobile phone usage to researcher groups for providing better living conditions to Syrian refugees in Turkey. In this
case, customers’ status, i.e., to be a refugee is made available.
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In [169], is presented a work based on Twitter data analyses trends in global human migration.

The authors describe human migration as a three-factor model. On the basis of origin country,

destination country, and time of migration movements patterns belonging to different groups are

inferred by temporal windows ranging from 1 to 5 months. For instance, observing a one-month

window, the authors found patterns related to tourists. Three-months windows relate to Erasmus

students, while five-months windows relate to long-term migration.

As can be observed, most of the recent literature is based on Twitter data. However, some

works have exploited other social network platforms, such as Google+ [147] and Facebook [101, 74].

Messias et al. have presented the first Google+ data based-study on migration clusters, i.e. groups

of countries in which individuals have lived sequentially. The authors have developed a model to

predict the prevalence of a certain triad. Countries more likely to be clustered are identified by using

a set of features such as a shared language or colonial ties. The authors underline that an analysis

such this cannot be accomplished by using surveys data. Surveys do not provide the information

they have used, and, even when are collected they regard only to small regions of a country.

Anonymised data from Facebook’s advertising platform have been used by Dubois et al. [74]

to evaluate the cultural assimilation of Arabic-speaking migrants in Germany. The authors base

migrants’ groups comparisons on an assimilation score. The score is built on the interests’ similarity

between profiles belonging to different migrants’ groups. These groups are modelled on the basis of

the immigrants’ origin country. Results show that the score varies among subgroups populated by

younger and more educated men. Recently, also Zagheni et al. [259] focus on the use of Facebook’s

advertising platform data. The work aims to monitor stocks of migrants in the United States. The

authors assume that besides migration studies, the proposed approach may be applied to demo-

graphic indicators too. Moreover, they underline the importance of Facebook’s advertising platform

as a sampling tool to find and recruit specific populations with targeted ads.

Language in OSNs Migration flows and stocks have been extensively studied starting from a

wide range of available data ranging from labour market data to the number of people living outside

their origin or residency country [126]. Another possible type of data allows to study the migratory

phenomena is represented by the language the users’ use on OSNs. Indeed, the language could

represent a direct link between individuals, origin country, and nationality. Moreover, the language

allows observing the way in which linguistic characteristics of people varies when the contact with

other cultures occur.

The language allows us to express needs, feelings and achieve our communication goals. When

over the time, the society changes and grows more complex, the language must evolve and adapt

itself to the new needs of its population. As a consequence, this evolution leads to changes, creations,

and vanishings of expressions, dialects and even whole languages [89]. Over the past two decades,

globalization has driven social, cultural and linguistic changes panorama in societies all over the

world. Thanks to the influence of pioneering works of linguistic anthropologists, mixing, mobility
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patterns and historical framework became key issues in the study of the languages and of the language

groups [29]. Over time, linguists and sociologists analysed variation and changes in both oral [124]

and written [16] language by exploiting surveys, corpora, and records [89]. In the last decade, the

pervasive use of online social networking and micro-blogging services led to the availability of freely-

made contents never seen before. This unprecedented wealth of written data allows us to obtain a

view of language evolution both from geographical and the time point of view [168].

The literature regarding the language in social networks applied to migration studies is wide and

involves several research fields, including but not limited to mobility patterns, migrations stocks

and flows, Well-Being and Sentiment Analysis. Even though some works focused more on metadata

instead of the real data contents, the text bears a wealth of information, starting from the language

in which is written [126]. The language is the most characteristic trait of human communication, but

it can assume various heterogeneous forms [89]. In particular, dialects can be defined as linguistic

varieties differing lexically, phonologically, and grammatically in regions geographically separated

[52]. Despite its crucial importance and the high effort spent, several aspects about the manner in

which the language spatially varies are still unknown. Detecting and analysing variation in language

is the core of research fields such as socio-variational linguistics and Dialectology. Nevertheless, since

contents in online social networks are generated from users located all over the world, the language

on social platforms testify geographic variations [122]. Identifying these linguistic variations is a

challenging task due to the various forms the variation can assume, such as lexical, syntactic and

semantic. The language has been also investigated in the spatial distribution as well as the spatial

extension of dialects. In this context, most of the works [13, 73, 77, 78] focus on the lexical variation

detection in certain geographic regions. For instance, Ibrahim et al. [110] have combined different

datasets - Hotel reservation, TV program comments, tweets, and product reviews - to present a

semi-supervised sentiment analysis approach for standard Arabic and Egyptian dialectal Arabic.

The authors also build a support vector machine (SVM) classifier based on both linguistical and

syntactical features.

However, works such as the one carried out by Kulkarni et al. [122] are not limited to specific

regions. Kulkarni et al. presented geodist, a computational approach allowing to detect English

linguistic variation and quantify its significance among geographic regions. The method tracks and

detects significant linguistic shifts in word usage across geographical regions. geodist has been used

to investigate the linguistic variation of Twitter data (a) between four English speaking countries

and (b) between fifty states in the USA. The model is able to identify several changes including

region-specific usages, and regional dialectical variations. Finally, the method has been applied

to analyse distances between language dialects. Results of British and American English over a

period of 100 years reveals that the semantic variation between dialects is decreasing probably due

to cultural mixing and globalisation.

Although several studies have investigated the language dynamics on OSNs [15], the most of
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these works focus on specific aspects of the combined study of language and geographical analysis in

Twitter, thus a global picture is often neglected [154]. For instance, language-dependent differences

have been explored from Twitter’s users activity on the basis of posting and conversations patterns

[241]; language, network properties and sentiments have been analysed for the top ten active countries

on Twitter [184]; the impact of language, boundaries, geographic distance, and air travel frequency

has been observed in the formation of social ties on Twitter [217]; and Doyle [73] have proposed a

Bayesian method to build conditional probability distributions of the spatial extension of English

dialects.

Despite the proved effort, many works are still limited in space or languages. A recurrent mo-

tivation is due to the kind of needed resources. For example, in Automated Text Categorisation,

example sets are used to predict categories of unlabelled documents. In Sentiment Analysis, lexicon-

based methods exploit labelled lexicons to assign polarised scores to words and texts. Building these

resources is inherently language-dependent and requires remarkable human efforts, high costs and

time. On consequence, efforts primarily focus on the most attested languages and active countries

on social platforms, leaving aside the others. Only a few parts of the studies provide comprehensive

worldwide-scales studies. For instance, Mocanu et al. [154] have characterised the worldwide lin-

guistic geography finding a universal pattern describing users’ activity across countries and a high

correlation between the Gross Domestic Product (GDP) and the Twitter adoption. By aggregating

OSNs data at different scales, the authors show the high heterogeneity of Twitter penetration and

its relevant correlation with GDP. Moreover, they find that the statistical usage pattern of the social

platform is independent of such factors such as country and language. Results of temporal variations

of the language composition for countries can lead in observing travelling patterns and identifying

in real time seasonal travelling and mobility patterns.

In [139], geolocated tweets have been exploited to analyse spatial-language interaction on Twitter.

The study aims at identifying localised patterns in language among different countries. The authors

mainly focus on relations between tweets language and their spatial distribution to investigate a)

language diversity and its usage in Twitter communities geolocalised by country; and b) cultural

groups’ spatial distribution into different countries. This study allows identifying either dominant

languages and the spatial distribution of minor languages in local communities. Secondly, it leads to

evaluate the language dominance in both local communities and in the global Twitter community,

giving information on language usage in Twitter data. Third, the authors show if the Twitter’s

community sample can be representative of the actual population by comparing languages’ diversity

measures with official data. Finally, they are able to localise different cultural groups by analysing

the spatial distribution of languages inside countries. The latter scope could be useful to understand

certain situation related to specific cultural groups such as Syrian refugees preferring to get closer

to similar culture communities. For each local community identified, several statistical measures

are computed to show language diversity inside the community. Findings show that statistical
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measures taking into account the language distribution within the community are more coherent

and robust in identifying the highest language diversity countries. Results also show that in 65%

of cases, local Twitter communities are characterised by the relative local language. Thus, the

English language cannot be considered a general language proxy independently from tweets’ spatial

distribution. Finally, to assess the Twitter population representativeness, tweets are grouped by

language at different spatial-based scales. Results show that tweets in the dataset are posted in

more than 55 distinct languages, as well as in different dialects for the same language, from 206

countries over the world.

In [89], Gonçalves et al. performed a large-scale analysis of language diatopic variation using

geolocalised Twitter datasets. The authors focused on the Spanish language, building a corpus from

which a list of concepts has been extracted to characterize Spanish varieties on a global scale. By

using a cluster analysis, sets of macro-regions sharing common lexical properties have been defined.

In more detail, the authors found that the Spanish language seems to be split into two super-dialects,

namely an urban speech typically used in the major Spanish and American cities, and a suburban

speech mostly attested in small towns and rural areas. The latter can be further clustered into

smaller dialect sets regionally characterised.

Due to this lack of worldwide-scale coverage studies, the Cross-Language Text Categorization

[17] (CLTC) is becoming a key research field. CLTC aims to exploit labeled samples of a source

language to learn a classifier for a different target language. This approach aims to turn away the

language-dependent issue by reducing the human effort. Over the time, several approaches have

been proposed. Parallel corpora methods [75, 182, 253] are traditionally based on the bag-of-words

model, which exploits lexical resources where synonyms in different languages share the same vec-

torial representation. Machine Translation (MT) methods [238] reduce all documents to a single

language. Anyway, translating a huge number of documents involves high cost either in economical

and time terms. Structural Correspondence Learning (SCL) [28] is applied to Cross-Language Text

Categorization (CL-SCL) [191] to avoid the needs of MT tools. Indeed, the approach is based on a

word-translator that allows building a set of word pairs, the so-called dubbed pivots. Pivots repre-

sent the ground knowledge to discover analogies between the source and target languages. Anyway,

CL-SCL methods involve high computational costs imposed by optimisations and by the inclusion of

Latent Semantic Analysis (LSA). Finally, in [79] is proposed a Distributional Correspondence Index-

ing (DCI) method based on feature profiles according to the features’ distributional correspondence.

This approach allows comparing documents in different languages since these have been indexed in

a common vector space. Opposed to SCL, MT and parallel corpora approach, DCI method needs

lower cost both in human effort and in computational.

Alongside the lack of works providing a global perspective, most of the studies focus on the iden-

tification and characterisation of linguistic islands or of certain communities and on the differences

between them. More interestingly, some works focus on analysing the integration of immigrants or
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on the patterns of language mobility.

An extensive study of immigrant integration using Twitter language detection is proposed in [126]

by Lamanna et al. The authors introduce metrics of spatial integration to quantify the Power of

Integration of cities - i.e. their capacity to integrate diverse cultures - and characterise the relations

between different cultures. First, immigrants are characterised using their digital spatio-temporal

communication patterns, defining the most probable native language and their residence place. In

more detail, for each city, the authors define a spatial grid composed of square cells and define the

home location of a user to be the grid cell where most of his or hers activity occurs between 8

pm and 8 am. The language is assigned to users based on those detected in their Twitter posts,

for instance, a user tweeting in a different language from the local one or in English is assigned to

the corresponding minority community. Then, using a modified entropy metric as a quantitative

measure of the spatial integration of each community in cities, the authors carried out a spatial

distribution analysis. To quantify the spatial integration of immigrant communities in cities, the

authors build a Bipartite Spatial Integration Network H, where a language l is connected to the city

c, where the corresponding immigrant community is detected. The degree of integration is computed

as the edge weight hl,c based on a modified version of the Shannon entropy-like descriptors [243].

Similarities between cities’ manner of integration are outlined by a clustering analysis based on the

distribution of edge weight hl,c for each city c. The authors conclude by stating that despite the

well-known bias, Twitter it is able to identify spatial patterns and mobility profiles.

In [161] Moise et al. have explored the use of Big Data analytics for tracking language mobility

in geolocalised Twitter data. The work is split into two steps. In the first step, the authors explore

the temporal dynamics of languages in three specific case studies. Results obtained by performing

linear regressions show that Twitter mainly reflects language distribution in multi-linguistic countries

such as Switzerland. Interestingly, some results show an example of the Twitter’s bias. The most

attested language in the dataset is English. However, English is followed by Portuguese, Spanish

and French. The rank does not reflect the official estimates of language speakers in the world where

Chinese leads the ranking, followed by English, Spanish, and Hindi. This disagreement cannot be

ignored and serves as a reminder. The worldwide and the Twitter landscape are not equivalent,

for instance, Twitter is not available in China. During the second step, the authors move from

a temporal perspective to a spatial one. The spread of languages is observed through monthly

snapshots resulting from a density-based clustering technique. Then, either the spatial and the

temporal analysis inferences are used to investigate how language mobility over time is reflected in

Twitter data. A neural network model is applied to emulate the mobility of a language through the

time-lapse of the centers of the language mass. Finally, authors show that Twitter is a promising

data source for discovering tourism trends and flows by exploring shifts in language composition.

Besides the “mere” identification of attitudes - positive, negative or neutral - toward certain

topics, sentiment analysis techniques can also be applied to the human migration strand.
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Geolocalised Twitter data have been used to generate sentiment maps [23, 153]. Dynamics of

sentiments in New York have been analysed by Bertrand et al., while Mitchell et al. [153] have

studied happiness dynamics at both urban and states level in the United States. The work aims (a)

to measure the overall happiness of people and (b) to understand happiness variation of different

cities. To accomplish the first task, the authors have applied the technique introduced by Dodds and

Danforth [69] and improved in Dodds et al. [70]. Regarding the second aim, the authors inspect how

the word usage correlates with happiness and both social and economic features. Similar approaches

could be used to evaluate happiness in specific urban areas, i.e. districts densely populated by

immigrants, to observe changes over time of people happiness before and after migrants’ settle as

well as to measure migrants integration.

Citizens’ sentiments toward government policies have been analysed in [7]. By exploiting specific

concepts and keywords, the authors have found that citizens’ negative sentiments typically concerns

the scarce agency communication on social media, backlogs in claims processing, and low awareness

of services provided. This works highlights the possibility to use SA techniques to derive guidelines

for the government.

The perception of refugees has been analysed by Coletto et al. [60]. The authors have employed

the framework presented in [59] to investigate Twitter users’ perceptions of Brexit and refugee crisis

in Europe. As in our case, also this work is based on a cross analysis along multiple dimensions,

such as space, time, and sentiment. Beyond the findings, this study testifies the wide range of study

opportunities provided by the cross-analysis of different dimensions. Moreover, the study confirms

how polarisation on one topic may help in understanding attitudes on other related topics.

The Return: migrants returning to the country of origin Migration is commonly seen as

a permanent change in residence habits. However, when considered as a temporary phenomenon,

several implications arise. We refer to the phenomenon of return migration, which is increasing in

several countries. In human history, some migration routes have remained constant and densely

traversed for long terms.

Among most-known waves of migration, population flows moving between Mexico and the US are

probably the most significant and also famous. Newest trends in Mexican migration flows’ direction

seem to reverse the previous ones. Today, Mexicans returning from the United States are more than

those migrating in the US [42].

As already underlined, migrations’ drivers can be various. These also include economic aspira-

tions which are led, i.e. by the migrants’ aim to found a job, to enhance their economic status, to

improve own education and skills, and to support own family economically. The results obtained

by Bucheli et al. [42] regarding the Mexican case agree with almost other all contributions focusing

on the valuation of benefits and drawbacks lead by the return of migrants. The authors show that

when Mexicans return in their homeland tend to become part of the economically active population.

Besides the Mexican case, nowadays, return migration represents an increasing and ever more
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current phenomenon in various countries, i.e., China [261], Jamaica [222], Tunisia [146], and Mali

[55].

The increasing of return migrants has led to a rise in the developing of contributions which

analyse either motivations driving the return and the impact of the return itself on both hosting and

homeland communities. The most recent literature almost totally agrees in underlining the benefits

led by returning migrants. These advantages concern a very wide range of fields and include the rise

of business activity, and the wages increase [235, 236], the improvement of educational attainment

and health conditions, the increase of electoral participation [55], and the decrease of violence [42].

As well as for the journey and the stay phases, also the study of the return of migrants has been

widely investigated by using traditional data - i.e., household and migration surveys data [261] - but

also Big Data [222] - i.e., money transactions gathered from banks.

In the return migration-related literature, most of the research has been focused on the “brain

gain” provided by the return of high-skilled individuals, i.e., scientists returning in the country of

birth. Scholars found that even if migration leads to a brain drain over the short-term, return

migration can contribute to brain gain [68, 236]. Moreover, the most recent works demonstrate that

return migrants contribute to the own community’s long-term well-being independently of skills they

have gained abroad [42].



Chapter 4

Introduction to the Music Context

Musics origins, like those of language, are hidden in the most ancient past of humanitys history. It

is a crucial part of human civilisation for centuries, becoming a universal language. Every culture

has given birth to its own music “style”. However, as time goes by, the constant collapse of physical

barriers, as well as the progressive reduction of geographical distances eased by the media and

the World Wide Web, caused the overall globalisation of music. During the last decade, we have

witnessed a constant growth of online streaming services that allow a broad open, “democracy” and

omnipresent access to the widest choice of music ever seen. Emerging and niche artists just like

famous ones can quickly gain global visibility. In this quickly evolving panorama, music threatens to

lose its geographical-cultural characterisation. This multifaceted scenario has drawn the attention

of the researchers. Indeed several works inspect music from a wide range of perspectives. The

current music scene offers multiple research suggestions, i.e., geographical and cultural connotations,

data collection from online services, specific music features inference, users behaviours, and tastes.

Recently, there is high attention to Music Sentiment Analysis. This specific domain exploited several

techniques and involved different kinds of features.

In the last decade, particular attention turned to corpus-based methods. Despite the fact that

creating songs polarity tagged datasets is not an easy task [47], datasets of songs labelled with

emotions, and polarity tagged lexicons are essentials prerequisite to compute those classification

models. As suggested in [47], a music dataset should observe four main characteristics, such as

(a) strong polarisation; (b) easily understandable labels taxonomy; (c) high coverage and large size

(at least 1,000 lyrics); and (d) publicly available. For instance, All Music Guide (AMG)1 [72] has

invested both from the economic and from the human points of view considerable resources to

annotate high-quality emotional music databases. Consequently, they are unlikely to share their

data publicly. Besides, it is also quite impossible to manually tag large datasets. Indeed, freely

1All Music Guide website: https://www.allmusic.com/
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available manually annotated datasets are generally small in size. In [223], the authors created and

publicly shared a dataset of 593 songs all of which have been annotated employing six emotions by

three experts. In [225] Turnbull et al. collected CAL500, a dataset of songs annotated by at least

three annotators. CAL500 is composed of one song for 500 artists.

The literature underlines different solutions to avoid these problems. A first approach to collect

emotion annotations is a survey. Surveys and therefore the crowdsourcing platforms, such as Amazon

Mechanical Turk, represent a straightforward way to gather this kind of musical contents. A second

approach to collect intelligence involves social tagging and online services, such as Spotify, Apple

Music, Last.fm. In particular, Last.fm2, is a music discovery website with a wide heterogeneous

community of music listeners. Users can contribute to social unstructured text tags [127]. As

opposed to AMG, some music platforms like Last.fm, Genius, AllMusic, and Spotify have made its

data through public APIs. While Last.fm, as well as others like Spotify, represent a useful resource

for researchers, [49] underlined several problems with social tags, such as their sparsity, the fake

tagging, popularity bias, and lexical tags variations. Despite this, Last.fm has been broadly used

[106, 128] in music sentiment analysis tasks, even though obtained datasets are not made public.

Indeed, as already underlined in [47], as far as may be difficult to believe, still today no lyrics

sentiment dataset fulfils all the four conditions mentioned before. In this context, the Italian music

scenario is even more dramatic.

4.1 Music Analysis: A State-of-the-Art

From the beginning of the 21st century, the music scene is facing ever-increasing growth of attention

from the scientific community, empowered by the permeation of the World Wide Web and the

music-dedicated platforms into daily life. The research on the Italian music domain is sparse to

nonexistent. To the best of our knowledge, the unique contribution focused on this specific domain

is proposed in [180]. The authors present the Rapscape corpus, a POS-tagged and lemmatised lexical

resource containing about 16,000 Italian rap songs grouped by artist. As declared by authors, the

building of this resource aims to overcome the lack of resources about Italian rap music. The initial

dataset is gathered by exploiting both Discogs3 and Spotify APIs. Unfortunately, the article, the

relating results, and in particular, the resource is not attested in the music analysis literature and

is not publicly available or accessible. Indeed, we are aware of the work only thanks to the personal

collaboration into the preprocessing phase of data used in the contribution.

Regarding the worldwide music analysis panorama, the literature on music analysis is notice-

ably large. Several works [26, 105, 107, 106, 185, 195, 198] have analysed data gathered by online

services in order to analyse different phenomena related to the online music consumption, such as

2Last.fm website: https://www.last.fm/
3Discogs website: https://www.discogs.com/

https://www.last.fm/
https://www.discogs.com/
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model diffusion of new music genres/artists, behaviours and tastes of users, recommendation mod-

els, classification of semantic states inferred by lyrics, music classification, and so on. In particular,

the music sentiment analysis, also called music mood recognition, exploits and combines several

techniques, such as machine learning, and data mining to classify songs into polarity classes. The

literature displays that several different kinds of features like melodic/audio, lyrics, or metadata can

be involved. In [105], AllMusic metadata are used to create a categorical representation of music

emotions. Their results show that many individual mood terms are highly synonymous or express

different aspects of a more general mood class. This leads in some cases, to better identification of

the underlying mood by decreasing mood vocabulary size. Authors also propose a five-class music

categorisation and a set of not even thirty mood’s popular terms, recommending to reduce mood

lexicons in a set of classes rather than using immoderate individual mood terms. One of the two

most attested trends in music emotion recognition is to use self-created datasets. In [106] Last.fm

tags are used to build a 5,000 songs dataset tagged with 18 mood categories. Authors employ a

binary approach for all the mood categories, independently if songs have or not category tags.

As underlined above, a second trend is gathering intelligence about music by human feedback

employing surveys, in particular exploiting Amazon Mechanical Turk. In [129] the authors proposed

an inquiry of the possibility to apply this service to music mood ground truth data creation. By

comparing Mechanical Turk data with those of MIREX AMC 2007 task6, authors report a similar

distribution on the MIREX clusters. Even though authors warn of problems which can diminish

annotations qualities, such as spamming, they conclude that Mechanical Turk represents a valid

approach option. In [140] a lyrics dataset based on Valence-Arousal model of Russell [200] is created

employing (AMG) tags. Likewise [69, 187] and the work we present, ANEW is used as a lexical

resource. Once classified AMG tags in the four Russells model quadrants using ANEW, songs are

categorised using the obtained tags, and finally, annotations are evaluated by employing human

evaluators.

As underlined in [47], this tagged dataset is one of the few public lyrics datasets. Finally, another

attested tendency both in music sentiment analysis and in the analysis of the phenomena related to

the music is to build multi-modal music datasets [150, 204] which merge and combine several kinds

of features. In [133] a semi-supervised approach is used to study the problem of the music artist

genre identification both from lyrics and melodic features, as acoustic ones. The similarity between

the 45 analysed artists is identified by exploring AMG artists pages. Obtained results report that

lyrics and sound performances are comparable. Authors of [204] presents Musiclef, a professionally

created multi-modal dataset of about 1300 popular songs. Musiclef combines several features such

as general metadata, Last.fm tags, audio features together with web pages and labels provided by

expert annotators. In Musiclef songs are first labelled using a seed set of 188 terms, after reduced to

94. Nevertheless, this wide range of labels may seem redundant, superfluous and not reliable [47].

The approach proposed in [150] merges either textual and melodic features. The work exploits a 100
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items dataset of popular songs annotated for emotions at line level using Amazon Mechanical Turk.

The dataset is then used to explore the automatic recognition of emotions in songs. The results

demonstrate that (a) emotion recognition can be performed using either melodic or textual features,

and especially that (b) the joint usage of these two dimensions leads to improving significantly

classifications based on only one dimension at a time. The obtained dataset is available for research

upon request to the authors, but due to its small size cannot be used as experimentation set [47].

On the contrary, a rich set of lyrics like the one presented in [46] lacks in the human evaluation, and

therefore it too cannot be used as a ground truth set.
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Estimating Superdiversity through

Twitter Sentiment Analysis
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Chapter 5

Data, Lexical Resources and

Preprocessing

In this chapter, we describe the datasets, the lexical resources, and the preprocessing phases we

adopted to develop the sentiment lexicon-based model, which allows us to obtain the “used” emo-

tional valence of words in the population of a region - see Chapter 6, and to apply it to estimate

Superdiversity - see Chapter 7. The works share, at least in part, data, resources, and pre-processing

steps. To avoid multiple repetitions and redundancies, we chose to insert all these information over

the following sections. Then, in the relevant Chapters, we will just recall these descriptions outlining

only eventual differences or additions. A similar procedure will be adopted for works referring to

the music context - Chapters 9 and 10 - in Chapter 8.

5.1 Datasets

In this Section, we describe the datasets we employ to develop our sentiment epidemic algorithm. We

exploit two untagged Twitter datasets which have been used to both build the lemmas’ network and

extend the initial seed dictionary. More precisely, we used the so-called Untagged Twitter Dataset

to develop and evaluate the sentiment lexicon-based model. Then, to estimate the Superdiversity in

the United Kingdom and Italy, we exploit a more extensive version of the dataset mentioned above,

namely the Untagged Extended Twitter Dataset. Finally, a third dataset, namely Tagged Twitter

dataset, has been used to evaluate the performance of our extended dictionary and for a Sentiment

Analysis generic task.

5.1.1 Twitter Datasets

We employ different Twitter datasets - one tagged with sentiment classes, two untagged.
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Untagged Twitter dataset. The Untagged Twitter Dataset we exploit is a subset of the one

used in [61]. The dataset was originally collected by using the Twitter Streaming API under the

Gardenhose agreement which grants access to 10% of all tweets. Our subset consists of just under

one million and seven hundred geolocalised English Twitter messages retrieved for 6 days, from

the 14th to the 20th of August 2015. All tweets were linguistically treated following the method

described in Section 5.1.2. The dataset is used in two different ways. First, it is at the base of our

method for extending the dictionary of terms tagged with sentiment valences. Second, a sentiment

analysis evaluation-task is performed on it, and the resulting sentiment scores compared between

our extended dictionary and a previously established dictionary from the literature.

Untagged Extended Twitter dataset. The Untagged Extended Twitter Dataset is a subset of

the dataset used in [61]. The entire dataset was collected by using the Twitter Streaming API

under the Gardenhose agreement, which grants access to 10% of all tweets. The subset we exploit is

composed of just under 73,175,500 geolocalised Twitter messages gathered for three months, from

the 1st August to the 31st October of 2015. This dataset is used to estimate the Superdiversity, thus

the distance between the “standard” emotional valence of a set of words and the “used” valence in

the population of a region, see Chapter 7. All selected tweets were linguistically treated following

the method described in Section 5.1.2.

Tagged Twitter Dataset. The Tagged Twitter Dataset is built by merging three different Twitter

corpora. At first, it is composed of 3,734 publicly available tweets and their sentiment classifications,

retrieved from the following sources:

• The Semeval 2013 Message Polarity Classification competition (task B)1. The original dataset

consisted of a 12-20K messages corpus on a range of topics, classified into positive, neutral

and negative classes. We retrieved 2,752 such tweets that were still available on the Twitter

platform. These were passed through the language detection algorithm provided by the Python

package Langdetect, to ensure they were written in English, leaving us with 2,745 tweets in

the final dataset - 428 negatives, 1,347 neutral and 970 positives.

• The Semeval 2014 Message Polarity Classification competition (task B)2. Similar to Semeval

2013, this corpus consisted originally in 10000 tweets, out of which we downloaded 687 English

tweets (142 negative, 319 neutral and 226 positives).

• Earth Hour 2015 corpus3. This dataset contains 600 tweets annotated with Sentiment in-

formation - positive, negative, neutral - where each annotation is triply-annotated through a

1The Semeval 2013 Message Polarity Classification competition (task B), https://www.cs.york.ac.uk/semeval-2013/
2The Semeval 2014 Message Polarity Classification competition (task B), http://alt.qcri.org/semeval2014/
3The Earth Hour 2015 corpus: https://gate.ac.uk/projects/decarbonet/datasets.html

https://www.cs.york.ac.uk/semeval-2013/
http://alt.qcri.org/semeval2014/
https://gate.ac.uk/projects/decarbonet/datasets.html
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crowdsourcing campaign. Out of these, 295 tweets were still available for download through

the Twitter platform - 30 negatives, 185 neutral and 80 positives.

We observe that a small proportion of tweets is labelled with a negative valence, with neutral

tweets being most prevalent, in all three sub-datasets. This can be seen as a characteristic of Twitter

messages in general. The Tagged Twitter Dataset is composed of 3,727 tweets, and it is used to

evaluate the performance of our final extended dictionary. For this, we first proceeded to preprocess

data. Then, the entire dataset is normalised and lemmatised through a general-purpose pipeline of

linguistic annotation tools.

5.1.2 D4I Dataset

The Data Challenge on Integration of Migrants in Cities (D4I) dataset is a high-resolution immi-

gration rates data for a data challenge4. Provided data are aggregated from the 2011 censuses from

some selected European countries. More precisely, it contains the concentration of migrants in all

cities of eight EU countries: Spain, Germany, Italy, France, Netherlands, Portugal, United King-

dom, and Ireland. Migrants are counted based on three different levels of aggregation: by country,

continent and EU versus non-EU. For our analysis, we focused only on data for the UK and Italy

and summing EU and non-EU immigrant counts to obtain total immigration levels.

5.2 Data Preprocessing

The aim of the preprocessing phase of tweets is their grammatical annotation. The first problem we

decided to deal with was to obtain clean data which can be processed effectively by automatic meth-

ods. The annotation of linguistic constituents required the development of a dedicated rule-based

cleaning procedure. This consisted of removing punctuation, links, and usernames, and normalising

hashtags and emphasis words.

The output of this cleaning phase is linguistically standardised tweets that are subsequently

treated by a general-purpose pipeline of linguistic annotation tools. Specifically, tweets are lem-

matised and tagged with the Part-Of-Speech tagger TreeTagger, described in [205]. Once obtained

POS-tags, we address the problem related to the number of noisy words. These words uselessly

increase the data to be processed and may be wrongly identified. To this end, for each tweet, we

selected only words belonging to specific grammatical classes: nouns, adjectives, and verbs. This al-

lowed us to obtain only significant words from the sentiment and meaning point of view. We applied

the preprocessing procedure to the Tagged and both the Untagged tweets described above. Hence

the datasets contain cleared standardised texts composed of only nouns, verbs, and adjectives.

4Data Challenge on Integration of Migrants in Cities (D4I), https://bluehub.jrc.ec.europa.eu/datachallenge/

https://bluehub.jrc.ec.europa.eu/datachallenge/
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Algorithm 1 Location Matching Algorithm

1: procedure LocationMatching(UETD,D4I)
2: A = [] . array of tweets with not matched origins in the D4I dataset
3: B = [] . array of tweets with matched origins in the D4I dataset
4: for t ∈ UETD do
5: if torigin ∈ D4I(cities) then . searches correspondences among cities into D4I
6: if tcountry = country(D4I(torigin)) then . checks country consistency
7: B((t))← [NUTS3(D4I(torigin)), NUTS2(D4I(torigin)), NUTS1(D4I(torigin))]
8: else
9: A add t

10: else
11: A add t
12: return A,B

5.2.1 Geo-referencing Tweets & Language Selection

The first problem we faced during the preprocessing phase is the tweets’ georeferencing. The task

was partially accomplished by using the metadata of the tweets themselves. In other words, we

initially check if information into the place field - thus ’country’ and ’name’ fields5 - can be

matched with a country and a city into the D4I dataset.

Let t be a tweet in the Untagged Extended Twitter Dataset UETD (the same applies to the

Untagged Twitter Dataset). Let be the tweet characterised by a place metadata field which includes

the name of the origin city torigin, and the country where the city is located tcountry. Each location

in the D4I dataset D4I is characterised by its name city, its county, its region and country, and

the three NUTS code associated with them, thus NUTS3, NUTS2, and NUTS1, respectively.

The Algorithm 1 checks if the tweet’s origin corresponds to a location in the D4I dataset. If the

information matches, the algorithm assigns to the tweet the three NUTS levels. At the end of the

process, the algorithm returns two arrays. The first is composed of tweets with not matched origins

in the D4I dataset, thus A. The second array B is composed of tweets to which it has assigned the

NUTS codes.

However, metadata allowed us to match only parts of tweets’ origins with locations in the D4I

dataset. To avoid loss of information, we perform a further specific procedure to geo-allocate all

tweets, which is described in the following.

Once faced with the issue related to the tweets’ origin, we focus on the language selection problem.

Again, we exploit the tweets’ metadata, and in particular the field lang.

5For the tweets structure refer to Figure 2.1
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Algorithm 2 City-Tweet Allocation Algorithm

1: procedure LocationSearch(A,B, t) . arrays returned by Alg. 1
2: for t ∈ L do
3: LocationFound← False . boolean control variable
4: api response← MediaWiki(t, LocationFound) . calls MediaWiki API - Alg. 4
5: if api response[0] = False then
6: api response← GoogleSearch(t, n, LocationFound) . calls GoogleSearch API -

Alg 5
7: if api response[0] = False then
8: LocationFound← api response[0]

9: if LocationFound = False then
10: api response← GoogleMaps(t, LocationFound) . calls GoogleMaps API - Alg. 6
11: if api response[0] = False then
12: api response← Geopy(t, LocationFound) . calls Geopy API - Alg. 7

13: if LocationFound = True then
14: B(t)← api response[1] . update the B array

5.2.2 City-Tweet Allocation

We perform a further processing stage, which has as objective the allocation of tweets from each

dataset to a city in the UK or Italy. This was required to match the D4I data to our results. Each

tweet has associated a location, including the city or town it came from. Thus, for each tweet, we

check if its origin is attested in D4I. If the city is found, we assign to the tweet the related NUTS6

code. Otherwise, we perform a dedicated rule-based pipeline. This step is often required since in

D4I locations are at the city level, while several tweet origins are at the district or town level.

The process applied to assign to each tweet the origin city is described by Algorithm 2. At the

end of the process, all the retrieved cities are matched with those in the D4I dataset, and each tweet

is labelled with NUTS codes at three levels, namely NUTS1, NUTS2, and NUTS3. Following this

procedure, we are able to associate a NUTS code with over 94% of the UK tweets and to over 97.5%

of the Italian tweets.

The City-Tweet Allocation Algorithm, first exploits the MediaWiki API7 by using the tweets

location as a key-word, as shown in Algorithm 4. The API calls, in turn, the Wikipedia pages’

parser - Algorithm 3 - to automatically extract information.

When the MediaWiki API allows us to extract the city referred to the tweets origin from the

Wikipedia pages info-box, we assign it to the tweet. If not, the location value is used as a Google

Search API8 parameter to extract URLs of the first five pages - Algorithm 5. From these, URLs

6The Classification of Territorial Units for Statistics (NUTS), in French “Nomenclature des unités territoriales
statistiques”, is a standard geocode referring the subdivisions of countries for statistical purposes. The standard is
developed and regulated by the European Union.

7MediaWiki API main page: https://www.mediawiki.org/wiki/API:Main_page
8Google Custom Search API page: https://developers.google.com/custom-search/

https://www.mediawiki.org/wiki/API:Main_page
https://developers.google.com/custom-search/
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Algorithm 3 Wikipedia Parser Function

1: function WikipediaParser(page, LocationFound, t)
2: geo data = [] . empty array
3: if page ∃ & page 6= redirect page then
4: parse page . parse MediaWiki page
5: infobox← page.get(infobox) . gets Wikipedia info-box
6: LocationFound← True
7: if tlang = ”eng” then
8: geo data← infobox.get(county, region, country) . fields’ names changes according

to the page’s lang.
9: else

10: geo data← infobox.get(provincia, regione, stato)

11: return (LocationFound, geo data)

Algorithm 4 MediaWiki API Function

1: function MediaWiki(t, LocationFound)
2: wiki url = mw api.site(tlang, ”wikipedia”) . MediaWiki (mw) API call parameters
3: page← mw api(wiki url, torigin) . call to MediaWiki (mw) API
4: return WikipediaParser(page, LocationFound, t) . calls Wikipedia Parser function -

Alg. 3

pointing to Wikipedia are selected and, as before, are used to extract the city referred to by the

location from the info-box. If the combination of the already mentioned APIs does not allow us to

retrieve a city attested in the D4I dataset, we exploit the Google Maps API9 first and the Geopy10

python libraries then - Algorithm 6 and Algorithm 7. These two are used after the first searching

phase due to their rate and call limits, even though they are generally more accurate.

It is, however, worth pointing out that in both Twitter datasets there are several tweets geo-

labelled with the region/county or country name. Also, in particular in the Italian dataset, many

tweets are labelled with multi-language city names translations, such as “Nápoles”, “Trentino-Alto

Adigio”, “Venecia”, “São Gimian” and “São Remo”, “Ancône”, “Naturns” and “Florencia”. Tweets

belonging to the first case are discarded due to the multilevel geographical nature of our analysis.

Country or region/county tags do not allow us to reach a fine-grained geographical level. Instead,

tweets belonging to the second case are not ruled out a priori, but our pipeline rarely assigns them

a NUTS code.

9Google Maps Platform: https://cloud.google.com/maps-platform/
10Geopy client for geocoding web services: https://pypi.org/project/geopy/

https://cloud.google.com/maps-platform/
https://pypi.org/project/geopy/
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Algorithm 5 GoogleSearch API Function

1: function GoogleSearch(t, n, LocationFound) . n = number of pages to get (five)
2: query string ← torigin + tcountry . adds the country for a better search
3: if tlang = ”it” then . checks the tweet’s lang. to use the proper Wikipedia URL
4: wiki url← ”https : //it.wikipedia.org/wiki/”
5: else
6: wiki url← ”https : //en.wikipedia.org/wiki/”

7: pages← gs api(query string, n) . call to GoogleSearch (gs) API
8: for page ∈ pages do
9: if wiki url ∈ page then . looks for URLs pointing to Wikipedia

10: return WikipediaParser(page, LocationFound, t) . calls Wikipedia Parser
function - Alg. 3

Algorithm 6 GoogleMaps API Function

1: function GoogleMaps(t, LocationFound)
2: geo data = [] . empty array
3: query string = torigin + tcountry
4: geo code← gm api.get(geoCode(query string)) . calls GoogleMaps (gm) API
5: if geo code ∃ & geo codecountry = tcountry then . checks country correctness
6: LocationFound← True
7: geo data← geo code.get(county, region, country)

8: return (LocationFound, geo data)

5.3 Lexical Resources

To develop our algorithm and validate its performances, we employed several resources of lemmas

annotated with sentiment valences.

• Anew. The Affective Norms for English Words lexicon (ANEW) is an established emotive

lexicon proposed by Bradley and Lang [37]. The lexicon provides normative polarity ratings

for 1,034 English words including verbs, nouns, and adjectives. Emotive ratings refer to three

psychological reactions to a given word. Thus, ANEW is characterised along three dimensions:

valence, as the level of pleasantness, dominance, as the degree of control, and arousal, as the

intensity of emotion, as well as by word frequency. Scores range between 0 and 10. In the

literature, the most used dimension is the valence, which ranges in the scale from pleasant to

unpleasant.

• SentiWordNet. In SentiWordNet [81], words are associated with emotional values according

to how objective, positive, and negative they are. The resource is based on the well-known

database. By exploiting WordNet’s glosses, SentiWordNet use synsets as semantic represen-

tations of the synsets themselves and classifies them into three polarity categories, such as

Pos(s), Neg(s) and Obj(s).
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Algorithm 7 Geopy API Function

1: function Geopy(t, LocationFound)
2: geo data = []
3: geo code← gp api.get(geoCode(torigin)) . calls Geopy (gp) API
4: if geo code ∃ & geo codecountry = tcoutry then . checks country correctness
5: LocationFound← True
6: geo data← geo code.get(county, region, country)

7: return (LocationFound, geo data)

• Full List of Bad Words Banned by Google: Due to the wide usage of informal and

vulgar language in tweets, we built in-house bad words lexicon. Terms have been retrieved

from the Full List of Bad Words Banned by Google of the “What Do You Love” (WDYL)

Google project11. Once obtained all the 550 swear and curse terms, we manually enriched

each of them with a valence score. Since these terms are considered strongly negative, all of

them are tagged with a 0.0 valence score.

• PAISA. The PAISÀ [138] corpus is a vast collection of about 380,000 Italian texts taken from

the web, for a total of approximately two hundred and fifty million tokens. Together with

lemmas, the corpus also provides their frequencies.

5.4 Lexical Resources Preprocessing

Words in ANEW are tagged over a continuous scale ranging from 1 to 10. On the contrary, lemmas

in SW are labelled throught three categories, namely Pos(s), Neg(s) and Obj(s).

To be able to use valences derived by SentiWordNet together with ones from ANEW lexicon, we

computed a unique polarity for each word in SW. Derive prior polarities from SentiWordNet is a

well-know task in Sentiment Analysis literature. Several approaches can been applied12. Amongst

the formulae proposed in [90], we adopt the difference between the positive and the negative score

as an overall sentiment valence, properly scaled to interval [0, 10] like ANEW.

Given a lemma-PoS with n senses lemma#PoS#n, every formula f is independently applied to

all the Pos(s) and Neg(s). This results in two scores, f(posScore) and f(negScore), for each

lemma-PoS. A unique prior polarity for each lemma-PoS, f(posScore) and f(negScore), is derived

as

fd = f(posScore)f(negScore) (5.1)

where fd computes the difference between them. According to [167, 2, 91], we chose the most basic

form of prior polarities. Thus we only consider the first (and thus most frequent) sense is considered

11The service is now inactive. The list can be downloaded from Free Web Header: https://urly.it/31fxt.
12An exhaustive description of available formulae is proposed in [90].

https://urly.it/31fxt
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(a) ANEW (b) SW

Figure 5.1: Comparison between ANEW (a) and SentiWordNet (b) distributions of words’ polarities.

for the given lemma#pos. This is equivalent to considering only the score for lemma#PoS#1.

Figure 5.113 compares polarities of words in ANEW - Figure 5.1a - with those in SW - Figure 5.1b.

After calculating prior polarities for words in SentiWordNet, we observed that the distribution of

valences is strongly heterogeneous. As shown in Figure 5.1b, neutral words are much more than

positives and negatives. Therefore, we decided to balance classes. We start by identifying the least

represented class, thus the negative class. Then, choosing the total number n of items in the negative

class, we select from other classes the n most strongly polarised lemmas, for a total of 16,914 lemmas.

5.4.1 Conclusions

In this chapter, we presented datasets, resources, and the preprocessing phases we adopted to per-

form our work. The preprocessing phase we presented is composed of several steps which aim to

geo-reference the tweets. The first step exploits tweets’ metadata to match their locations with those

into the D4I dataset. Since metadata allowed us to match locations only partially, we performed a

dedicated rule-based pipeline. The pipeline exploits several API, such as MediaWiki API, Google

Search API, Google Maps API, and the Geopy python library. These services are called in order

one after the other until the tweet’s location matches with one in the D4I dataset.

The phase described before allowed us to obtain all English tweets posted from the UK and all

Italian tweets posted by Italy from the Untagged Extended Twitter Dataset. These data represent

the starting point to identify Superdiversity in UK and Italy. As described in the following chapters,

these tweets are then split depending on the NUTS layers. Each tweet subset is used to build

a network of words, that is required to obtain the sentiment dictionary through the sentiment

spreading process - see Chapter 6. Finally, the Pearson correlation between the standard and the

13Scales of bar plots are different to allow a proper visualisation since the datasets are very different in numbers of
words they include.
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actual valences of words in each dictionary obtained allows us to compute the Superdiversity Index

- see Chapter 7.



Chapter 6

Sentiment Spreading

The challenges posed by the growing amount of Big Data availability has open novel and challenging

scenario into the Sentiment Analysis research field. As a consequence, the most recent Sentiment

Analysis literature is related to microblogging contents. The growing attention towards both Sen-

timent Analysis and social media platforms have led to novel research fields, such as the Twitter

Sentiment Analysis. In particular, this field has attracted most of the researchers’ attention. This is

because texts to be analysed consist of very short messages - only 280 characters - generally lacking

in structure and semantic context. The nature of these novel data imposes fast and effective meth-

ods to handle and explore the sentiment in these data efficiently. Lexicon-based methods, which

use a predefined dictionary of terms tagged with sentiment valences to evaluate sentiment in longer

sentences, can be a valid approach. However, the Twitter Sentiment Analysis, as well as standard

Sentiment Analysis, still often remain a segregate research field.

This chapter focuses on the development of the lexicon-based epidemic model for Twitter Sen-

timent Analysis, that is the algorithm that provides us the data needed to identify Superdiversity.

As mentioned before, to assess Superdiversity, we created the Superdiversity Index (SI), which es-

timates the distance between the “standard” emotional valences of words and the “used” ones by

a target population. While the standard valences of words are derived from an established lexicon,

the ”used” valences need to be computed. To this purpose, we built the lexicon-based epidemic

model for Twitter Sentiment Analysis. The model is a data-driven algorithm which automatically

extends an initial seed dictionary and assigns an emotional valence to new terms following an epi-

demic based approach. The output of the algorithm consists of a domain-dependent sentiment

dictionary. Moreover, since valences of words depend on the way language is used, the dictionary is

population-dependent.

This chapter describes the development of the lexicon-based epidemic model for Twitter Senti-

ment Analysis. Thus, in the following sections, we first explain our algorithm, and then we describe
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the steps it computes. Finally, we describe the algorithm’s evaluation in Chapter 6.1.3, while in

Chapter 6.1.5 we discuss about the results we obtained.

6.1 Lexicon-based Epidemic Model for Twitter Sentiment

Analysis

Sentiment analysis has been an important research challenge in the last years, especially with the

availability of large amounts of user-generated content from various microblogs. Although several

methods have been introduced [176], issues still exist both when it comes to applying and evaluating

new methods. In particular, for microblogging data such as Twitter, difficulties arise due to the

length and structure of the messages. These are limited to 280 characters providing little semantic

context. Moreover, they do not always abide by grammatical rules, which means preprocessing is

not straightforward.

Additionally, the size of the data to be processed is very large, so methods need to be powerful and

fast. As seen in Chapter 2.4.2, several approaches to TSA are lexicon-based. They use a dictionary of

words that are either manually or automatically tagged with a sentiment valence to assign sentiment

to tweets. These methods have the advantage of being easily translatable to other languages, i.e.,

by translating the small dictionary and they are fast enough to process large amounts of data in

a short time, which is an important feature when it comes to Big Data processing. However, the

main disadvantage of this approach is that, since tweets are short, no term may be found in the

dictionary, reducing the number of tweets that can be classified.

The main idea behind our work is that different cultures assign different emotional valence to

different words. By computing an index which we call Superdiversity Index, we can estimate the

distance between the “standard” emotional valence of a set of words and the “used” valence in

the population of a region. In particular, to derive the “standard” emotional valence, we exploit a

manually tagged lexicon, namely ANEW[37]. The “used” valence is derived from a Twitter data

corpus. To estimate sentiment valences of words on Twitter, we develop a data-driven algorithm

which automatically extends an initial seed dictionary and assigns valence to new terms using an

epidemic based approach - opinion dynamics like. The output of the model consists of an extended

sentiment dictionary that can be used for tweets’ classification tasks. Interestingly, this allows

characterising groups where the tweets came from.

The sentiment algorithm extends an initial sentiment-tagged seed lexicon using a Twitter corpus.

The base-concept is to built a model to enhance lexicon-based sentiment analysis on Twitter. Often,

when processing Twitter data, the dictionaries are too restricted, and small amounts of tweets can

be classified. To tackle this issue means to extend the labelled dictionary have been investigated.

For instance, Velikovich et al. [229] build a network of words and phrases from a collection of Web

documents. For each word, they first build a vector of co-occurrence with the other words. Then
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they construct a word graph in which each word is a node, and edges are weighted with the cosine

similarity over the co-occurrence vectors. Sentiment scores are propagated from seed words into

other nodes. The algorithm computes both a positive and negative polarity for each node in the

graph (pol+i and pol−i ). Positive and negative scores are equal to the sum over the maximum weighted

path from every seed word to a specific node. The final polarity score for the word is calculated

as poli = pol+i − βpol
−
i , where β is a constant meant to account for the difference in overall mass

of positive and negative flow in the graph. Compared to such approach, our method simplifies

significantly both the graph building stage, and the sentiment propagation stage. In particular, we

use the unweighted co-occurrence network and simple propagation based on ideas from contagion

models. These simplifications are important to be able to process larger amounts of data.

Our sentiment algorithm uses the tweets to be classified to create a network of terms, which

are then tagged with the sentiment using an epidemic-like process. In [211], the authors use label

propagation within the Twitter follower graph to improve the polarity classification. Moreover, in

[104], the authors propose a sociological approach to show that social theories such as Emotional

Contagion and Sentiment Consistency could be useful for sentiment analysis. We also propose the

use of ideas from contagion models. In our case, epidemic spreading and opinion dynamics are used

to extend the dictionary used for sentiment analysis automatically. However, we do not base our

spreading process on the follower network, but on an unweighted co-occurrence graph.

The process can be summarised in the following three main steps:

1. The epidemic model starts from a small seed lexicon with sentiment valences. It builds a

network where nodes are terms from the Twitter corpus. An unweighted and undirected edge

connects terms that co-occur in a tweet. Once the network is built, seed-nodes are tagged with

the valence score derived from ANEW.

2. Sentiment valences diffuse from seed-nodes to the other words. Thus, nodes without valence

take the valence of its neighbours.

3. After many iterations, the system converges to a stable valence which is assigned to terms.

The resulting extended dictionary:

• consists of large amounts of polarity-tagged terms. As a consequence, it allows enhanced

sentiment analysis on Twitter.

• is domain-dependent and also depends on the way language is used. In particular, the new

valences are population-dependent.

• can be used to compute the distance to a manually tagged lexicon. Moreover, the new valences

are estimates for the real emotional content of the words in the population.

The key parts of the methodology are described in the following subsections.
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6.1.1 Data, Preprocessing and Annotation

In this subsection, we describe the lexical resources we used to assign valences to nodes into the

network. To create the expanded dictionary, we require a seed lexicon labelled according to mutually

exclusive positive, negative, and neutral sentiment classes. Moreover, we exploit two datasets. The

first is an Untagged Twitter Dataset which is employed to build the network of lemmas and to extend

the initial seed dictionary. Thus, it is used to develop the algorithm. The second dataset, namely

Tagged Twitter Dataset, will be used in the following to evaluate the performance of our extended

dictionary, compared to an already established dictionary, in classifying tweet sentiment. Details

regarding these two datasets are provided in Section 5.1.1.

To develop our algorithm and validate results we identified several resources of lemmas annotated

with sentiment valences. The resources we exploit has been already presented in Section 2.6 and in

Section 5.3. More precisely, we refer to

1. ANEW [37]: we select the pleasure dimension as a sentiment valence, as evaluated by both

male and female subjects.

2. SentiWordNet [81]: we compute unique polarities for each word.

3. Full List of Bad Words Banned by Google of the “What Do You Love” (WDYL) Google

project1: we manually enrich words with a 0.0 valence score.

The preprocessing phase we apply to the datasets mentioned above consists of three main steps,

thus a cleaning phase, a pre-processing phase, and a phase concerning the noise reduction. Details

regarding the entire pre-processing process are provided in Section 5.2.

6.1.2 Extending the Dictionary

We adopt an epidemics-based approach to extend the dictionary of terms used for lexicon-based

Twitter Sentiment Analysis. Our method consists of two stages: building the network and sentiment

spreading. In the following two subsections we separately describe these two stages.

Building the Network

To build the undirected and unweighted network, we start from the preprocessed Untagged Twitter

Dataset. In the network, nodes are represented by lemmas found in the preprocessed Untagged

Twitter Dataset. Two nodes are connected by an edge if there is at least one tweet where both

lemmas appear. Hence, the network is an unweighted co-occurrence graph based on the target

tweets to be classified. A large number of tweets are used to build this network. To obtain the

1The service is now inactive. The list can be downloaded from Free Web Header: https://urly.it/31fxt.

https://urly.it/31fxt
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most possible meaningful and robust network, we chose to consider only tweets composed by more

than three lemmas. We expect that lemmas with positive valence will be mostly connected to

other positive lemmas, while those with negative valences will be connected among themselves.

As previously explained in Section 2.8.1, handling negations is a challenging task. Our issue with

negation mainly relies on the difficulty to understand which lemmas from the negated tweet can be

considered connected in the network, and which not. Because of that, we chose to consider only

tweets that are not containing a negation, i.e., “dont”, “not”.

Let t a tweet in the Untagged Twitter Dataset (UTD), and i a negation in a manually computed

set of negations N . The tweet t will be discarded in our analysis if its length len(t) is below a fixed

threshold - we chose a tweets’ minimum length of 3 - or if it contains a negation - Algorithm 8.

Algorithm 8 Negation and length control function

1: procedure TweetCheck(UTD, N)
2: minLength = 3 . tweets’ length fixed threshold
3: discard = False . control variable
4: for t ∈ UTD do
5: if len(t) < minLength then
6: discard← True
7: else
8: while N(index(i)) < size(N) & discard 6= True do
9: if i ∈ t then

10: discard← True
11: i← N(index(i)) + +

12: if discard = True then
13: delete UTD(index(t))

14: return UTD

Sentiment Spreading

Once the network of lemmas is obtained, we start to add valences to each node in the network. We

start from a seed dictionary, which is typically reduced in size. This seed allows us to assign valences

to a reduced number of nodes in the network. This is the initial state of our epidemic process.

In the following section, we will show results obtained when the seed is 50% of the ANEW

dictionary - while the other half is used to validate the results -, together with all lemmas in the

SentiWordNet and Bad words lexicon.

Starting from the initial state, we follow a discrete time process. At each step sentiment valences

spread through the network. At time t, for all nodes vi which do not have any valence, the set of

neighbouring nodes N(vi) is analysed, and vi takes the valence that aggregates the distribution of

valences in N(vi), through a function F (N(vi)). Let V be the set of all nodes in the network N and

S the set of initial seed nodes with their valences vals(vi). The aim is to build a set V ∗ of nodes in V

with valences val(vi) assigned. The process is similar to those seen in continuous opinion dynamics
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Algorithm 9 Sentiment Spreading Algorithm

1: procedure SentimentSpreading(V, S,N)
2: V ∗ = ∅
3: for vi ∈ S do . Initialise valences with seed
4: val(vi)← vals(vi)
5: V ∗ ← V ∗ ∪ {vi}
6: repeat
7: V ∗old ← V ∗

8: for vi ∈ V − v∗ do
9: v = F(N(vi)) . F (N(vi)) aggregates the distribution of valences in N(vi)

10: if v 6= NULL then
11: val(vi)← v
12: V ∗ ← V ∗ ∪ {vi}
13: until V ∗ = V ∗old
14: return V ∗

models [209], where agents take into account the aggregated opinion of their entire neighbourhood

when forming their own. The difference here is that once a valence is assigned, it is never modified.

The procedure is defined in Algorithm 9.

To decide the aggregation procedure F (N(vi)) we took into account several observations. In

general, tweets appear to be very heterogeneous, most containing both positive and negative words.

Hence a simple averaging of valences would most of the time result in neutral lemmas, although they

contain meaningful sentiment. So, we decided to use instead the mode of the distribution of valences

in the neighbourhood, which is a much more meaningful criterion in these conditions. However, the

mode was only considered in special circumstances. We observed that in some cases the distribution

of valences in the neighbourhood is very heterogeneous. That means the range of valences is very

large, or the entropy of the distribution is very high. In this case, it is unclear what the valence of

the new lemma should be, so we chose not to assign one at all. Again, this procedure was inspired

by works from opinion dynamics, i.e., the q-voter model [48], taking into account the concept of

social impact: agents are better able to influence their neighbours as a consensual group rather than

isolated. Hence a heterogeneous group will not influence its neighbours. Here, this was implemented

as thresholds on the range and entropy on the neighbouring valence distribution. Thus, a node will

be infected with the aggregated valence of its neighbourhood only if the range and entropy are below

these thresholds. Let range∗ and entropy∗ be the two thresholds. Then the procedure F taking as

input N(vi), the neighbours of vi, can be described by Algorithm 10.

To avoid outliers, we consider the range to be the difference between the 10th and the 90th

percentile. Following this line, the two thresholds - range and entropy - become two parameters of

our model, that need to be tuned to maximise performance.
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Algorithm 10 Infection Function

1: procedure F (N(vi), entropy
∗, range∗)

2: e = entropy(val(N(vi))) . entropy of valences of nodes in N(vi)
3: r = range(val(N(vi))) . range of valences of nodes in N(vi)
4: if e < entropy∗ & r < range∗ then
5: return mode(val(N(Vi)))

6: return NULL

6.1.3 Evaluation

In this subsection, we describe the criteria used to evaluate the effectiveness of the epidemic lexicon-

based algorithm as well as the extended dictionary.

Two different analysis have been performed to evaluate the obtained extended dictionary:

1. valences’ cross-validation with an established dictionary in the literature;

2. classification performance cross-validation with an established dictionary in the literature.

Valences’ cross-validation

We first concentrate on the valences obtained accomplishing our sentiment spreading process. For

this, we use cross-validation on the ANEW dictionary. Specifically, the ANEW dictionary is divided

into two halves. One half is used as a seed dictionary during the epidemic process, together with

SentiWordNet and the Bad words dictionary. The second half is used as a test dataset. This

means that the valences obtained through our procedure are compared to the original valence in the

ANEW dictionary. Furthermore, we want to obtain an indication of whether our process produces

valid sentiment valences. To this end, to quantify the similarity, we use the Pearson correlation.

Given a pair of random variables (X,Y ), the Pearson correlation ρ is

ρXY =
cov(XY )

σXσY
(6.1)

It is important to note that while a significant correlation between the modelled and real valences

is desired, we do not expect to obtain very large such values. This is because the correlation highly

depends on the corpus, i.e., how Twitter users use language, the topic. We expect that by changing

the Twitter population, the correlation changes as well. We propose the correlation to be a means

to quantify superdiversity on Twitter, and we believe this can be very useful in understanding the

effects of population migration both on receiving an incoming population.

To extract optimal values for the entropy and range thresholds, we repeated the spreading pro-

cedure ten times for various thresholds. Figure 6.1 shows the average correlation obtained for each

threshold combination. As can be observed, the range parameter is more important in obtaining



CHAPTER 6. SENTIMENT SPREADING 84

Figure 6.1: Average correlation between modelled and real word valence.

higher correlations, with small ranges resulting in better results. The optimal performance is ob-

tained for a range threshold of 3, and the entropy threshold of 1.38. Note that we consider the

distribution described by 10 bins of equal size. Hence the maximum entropy is approximately 2.3.

Figure 6.2 displays the modelled and real valences on test data for the run with the best correlation

with these parameter values. The plot shows clearly that the valences obtained by our method align

well with human-tagged data, validating our approach.

Moreover, we are interested in evaluating the match between valences of an established dictionary,

i.e., ANEW, and ones obtained with our epidemic lexicon-based model. To this end, the distribution

of valences in the ANEW dictionary is compared to the extended dictionary. Results are shown in

Figure 6.3. As can be seen, negative lemmas result in the smaller fraction of the dictionary in

both cases. However, the comparison shows some differences which mainly relate to neutral and

positive lemmas. The extended dictionary still contains a more significant fraction of neutral and

positive lemmas, compared to the ANEW dictionary. This is, however, not a concern since we

already observed the same trend for other dictionaries as well, i.e., for instance in SentiWordNet as

described in Chapter 5.

Cross-validation Classification Performance

The second criterion for validation of the extended dictionary is classification performance on the

Tagged Twitter Dataset - Section 5.1.1. Because of that, we implement a sentiment classifier based on

Support Vector Machines (SVM), that used several features to classify sentiment of tweets into three

classes: negative, neutral and positive. The features used include, for each tweet, several statistics

over the valence of individual lemmas contained by the tweet. Specifically, selected features comprise

both arithmetic and geometric mean, median, standard deviation, and minimum and maximum

valence. To these, we added the number of lemmas with a valence over 7 and over 9. This feature

can be seen as an indicator of the presence of strongly positive terms. Conversely, we also computed
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Figure 6.2: Modelled and real word valence
for a selected run with best parameters.

Figure 6.3: Histogram of valences for ANEW
and extended dictionary.

Figure 6.4: Performance of SVM classifier using the original ANEW dictionary only and our extended
dictionary.

the number of lemmas with a valence under 3 and under 1, as an indicator of strongly negative

terms. Finally, we include the total length of the tweet, and a boolean feature flagging the presence

of negation. To obtain effective possible classification, we only considered tweets for which at least

three lemmas were found in the dictionary.

The features above can be computed using any dictionary, and SVM performance can vary when

changing the dictionary. We compare the performance of our extended dictionary - described in

Figures 6.2 and 6.3 - with that of ANEW, which is an established dictionary in the literature. We

expect no decrease in performance with our extended dictionary. To validate results, we used a cross-

validation approach, where 80% of tagged tweets were used to train the SVM and 20% to test it. The

analysis was repeated ten times for each dictionary, with average performance displayed in Figure 6.4.

Following the literature, we evaluate performances through the standard four indices described in

Section 2.2.3, thus accuracy, precision, recall, and F-score. Error bars show one standard deviation

from the mean. The plot shows that the performance with the extended dictionary is comparable

to ANEW, validating our approach again. The F-score increases the negative class and decreases
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Figure 6.5: Applying the SVM to Untagged Twitter data using the original ANEW dictionary versus
our extended dictionary.

Dict. Positive Neutral Negative Total

ANEW 48,409 20,222 24,816 93,447
Extended 31,278 73,519 30,544 135,341

Table 6.1: Tweets classification performance with ANEW and our extended dictionary.

on the other two. Precision increases on negative and neutral, while recall increases on negative and

positive tweets. Hence, our extended dictionary seems to perform slightly better on negative tweets.

However, it overestimates the positives. Given that negative tweets are a small part of the corpus,

accuracy decreases slightly. The performance range across repeated runs always overlaps between

the two dictionaries compared.

6.1.4 Twitter Sentiment Analysis with Epidemic Model

To further evaluate the goodness of our algorithm, we compare the behaviour of the SVM in classify-

ing the Untagged Twitter Dataset using our epidemic extended sentiment dictionary versus ANEW.

Figure 6.5 shows the number of tweets classified by each dictionary, and then the distribution in

the negative, neutral and positive classes. The SVM used was trained with all the Tagged Twitter

Dataset, while the extended dictionary used was that analysed in Figures 6.2 and 6.3. Applying the

SVM using ANEW were are able to label 93,447 tweets. As can be seen from Table 6.1, the number

of positive tweets is almost twice that of the neutral and negative tweets. Results obtained applying

the SVM classifier with the extended dictionary show an increase in the number of labelled tweets

compared to ANEW, by about 45%. We are able to classify 135,341 tweets. As opposed to ANEW,

the number of positives - Table 6.1 - and negatives tweets is not that unbalanced. We also see a

significant increase in tweets classified as neutral.

Since the dataset has no polarity labels, we cannot validate the classes obtained by each dictionary

for individual tweets. However, the distribution of classes obtained with our extended dictionary

seems to be closer to what we observed in the Tagged Twitter Dataset, i.e., neutral tweets are a
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majority, and negative ones are a minority. ANEW tends to find mostly positive tweets, and this

could be because the number of positive words in the dictionary is higher than in other classes.

However, this is true also for the extended dictionary. A second reason could be that Twitter users

use a youth slang: a large set of unstandardised lemmas which are not included in ANEW lexicon,

but which are captured by our extended dictionary.

6.1.5 Discussion and Conclusions

In this section, we have proposed a method for enhancing lexicon-based sentiment analysis by ex-

tending the base lexicon of terms. The algorithm produces a sentiment labelled dictionary as output.

The obtained dictionary was shown to contain term valences that correlate well with human-labelled

lexicons. The performance of the SVM-based sentiment classification was maintained. We believe

that our method is particularly suitable for Twitter data, as well as for Big Data in general. This

is also because the procedure is very fast. Running times ranges in the order of minutes for over

1.5 million tweets. This characteristic suggests that the method can be applied to vast amounts of

data. The results we obtain validated our method.

During our experiments, we have observed an increase in the number of tweets tagged by about

45% compared to ANEW. Furthermore, the extended dictionary is much more extensive than

ANEW. This indicates the fact that some terms in the network remain isolated so that sentiment

valences do not percolate the entire network, hence many tweets remain untagged. This issue is

exacerbated by the fact that we also impose thresholds on the neighbourhood from which a node

can be infected with a sentiment. In these conditions, additional data can improve the percolation

power of sentiment valences and further increase the performance of our method.



Chapter 7

Superdiversity & Superdiversity

Index

Migration has a multitude of important effects both on the migrant population, and on the receiving

and source communities, including cultural diversity, economic changes, and social interaction. In

human migration studies, migration flows and stocks are typically measured at the national level

by official statistics offices, for instance through regular population census. The same goes for other

effects such as social and economic integration. These data are critical for the development of policies

to optimise the beneficial effects of migration under all criteria. As previously underlined, due to

their nature, they can become outdated, or information can be inconsistent when moving from one

national statistics office to another. Hence, lately, alternative data are starting to be proposed to

measure migration effects in various settings.

The chapter is organised as follows. First, we discuss the current possibility to refer to Big

Data to improve the study of human migrations. Then, assumptions on the effectiveness of our

index are presented in Section 7.2. After recalling data and preprocessing phase, we describe our

Superdiversity Index - Chapter 7.3 and its validation. In detail, we describe the evaluation criteria

- see Chapter 7.4.1 -, the null model - see Chapter 7.4.3 -, and the evaluation measures we took

into account to demonstrate the effectiveness and robustness of the index, and thus the framework

- Chapter 7.4.4. Once defined the assumptions and the index assessment, in Chapters 7.5 and 7.6

we present result obtained about the United Kingdom and Italy, respectively. Starting from issues

identified during our analysis, we discuss in Chapter 7.7 the corrective factors able to enhance the

algorithm performance. Our conclusions are then proposed in Chapter 7.8.
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7.1 Towards Superdiversity 2.0

Every day, each person disseminates digital breadcrumbs over various systems today used for all daily

activities. The ever-growing amount of human traces has led to proportional attention towards Big

Data. Nevertheless the evolution and the emergence of the various research fields, Big Data An-

alytics seems to remain considered as a collection of boxes disjoint among themselves. Big Data

has been examined through more diverse lines of research, including Sentiment Analysis, e-Science,

Linguistics, Healthcare, Geographic knowledge and Geographical Information Systems (GIS), Edu-

cation, Security, and Privacy. However, these areas often do not communicate between them, and

even worse do not collaborate.

As a consequence, in Big Data Analytics still lacks a systematic and multidimensional methodol-

ogy of analysis allowing observing novel phenomena. Moreover, it is ever more clear that the contents

available on social media platforms and microblogs hold great potential. The so-called User Gen-

erated Contents (UGC) represent and reflect aspects of human behaviour. These, in conjunction

with related metadata, contain various information in terms of geographic, time, sentiment, and

language. A conjunct study of multiple fields as the ones just mentioned can allow observing known

aspects under different points of view. More interestingly, it can provide novel methods to examine

novel patterns, behaviours, and phenomena. The globalisation in conjunction with the evolution of

the Internet has created new democratic spaces of interchange which allowed the development of

new identities. These identities together with ethnicity, citizenship, residence, origin, and language

are all aspects which have brought a “diversification of diversity”.

As stated by Vertovec [232], the concept of Superdiversity aims to acquire an increasingly com-

plex set of relationships between different aspects of human behaviour. Nowadays, the social changes

entail superdiversity which in turn urge us to revisit, deconstruct and reinvent many of our estab-

lished assumptions about language, identity, ethnicity, space, culture, and communication. It is

possible then based on Vertovec’s concepts to derive a novel contemporary concept of superdiversity.

Nowadays, the superdiversity cannot be reduced to the set of changes in migratory flows resulting

from globalisation and outline a change in the overall level of migration patterns, as affirmed in the

original Vertovec’s theory [232, 233]. Superdiversity 2.0 relies on the perception of socio-cultural

communities. This means that superdiversity can aim to identify the phenomena that violate the

boundaries of the political, historical, social, cultural and linguistic monocentrism, restricted to a

closed spatial framework.

Data Mining applied to microblogs as Twitter creates an invaluable opportunity for changing

perspective towards Big Data Analytics. As previously outlined, in this field persists a gap re-

lated to the development of a multi-dimensional methodology of user-generated contents concerning

sentiment, linguistic, geography, and temporal dimensions. We believe that this gap can be filled

through a data-driven framework describing diversity - and superdiversity - in both limited and wide

geographical contexts.
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7.2 Measuring the Salad Bowl

Starting from the concept of Superdiversity as an indicator of significant cultural diversity in the

population due to recent migration phenomena, we propose a measure of superdiversity in a pop-

ulation. This Superdiversity Index (SI) allows comparing diversity from the point of view of the

emotional content of language in different communities. We base our investigation on a base-ground

hypothesis:

Hypothesis 1 Different cultures associate different emotional valences in the same word.

This means that a culturally diverse community will show a use of the language that is different

from a standard expected use. Our SI is built on Twitter data and lexicon-based sentiment analysis.

We calculate emotional valences for words used on Twitter by various communities, in the local

language, and compare these with emotional valences from a standard tagged lexicon. The distance

between the two gives a measure of diversity. We compute our SI at different geographical resolutions,

for the United Kingdom (UK) and Italy, and then we compare it with foreign immigration rates. To

evaluate the performance of our SI we also compare it with other possible measures of superdiversity

extracted from the same Twitter data, such as the use of multiple languages or lexical richness.

7.2.1 Data Description and Resources

The analysis we propose is based on a geolocalised Twitter dataset, on the Data Challenge on

Integration of Migrants in Cities (D4I) dataset, and several lexical resources in both English and

Italian, i.e., lexicons of words enriched with sentiment valences.

To perform our study, we crossed two datasets, namely the Untagged Extended Twitter Dataset,

which is composed of just under 73,175,500 geolocalised tweets, and the Data Challenge on Integra-

tion of Migrants in Cities (D4I) dataset. Details about the two datasets are provided in Section 5.1.1

and in Section 5.1.2, respectively.

The preprocessing phase we apply to data, aims in obtaining cleaned tweets only coming from

the United Kingdom and Italy. Moreover, to be able to perform our analysis we need to match

places in our dataset with those in the D4I dataset. To accomplish this task we follow the procedure

described in Section 5.2.

At the end of the preprocessing phase, we obtained two cleaned and standardised sub-datasets.

The first is composed of all the English tweets posted from the United Kingdom, while the second

is composed of all the Italian tweets posted from Italy.

Details regarding the two datasets after preprocessing are shown in Table 7.1.

To apply our sentiment spreading algorithm, we exploit the same resources of lemmas labelled

with sentiment valences adopted for developing the algorithm itself. Therefore, we employ:

• the Affective Norms for English Words (ANEW) dictionary [37];
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Dataset # tweets # matched cities
UK 2,088,346 9,603
Italy 274,885 6,050

Table 7.1: Datasets details for the UK and Italy.

• SentiWordNet [81];

• the Full List of Bad Words Banned by Google of the “What Do You Love” (WDYL) Google

project

Details about the three lexical resources are provided in Section 5.3, while the related preprocessing

phase is described in Section 5.4.

Due to the multi-language nature of our work, we translate each of the three English lexicons

above into the Italian language. As pointed out by Balahur et al. [12], research workers in SA

have been reluctant to use machine translation systems due to the low performance they used to

have. However, in the last few years, the performance of machine translation systems have greatly

improved. For most frequently used languages, open-access services (e.g., Google Translate) offer

more and more accurate translations.

To obtain the most accurate translation, we combine and cross-check two different API services,

namely Googletrans1 and Goslate2. In addition, we impose some constraints, such a threshold on

the translation confidence score. Finally, to be more confident in the translation, we select only

lemmas attested in the PAISÀ [138] corpus - see Section 5.3.

7.3 Superdiversity Identification

The SI we propose is based on the emotional content of words for a community. Persons with

different cultural backgrounds will necessarily associate different emotional valences to the same

word. So, a multi-cultural community will display the use of the local language that is different

in its emotional content compared to a standard expected use. We believe that a more diverse

community has a larger distance between standard and actual emotional valences. We thus consider

a standard lexicon tagged with numeric emotional valences, such as ANEW, and we estimate actual

emotional valences for various communities using tweets coming from those communities. We then

compute the Pearson correlation r, between the standard and the actual valences of words. We

repeat the procedure several times, varying the set of words analysed, and we compute the average

1Googletrans is a free and unlimited Google translate API for Python: https://py-googletrans.readthedocs.

io/en/latest/
2Goslate is a free Google Translate API: https://pythonhosted.org/goslate/

https://py-googletrans.readthedocs.io/en/latest/
https://py-googletrans.readthedocs.io/en/latest/
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correlation r̄. The SI is then defined as

SI =
1− r̄

2
(7.1)

A SI = 0 indicates no diversity; thus the population uses the language following the standard

rules. A SI = 0.5 indicates a very significant diversity, where the emotional content of words is

not related to the standard one. Finally, a SI = 1 - that is unlikely - indicates that the emotional

content of words is inverted compared to standard language.

To estimate actual emotional valences for words used by a community on Twitter, we use the

algorithm described in Section 6.1. By applying the algorithm, we can construct an extended lexicon

tagged with sentiment valences, to perform lexicon-based sentiment analysis on Twitter. Since the

extended lexicon is based on the Twitter data to be analysed, it depends highly on the way language

is used. We compare the resulting valences of the lexicon with ANEW and compute our SI.

In summary, the algorithm starts by building a network of co-occurrence for all the terms found in

a Twitter corpus. Then, a seed dictionary tagged with sentiment valences is used to assign sentiment

to some nodes in this network. A spreading process is started, inspired by models of spreading of

information and opinions, where nodes that do not have a valence take the aggregated valence of

their neighbours if the neighbours agree. The aggregation is done by selecting the mode of the

distribution of neighbour valences. Agreement of neighbours is defined by two model parameters.

The first is the range of valences of the neighbours, which needs to be below a given threshold R,

while the second is the entropy of the distribution of valences of the neighbours, S. These two

thresholds are used to control the spreading process and are the only parameters that need to be

specified by the user of the algorithm. The final valences of the words are influenced by the initial

seed dictionary, but also by the structure of the network where emotional valences spread. This

structure is determined by the way Twitter users employ the language. Hence it depends on the

cultural mix in the Twitter community. Thus, the final valences show how the language is used in

the corresponding community, from the emotional content of words point of view.

To compute our SI, we randomly split the ANEW tagged dictionary into two equally large

subsets. One subset is used as seed dictionary by the algorithm, together with SentiWordNet and

the Bad Words lexicon. The second subset is used to compute the SI. At the end of the spreading

process, the valences in this subset are compared with the valences obtained by the algorithm, to

compute r. The process is repeated ten times, with different splits of the ANEW dataset, to obtain

the average correlation, r̄ and to then apply Equation 7.1 to compute SI.

Our idea is based on the following two assumptions:

Hypothesis 2 SI, calculated on a Twitter dataset, measures the distance between the emotional

content of terms in the language spoken by the Twitter community, as extracted by the algorithm,

and the standard language.
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Figure 7.1: Optimisation of model parameters
for the UK.
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for Italy.

Hypothesis 3 SI is a measure of diversity in the population from which the tweets are coming.

SI takes values in the range [0, 1]. A value of 0 corresponds to no diversity, i.e., emotional content

identical to the expected standard language. A value of 0.5 corresponds to no correlation between

the emotional content of words on Twitter and the standard one. A value of 1, which is very unlikely,

would correspond to the use of terms with the opposite emotional content compared to standard.

The proposed SI inevitably includes a component related to the performance of the algorithm used to

compute emotional valences. The algorithm provides an estimate based on a subset of tweets coming

from a subset of the total community to be analysed and is based on several assumptions. Thus, this

estimate unavoidably includes some error. The correlation r, and in consequence the value of SI,

depends both on the different use of the language and on the error of the algorithm. Nevertheless,

we believe that the SI we propose can be efficient in quantifying diversity. This is because the error

component is stable when changing the cultural mix of the community analysed, or at most it can

increase as multiculturalism increases, so it does not negatively affect the relationship between the

SI and the diversity, but may even enhance it.

7.3.1 Communities’ Superdiversity Index

The selection of the entropy S and the threshold R model parameters was required to compute SI

for various communities in Italy and the UK. This was performed through Monte Carlo simulations,

using the complete Twitter dataset for Italy and the UK. Specifically, a range of parameters was

explored, and for each parameter pair, we applied 10 different instances of the algorithm, on all the

Twitter data available. Figure 7.1 shows the average correlation between the valences obtained by

the algorithm and the original values in the ANEW dictionary, for each parameter combination, for

all the UK data.

We observe that the maximum correlation is obtained for R = 3 and S = 1.09, as shown
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in Figure 7.2. These UK-related parameters are used subsequently to compute the SI at other

geographical levels. For Italy, Figure 7.2 shows that best results were obtained for R = 3 and

S = 2.19, which are the values used to obtain all the results related to Italy presented in the

following sections.

7.4 SI Evaluation

To demonstrate the efficiency of our model we consider several evaluation criteria, which are de-

scribed in the first part of this Section. In Section 7.4.1, we expose motivations on which evaluation

steps are based. In Section 7.4.3 is presented the Null Model SI, while Section 7.4.4 describes the

additional evaluation measures applied to compare obtained performances through our model. For

a better comparison, performances obtained through both Null Model SI and the other measures

are shown in parallel with model results. Hence, model performances are disclosed in Section 7.5

and in Section 7.6 for the United Kingdom and Italy, respectively. Finally, Sections 7.7 and 7.8 refer

to the model’s correction factors and conclusions.

7.4.1 Evaluation Criteria

To test whether the proposed SI relates to cultural diversity in a population, we consider as a baseline

the foreign immigration rates in the same geographical regions as those where the SI was computed.

The immigration rates were extracted from the D4I dataset described in Section 7.2.1. Hence we

assume that

Hypothesis 4 Communities with higher immigration rates also have higher diversity.

We calculate the Pearson correlation between the SI values and immigration rates, as a measure of

the performance of the proposed SI.

7.4.2 Qualitative Evaluation

Besides the Pearson correlation, we perform a qualitative evaluation. Thus, we look at a few examples

of assigned valences and the divergence from the new lexicon and the ANEW lexicon. To this

purpose, we compare words that are typically polarised, i.e., words typically used only in positive

or in negative contexts. Moreover, we look at words that can be used in both positive and negative

meanings.

7.4.3 Null Model SI

In the literature, a Null Model is a model generated by using random samples of a specific distribution

where elements are allowed to vary stochastically. The null model analysis may be used in specifying
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a statistical distribution as well as in randomisation of the observed data when these are designed to

predict outcomes of a random process. The process is commonly used to match randomly generated

graphs and to prove if and when observed graphs are statistically similar. The Null Model is based

on the so-called Null Hypothesis. The latter states that no statistical significance exists in a given

set of observations until statistical evidence nullifies it for an alternate hypothesis.

To prove that it is the community that determines the value of the SI and that our correlations

are not random, we devise a Null Model SI. To accomplish the test, we reshuffle tweets across

geographical regions. Reshuffled tweets are distributed maintaining fixed the number of tweets in

each region. We compute the correlation among the Null Model SI and immigration rates and

compare them with the original SI correlation.

7.4.4 Evaluation Measures

Besides the Null Model SI, we accomplish an additional evaluation step. During this phase, we com-

pare the performance of the newly proposed SI with that of other possible superdiversity measures

extracted from the same data. We consider five additional measures, namely:

1. total number of tweets in the local language.

2. number of tweets per capita.

3. the absolute number of languages.

4. the entropy of the distribution of tweets in languages.

5. Token Type Ratio (TTR).

In more detail, the first two measures relate to the frequency of tweeting. One could hypothesise

that a more diverse community could tweet more or less. Hence we consider the total number of

tweets in the local language, together with the population-normalised version, i.e., number of tweets

per capita. The second category of measures relates to the different languages spoken by a Twitter

community. We would expect that a more diverse community will use more languages. We consider

the absolute number of languages, but also the entropy of the distribution of tweets in the various

languages. The latter measure takes into account the volume of tweets in each language, besides the

number of languages. The fifth possible measure of diversity relates to the lexical richness of the

language used by a twitter community. Again, one could expect a richer language from a diverse

community. To quantify this, we use a well-known index used in Linguistics, the Token Type Ratio

(TTR) [219]. The TTR is computed as the ratio between the number of token types that make up

the vocabulary and the overall size of the corpus. In our case, it is computed as the ratio between

the number of different words and the total number of words in the corpus. The TTR value ranges

in [0, 1], where values closer to 1 denote that texts are varied and rich.
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Figure 7.3: Superdiversity index (left) and immigration levels (right) across UK regions at NUTS2
level.

7.5 Superdiversity in the United Kingdom

The proposed SI was computed for the UK at three different geographical resolutions, identified

based on the Classification of Territorial Units for Statistics. Hence, this allows us to analyse the

NUTS1 level, which corresponds to 12 UK regions while the NUTS2 level to 40 regions. The NUTS3

level contains 174 different regions, out of which we select the 40 with the largest number of tweets.

For computation of the SI, we considered all the tweets in English published in the various

regions. Figure 7.3 visually shows the geographical distribution of SI values at level NUTS2, and

compares with the distribution of foreign immigration levels, from the D4I dataset. There is a clear

similarity between the two maps. To understand better the relation between SI and immigration

rates, Figure 7.4 plots the SI values obtained versus the immigration rates, at each NUTS level

analysed. We observe that most of the regions align very well on a line, with a very large correlation

with the immigration rates.

At all geographical levels, we observe that the regions corresponding to Northeast England and

London area appear to have different behaviour, deviating from the main line defined by the other

regions. This is also visible on the map, at the regional level. However, when moving from NUTS1

to NUTS2 and NUTS3, we see that, within the two regions, SI grows as the immigration rate grows.

3United Kingdom NUTS1: 10 regions
4United Kingdom NUTS2: 40 regions
5United Kingdom NUTS3: 40 regions
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Figure 7.4: SI values versus immigration rates at different geographical levels, for the UK. At the
level NUTS3 we selected the top 40 regions based on the number of tweets available in the dataset.
The stars correspond to the London area, the triangles represent regions in Northeast England, while
the rest of the regions are displayed with circles.

Geo.
level

SI Null
model SI

Eng.
tweets

Eng. tweets
per capita

Languages Language
entropy

TTR

NUTS13 0.943 -0.236 0.328 -0.520 0.519 0.481 -0.005

NUTS24 0.941 -0.137 0.332 0.007 0.362 0.288 -0.340

NUTS35 0.928 -0.221 0.141 0.049 0.322 0.529 0.147

Table 7.2: Correlation between different measures of diversity extracted from Twitter and the im-
migration rates, at various geographical levels in the UK, excluding London and Northeast England.
At the level NUTS3 we selected the top 40 regions based on the number of tweets available in the
dataset.

For instance, at level NUTS2, when considering only the five regions from the London area, we

see that SI is larger when immigration is larger. The same is true for the regions from Northeast

England. We believe this is due to different ranges of SI in different areas. This particular behaviour

will be further investigated and discussed. For the rest of this section, we will consider only the

remaining regions, i.e., all UK except for Northeast England and the London area. Table 7.2 shows

the exact values of the Pearson correlation between immigration rates and the SI, which prove to

be remarkably well correlated at all geographical levels.

The null model SI does not correlate at all, as expected, giving evidence that the correlations we

obtained are meaningful and related to the source community of the tweets, and not merely due to

the number of tweets in each region.

The comparison with other possible measures of diversity is also very favourable to our proposed

SI, which is superior to all others, as Table 7.2 shows. No relation between immigration rates and

frequency of tweets appears to exist. Some correlation seems to emerge with the number of tweets

per capita, the number of languages and the language entropy, however much lower than the SI case,

and not stable at all geographical levels.
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Word ANEW UKI UKC UKL UKJ

cheer 8.10 9.09 9.00 8.75 9.05

fun 8.37 9.00 8.48 9.41 8.00

joyful 8.22 9.21 8.00 9.26 7.00

war 2.08 1.10 1.00 1.50 2.50

hostile 2.73 1.96 3.00 1.88 1.97

unhappy 1.57 1.56 0.41 1.02 0.42

news 5.30 5.00 8.00 5.68 2.00

leader 7.63 8.12 2.00 8.43 5.00

social 6.88 7.44 2.00 6.44 1.00

Table 7.3: Examples of valences in ANEW and in new lexicons for selected words. Lexicons displayed
relate to UK NUTS1 level. New lexicons refer, from left to right, to the London area (UKI), North
East England (UKC), Wales (UKL), and South East England (UKJ).

Finally, we perform a qualitative analysis of assigned emotive valences to check that Hypothesis 4

does indeed make sense. To this purpose, we look at words that typically have a strong polarisation,

i.e., words generally considered positive and words generally considered negative. Furthermore, we

observe the words that can be associated with both negative and positive contexts. This allows us

to observe the divergence from the new lexicon and the ANEW lexicon.

We believe that communities with higher immigration rates also have a higher diversity. However,

we also think that some words have a positive or negative connotation that is almost universally

accepted. As a naive quantitative analysis, we can consider the valences of these words as a kind of

standard parameter. Finally, the words that can be used in both positive and negative contexts allow

us to observe if the Superdiversity Index captures the different emotional uses of words depending

on the geographical area.

In Table 7.3, we report few examples of words and their assigned valences depending on the

geographical dimension. The first column shows words having a positive or negative connotation

that is almost universally accepted. The first three words can typically be considered positive, while

the second three as negatives. Moreover, we also consider three words that in the new lexicon have

different values from those in ANEW. The other columns of the table show the valences assigned

in ANEW and in the new lexicon. We report valences obtained for a selected run for four different

regions at UK NUTS1 level. We choose two areas in which the SI shows high correlations with

immigrants rates - Wales (UKL), and South East England (UKJ). Moreover, we look at the two

regions where SI ranges do not match those from the rest of the UK - London area (UKI), North

East England (UKC).

As shown in Table 7.3, valences assigned in UKI and UKL lexicons seems coherent with those

in ANEW for all words. On the contrary, valences extracted from UKJ and UKC lexicons show
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Figure 7.5: Superdiversity index (left) and immigration levels (right) across Italian regions at NUTS2
level.

different behaviour. Positive and negative words show coherent valences concerning those in ANEW.

However, valences of words that can be used in both negative and positive contexts do not match

with ANEW. Since that positive and negative words show coherent valences, we believe that our SI

index makes sense. Moreover, it can catch variations in the emotional use of words depending on

the geographical area.

7.6 Superdiversity in Italy

The analysis accomplished over UK-related data was repeated for Italy. Following the method

described in Section 7.2.1, the lexical resources are translated into Italian. This allows us to apply

the method explained above to all Italian tweets published from different Italian regions. Figure 7.5

shows the geographical distribution of both the SI values and the immigration rates from the D4I

dataset, at level NUTS2 - regional. As previously seen, there is a very good similarity between the

two maps. In Figure 7.6 we plot the SI values obtained by our method versus the immigration rates.

Excellent correlation with immigration can be observed, at all geographical levels. Exact obtained

correlations are reported in Table 7.5, with values over 0.85 at all levels.

It is necessary to underline that at level NUTS1, Italy is divided into only five regions, hence

here correlations are not really meaningful. We report them for completeness. However, is the

behaviour at the following levels that carries significance. At NUTS2 there are 20 regions, while

at NUTS3 we select the top 20, similar to the UK case. Table 7.5 also shows results for the null
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Word ANEW ITH ITI ITF

cheer (rallegrare) 8.10 9.00 8.45 9.05

fun (divertimento) 8.37 8.75 9.41 9.38

joyful (gioioso) 8.22 8.33 9.19 8.00

war (guerra) 2.08 1.10 1.23 2.00

hostile (ostile) 2.73 1.99 2.00 1.82

unhappy (infelice) 1.57 1.88 0.89 0.42

news (notizia) 5.30 4.00 5.35 6.00

leader (capo) 7.63 6.00 4.00 6.00

social (sociale) 6.88 7.00 7.44 7.53

Table 7.4: Examples of valences in ANEW and in new lexicons for selected words. Lexicons displayed
relate to Italy NUTS1 level. New lexicons refer, from left to right, to Northeast Italy (ITH), Central
Italy (ITI), and South Italy (ITF).

model. As are expected, the null model SI does not correlate with immigration rates. As for the

other possible diversity measures, none of them seems to give any hint of the immigration rate, at

levels NUTS2 and NUTS3. Hence our proposed SI is undoubtedly superior. At level NUTS1 we see

some correlation, but again we believe these values to be spurious since we are considering only five

geographical areas.

To perform a qualitative analysis of assigned valences, we follow the same approach carried for the

UK. Thus, we choose to show the same words identified before as positive and negative. Moreover,

we also look at three words that can be used in both negative and positive contexts. Lexicons chosen

refer to Northeast Italy (ITH), Central Italy (ITI), and South Italy (ITF). As mentioned before, in

the Italian case, the SI index well correlates with immigrant rates in all levels and for all regions.

Valences we assign are shown in Table 7.4. Unlike UK case, here all valences seem to be, more or

less, coherent with those in ANEW. Concerning the word “leader” ITI-related valence is lower than

the one in ANEW. This may be explained by the fact that in Italian, the translation of the word

leader can be used to identify the employer. Thus, as a consequence, it could be used as a negative

word.

7.7 Corrective Factors

The results we obtain show a strong link between the proposed SI and foreign immigration rates.

However, as previously underlined, in the UK case, a small number of regions seemed not to show the

same behaviour as the rest of the country. In details, these relate to the London Area and Northeast

England. In the first case, although immigration rates in London are much higher than the rest

of the country, the SI value extracted from all tweets in London was smaller (NUTS1). However,
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Figure 7.6: SI values versus immigration rates at different geographical levels, for Italy. At the level
NUTS3 we selected the top 20 regions based on the number of tweets available in the dataset.

Geo.
level

SI Null
model SI

Ita.
tweets

Ita. tweets
per capita

Languages Language
entropy

TTR

NUTS16 0.963 -0.437 0.735 0.696 0.183 -0.585 -0.727

NUTS27 0.859 0.143 0.279 0.282 0.304 0.099 -0.243

NUTS38 0.924 0.082 0.081 -0.148 0.216 0.021 0.091

Table 7.5: Correlation between different measures of diversity extracted from Twitter and the im-
migration rates, at various geographical levels in Italy. At county level (NUTS3) we selected the top
20 regions based on the number of tweets available in the dataset.

when dividing tweets per county, within the London area, SI values seem to grow as immigration

levels grow (NUTS2 and NUTS3). Hence, it appears that the ranges of the SI obtained are different

in London compared to the rest of the country. The same applies to Northeast England. Even if

immigration rates are low, SI values were high. Again, those regions seem to form a cluster of their

own, where SI ranges do not match those from the rest of the UK.

Considering these particular behaviours, to make the SI range uniform, we believe that the

immigration rates are not sufficient. For this reason, we had decided to identify correcting factors

or at least determine the various clusters, without using the immigration rate itself. We regard that

this should also make SI values comparable across geographical resolutions, since we observe that,

for the same immigration rate, SI values can vary from one NUTS level to another.

The first correcting factor we consider is the language entropy. We observed that the London

area displays, at NUTS1 level, a much higher language entropy compared to the rest of the country,

hence it can be used to re-scale the SI. Figure 7.7 shows language entropy for all NUTS1 regions.

As shown in Figure 7.8, in Italy language entropy is very similar across regions. In fact, in Italy,

6Italy NUTS1: 5 regions
7Italy NUTS1: 20 regions
8Italy NUTS1: 20 regions
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Figure 7.7: Language entropy on tweets orig-
inating from the UK, at macro scale (NUTS1
regions). The region UKI corresponds to the
London area, while UKC to Northeast Eng-
land.

Figure 7.8: Language entropy on tweets orig-
inating from Italy, at macro scale (NUTS1
regions).

there seem not to be any range issues, since all regions overlap very well. The uniform and large

entropy in Italy could be explained by the fact that Italy is a popular tourist destination. As a

consequence, there exist many tweets in different languages. For instance, in central Italy, we have

25,044 tweets in English and 67,903 in Italian, a factor of only 2.7 between the local and a foreign

language.

A second important factor could rely on the cultural differences of the local non-immigrant

community, such as those represented by local dialects. Higher use of the local dialect could explain

the apparent larger SI values in Northeast England. To correct for this, a baseline SI value could be

computed from a subset of tweets coming from local users - for example, local newspapers or official

accounts. This baseline could be used to correct for range differences to the rest of the country.

Given the high correlation to foreign immigration rates, we believe that our SI represents the

first step towards a novel nowcasting model for migration stocks. Once all correcting factors are

identified, these could be used, together with the SI, to build a highly accurate model to estimate

immigration rates. We expect that a standard machine learning model could prove suitable for this

task, that we plan to undertake in future work. Such a model will enable accurate immigration

statistics without the need for time - and resource - consuming population censuse. By repeating

the analysis regularly, we will be able to maintain updated statistics, valid also in regions where

census is not possible or inaccurate due to clandestine immigration.

7.8 Conclusions

In this section, we proposed a novel superdiversity index which quantifies diversity in a population

based on changes in the emotional content of words with respect to the standard language. These

changes have been estimated in the UK and Italy by using geolocalised Twitter data at different
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geographical levels. Results we obtained show a significant correlation with foreign immigration

rates in almost all geographical analysed regions. During our analysis, we also compare performances

obtained by applying other possible measures of diversity form the same Twitter data. Results show

that the proposed Superdiversity Index greatly outperforms all the other measures.



Part III

Superdiversity in Music contexts
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Chapter 8

The Music Context

Music has been part of human civilisation for centuries: it has been referred to as the universal

language. Certainly, every culture has given birth to its music. The constant collapse of physical

barriers caused the overall globalisation of music. During the last decade, the constant growth of

online streaming services - such as Spotify, Apple Music, Last.fm - have made available to the public

the widest choice of music ever. Emerging bands, as well as famous ones, can obtain global visibility

that was unimaginable only a few years ago. Cultural and societal evolution, as well as national

and international historical events, reflect their essence in both lyrics and melodies produced by

the ones who experienced them. Indeed, music is one of the most valuable expressions of national

identities. However, it is rare that a country can be effectively described as a single “cultural” entity:

it is natural to expect that each region within it has its peculiarity. In this rapidly evolving multi-

faceted scenario, music seems to have lost its geographical-cultural connotation: Are we observing

a growing standardisation of music contents? Are there peculiar characteristics able to discriminate

the music produced in a given region from the one produced in the country that contains it? Can

these observations be applied to the Italian music scene?

Starting from these questions, in the following sections we deeply investigate the current music

scene at different granularity levels. This chapter focuses on the music domain with particular

attention to the current music scene, that has been already introduced in Chapter 4. A state-of-the-

art related to the music has been already discussed in Section 4.1.

In the first section of this chapter - Section 8.1, we describe data, resources and preprocessing

we apply to perform our analysis. In the second section of this chapter - Section 8.2, we analyse

how the new generation of Italian musicians relates to the musical tradition of their country. Thus,

we first investigate characteristics of regional music and then we place emerging artists within the

musical current defined by famous artists coming from the same country. Section 8.2 is partitioned

as follows. The dataset we employ to perform our analysis is described in Section 8.2.1, as well as its

preprocessing. Section 8.2.2 describes how we compute regional and national profiles. Section 8.2.3

105
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Dataset #Artist #Tracks #Genres #Lyrics

WORLD 833,197 (19,218) 5,525,222 1,380 79,204
ITALY 2,379 (710) 502,582 126 28,582
TUSCANY 513 (58) 24,147 28 91

Table 8.1: Datasets statistics. Within brackets are reported the number of artists for which at least
a single song lyric was available.

focuses on dynamics occurring between Tuscany emerging bands and their popularity, and finally,

Section 8.3 discusses our observations and conclusions.

The following chapters, namely Chapter 9 and 10, describe the application of a multi-faceted

study of the musical context. As previously mentioned, we believe that in Big Data Analytics there

exist a gap. This gap is represented by the lack of a conjunct study of various dimensions. To fill the

gap, we propose an examination of the musical context which takes into account emotional contents,

geography, and linguistic diversity at once.

8.1 Music Data, Lexical Resources and Preprocessing

In this section, we describe the datasets and the preprocessing phase we adopted to develop the

studies related to the musical context. Since works presented in Chapters 8.2, 9 and 10 exploits

same data and resources, we describe them in the following, while in proper chapters we will limit

to recall them.

8.1.1 Musical Dataset

To carry out our analysis, we exploit a musical dataset having three different levels of spatial granu-

larity: world, national and regional. Datasets refer to the worlds famous musicians - WORLD dataset

-, Italian musicians - ITALY dataset, and emerging youth bands in Tuscany - 100band or TUSCANY

dataset -, respectively. In particular, the TUSCANY dataset is referring to emerging artists partici-

pating in the “100 Band” contest promoted by “Tuscan Region” and “Controradio” in 20151. The

world dataset has more than eight hundred thousand authors, the Italian dataset has more than two

thousand top Italian authors and the TUSCANY dataset is composed about five hundred emerging

Tuscany artists. In Table 8.1 we describe the details of these datasets.

The three datasets are built using the Spotify API2 and are composed of all the songs present

on the platform for the selected artists.

1Toscana100band contest: http://toscana100band.it/
2Spotify API: https://developer.spotify.com/documentation/web-api/

http://toscana100band.it/
https://developer.spotify.com/documentation/web-api/
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For each selected artist, we collect song titles, songs popularity score, album titles, Spotify ID,

and the list of the genres the artist is associated with. If an artists genre is not set, the array is

empty. In the following, we will explain the way we fixed the lack of the musical genre. Regarding

the popularity score, each track on Spotify is characterised by a set of “Popularity bars” that when

aggregated indicate how popular the track is. In general, the popularity score of a song is based on

two parameters: a) the total number of plays compared to other tracks; and b) how recent those

plays are. In addition to the features listed above, for each song, we collect the set of musical features

provided by Spotify3.

Also, each track is described by a set of musical features4 provided by Spotify, namely acoustic-

ness, danceability, duration, energy, instrumentalness, liveness, loudness, speechiness, tempo, and

valence. All the features range in [0, 1] except duration, loudness, and tempo. In the preprocessing

phase, we normalise these latter features to align all the feature scales.

We further integrate the datasets with the lyrics of the songs. In Table 8.1 are also described the

details of the lyrics datasets. In particular, the WORLD-lyric dataset is collected from the Genius5,

the ITALY-lyric dataset is collected using SoundCloud API6, and, finally, the TUSCANY-lyric is

built extracting texts from the results of a survey. Using Google Form service7, we gathered both

musical and personal data about artists who participated at the Tuscany 100 Band contest.

Moreover, to analyse the musical context also from the geographical point of view, we integrate

the dataset with a geographical field. For this purpose, we use the artists Spotify ID as research

key in the Echonest API. Using this API, we obtained the Italian region where each musician comes

from. Moreover, to perform our analysis, we integrate these musical datasets with the lyrics of the

songs retrieved for each artist. In particular, the ITALY-lyric dataset is collected using Sound-

Cloud API. On the contrary, the majority of the Tuscany emerging bands lyrics are not available on

public platforms. Due to this reason, the TUSCANY-lyric dataset is built by extracting information

from the results of a survey. By using the Google Form service8 we gathered both musical and

personal data regarding artists who participated in the Tuscany 100 Band contest of 2015.

8.1.2 Musical Features

As well-known, Spotify has released an API which allows obtaining a JSON metadata about mu-

sic artists, albums, and tracks, directly from the Spotify Data Catalogue. Into the API, a full

track object is described through several metadata. Amongst others, these include album, that is

a simplified album object representing the album in which the track appears; artists, as an array

3Musical features provided by Spotify have been already described in Section 8.1.2
4Spotify Audio Features Object, https://developer.spotify.com/web-api/get-several-audio-features/
5Genius: https://genius.com/
6SoundCloud API: https://developers.soundcloud.com/docs/api/guide
7Google Form service: https://www.google.com/forms/about/
8Google form service: https://www.google.com/forms/about/

 https://developer.spotify.com/web-api/get-several- audio-features/
https://genius.com/
https://developers.soundcloud.com/docs/api/guide
https://www.google.com/forms/about/
https://www.google.com/forms/about/
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of simplified artist object which identifies who performed the track; available markets, as an

array of strings containing a list of the countries in which the track can be played, identified by their

ISO 3166-1 alpha-2 code. Besides standard information, a track object is also described through

a set of ten musical features. Since these features are at the basis of our music-related analysis, in

the following, we provide a brief description of each of them.

• acousticness is related with how much the track is acoustic

• danceability describes how suitable a track is for dancing based on the combination of musical

values, i.e., tempo, rhythm stability, beat strength, and overall regularity.

• duration ms indicates tracks duration in milliseconds.

• energy is a measure that represents a perceptual measure of intensity and activity, which

includes dynamic range, perceived loudness, timbre, onset rate, and general entropy.

• instrumentalness predicts whether a track contains no vocals.

• liveness is related to the presence of an audience in the recording.

• loudness is the measure of the overall loudness of a track in decibels (dB).

• speechiness is related to the presence of spoken words in a track.

• tempo is the tempo of a track in beats per minute (BPM).

• valence describes the musical positiveness conveyed by a track.

8.1.3 Preprocessing

In this section we discuss the preprocessing phase we perform on the above-mentioned datasets.

The first problem faced is the lack of genres that, once obtained, are normalised and aggregated,

as explained later. With this scope, we integrate our data with data from another web resource,

namely Wikipedia. For each artist with an empty genre field, we make a call to the Wikipedia

Italian version using the name of the artist as the keyword.

Once having obtained all the genres for the musicians who lack them, we proceed by aggregating

them into a few major music genres classes. All three datasets show a large number of genres,

both minor and major. To reduce noise in music genres, we decide to group them based on a

large-grained classification. To this end, by using two lists of popular music genres9, we assign each

songs minor genres to their major class. Once we obtained major-genres classes, we further simplify

the classification. Thus, we distribute 234 different genres in 12 classes: country, blues, religious,

9Lists are gathered from AllMusic - AllMusic, http://www.allmusic.com/genres - and from Wikipedia - W. List
of popular music genres, http://en.wikipedia.org/wiki/Psychology

http://www.allmusic.com/genres
http://en.wikipedia.org/wiki/Psychology
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Figure 8.1: Genres distribution among datasets.

hip hop, latin, electronic, folk, jazz, rock, R&B, pop, and a cappella. This step allows us to bring

together classes’ major sub-genres under the principal one. For instance, hard rock, heavy metal, and

alternative rock sub-genres have been labelled as rock. Genres distribution in ITALY and TUSCANY

datasets is shown in Figure 8.1.

Once we addressed the music-genres related issue, the preprocessing phase is focused on music

lyrics. To process music lyrics with unsupervised methods, we first clear the data. Therefore, to

obtain normalised texts, we treat lyrics datasets using a rule-based cleaning procedure. Rules we

applied are partly related to the specific music domain. The normalisation step covered the following

aspects:

• Stop words. We detected and eliminated general English and Italian stop words, URLs and

domain-specific stop words, such as strofa, ritornello, and rit.

• Featuring. Music is often characterised by several authors featuring, which creates a problem

in handling multiple authors. We decided only to maintain the name of the first author.

• Punctuation. In this step, punctuation has been removed.

Following this method, we obtain standardised music lyrics that are then treated by a general-

purpose pipeline of Natural Language Processing (NLP). After that, music lyrics are lemmatised

and tagged with the POS tagger TreeTagger [205]. We also reduce the noise selecting only nouns,

verbs and adjectives. In this way, for each text, we obtain only significant words from the sentiment

points of view.

8.2 Placing Emerging Artists on the Italian Music Scene

Nowadays, thanks to the maturity of online music-related services, music consumption has become

ubiquitous. During the last decade, several works analysed music data collected from online services

to study users behaviours and tastes. One peculiar trait that all those works underlined is that the
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easy access to enormous music libraries has made possible even for emerging artists to reach audiences

that were unimaginable only a few years ago. In this work, we study in a particular context, the

Italian music scene, how the new generation of musicians relates to the musical tradition of their

country. Taking advantages of data collected from Spotify, we investigate the peculiarity of regional

music and try to place emerging artists within the musical movement defined by the already famous

colleagues of the same country.

As mentioned before, society evolution reflects its essence in both lyrics and melodies produced

by musicians. As a consequence, music is a valuable expression of national identities. Since a country

cannot be described as a single “cultural” entity, should we expect that each region within it has its

peculiarity? Does this observation apply to the Italian music scene?

Once we profiled the Italian regions by looking at the characteristics of the songs of their most

famous artists another question arises: Will emergent artists adhere to the music canon identified

for their region? If not which are their strongest influences? Being able to answer such questions

will act as a linchpin for shedding lights on how the new generations define themselves, on which are

the major changes in music tastes that are currently taking place. Moreover, extending the analysis

on broader, national, profiles we can better understand how emergent artists place themselves in the

music scene: Do they chose their style to mimic famous artists so to sound more “appealing” to the

public, or Do they pursue their passion disregarding the current tastes?

The rest of this section is partitioned as follows. The dataset we employ to perform our analysis

is described in Section 8.2.1, as well as its preprocessing. Section 8.2.2 describes how we compute

regional and national profiles. Finally, Section 8.2.3 focuses on dynamics occurring between Tuscany

emerging bands and their popularity.

8.2.1 Dataset

To carry out our analysis, we used two different datasets. The first, called ITALY, relies on the famous

Italian musicians, while the second, called 1000band relies on emerging youth bands in Tuscany.

Both datasets are composed of all the songs present on the platform for the selected artists.

For each artist, we collect various information, as well as for their songs. Moreover, each track is

described by a set of musical features10 provided by Spotify.

A brief description of Spotify’s features we gathered and used is provided in Section 8.1.2. Details

regarding the entire dataset and the method adopted to build it are described in Section 8.1.1.

Finally, the preprocessing we apply is discussed in Section 8.1.3.

10Spotify Audio Features Object, https://developer.spotify.com/web-api/get-several-audio-features/

 https://developer.spotify.com/web-api/get-several- audio-features/
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Figure 8.2: Artists Profiles: (a) the 100Band medoid, (b-d) profiles of the famous artists from
Tuscany, Emilia Romagna and Molise.

8.2.2 Regional & National Profiles

As a first step, we grouped songs by artist, and for each of them, we extracted a profile. We describe

each artist with his medoid song, i.e., his most representative track identified by minimising the sum

of the Euclidean distances between the Spotify features among all its discography. Once we profiled

both famous and emerging artists, we focused our attention on similarities among them, both at

regional and nationwide levels.

Regional profiles. Indeed, music is one of the most valuable expressions of national identities.

However, it is rare that a country can be effectively described as a single “cultural” entity: conversely,

it is natural to expect that each region expresses its peculiarity. Does this observation apply to the

Italian music scene? Can each Italian region be characterised by the music it produces?

To answer such questions, moving from the computed artist profiles, we leveraged the geograph-

ical information attached to famous artists in ITALY to build region-wide profiles. Thus, we grouped

artist profiles by their region of provenance, and then we describe each region with its medoid song.

Through radar charts11, Figure 8.2 shows the profiles obtained for Tuscany, and Emilia Romagna

and Molise as examples. Tuscany and Emilia Romagna are both characterised by cheerful and dance

songs with a fast pace and instrumental beat. However, Emilia Romagna is represented by more

energetic and fast tracks, like the songs of Gem Boy. Molise, instead, is represented by melodic

music with a calm and repetitive rhythm, like the songs of Fred Bongusto. Our results suggest that

each Italian region has its music peculiarities: what about emerging artists in 100band?

In Figure 8.2(a) we show the dataset wide profile of emerging Tuscan bands. We can easily notice

that such profile differs from the one expressed by famous artists of the same region. Given such

distance, to which regional musical tradition Tuscan emerging artists look up to? We assigned each

11A radar chart is a graphical method of displaying multivariate data in the form of a two-dimensional chart of
three or more quantitative variables represented on axes starting from the same point. The relative position and angle
of the axes are typically uninformative. In our case, the axes represent the musical features described in Section 8.1.2.
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Region % Artists

Emilia Romagna 0.46
Molise 0.13
Valle d’Aosta 0.11
Piemonte 0.05

Region % Artists Avg. Popularity

Cluster0 0.61 22/100
Cluster1 0.20 15/100
Cluster2 0.13 19/100
Cluster3 0.05 16/100

Table 8.2: Similarity among Tuscan emerging bands and the profiles of famous Italian artists at
regional level (left) and with respect to data-driven national profiles (right).

of the bands in 100band to its most similar regional clusters by applying K-nearest neighbours (K-

NN). Table 8.2 (left) reveals that most of the emerging bands are assimilated to Emilia Romagna

(46%) followed by Molise and Valle dAosta: those are the musical scene that better capture the

features expressed by Tuscan emerging artists. The rest of the bands is divided into low percentages

among other regions.

National profiles. To give a more comprehensive classification of the Italian music scene, we

employed the K-means clustering algorithm to identify homogeneous clusters among the artists in

ITALY. After calculating the Sum of Squared Error (SSE) distribution for 2 < k < 20 we selected

k = 4 because for k > 4 the SSE does not decrease significantly anymore. Thus from each cluster,

we extracted a medoid resulting in four profiles.

Through radar charts, Figure 8.3 shows the four profiles we obtained. Observing Figure 8.3 we

immediately perceive that cluster0 and cluster3 are expressions of artists in direct opposition to

the ones respectively in cluster1 and cluster2:

• cluster0 and cluster3 are represented by happy songs, dance music, and songs with a strong

beat. Though the songs of cluster0 have regular rhythm, cluster0 has the highest value

speechiness and includes artists such Datura, Linea77 and rappers (i.e., Emis Killa), while

in cluster3 there are Working Vibes and Persian Jones.

• cluster1 and cluster2, conversely, represent most melodic songs, less rhythmic. Clusters

differs only in instrumentalness, which is higher in cluster1. The cluster2, which has

lower instrumentalness value, includes artists, such as Giovanni Allevi and Stefano Bollani,

while cluster2 includes Lucio Battisti and Carla Bruni.

Outlining the regional analysis, we assigned each of the 100bands to the closest cluster using

K-NN fixing as known groups the medoids of the clusters identified by K-means. More than half of

the emerging bands (61%) are labelled similar to the cluster0 profile, a cluster containing famous

artists of Emilia Romagna and Tuscany. The rest of the bands is mainly allocated in cluster1 and

cluster2, with only a small part in cluster3, as shown in Table 8.2 (right).
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Figure 8.3: Artists Profiles: Italian clusters medoids.

8.2.3 Popularity

How do emerging artists decide their musical style? Do they follow their passion or do they try to

mimic what is perceived as the people taste? To provide answers to such questions, we calculated

the average popularity of the famous Italian artist for each cluster - as perceived by the Spotify users

- and we use this indicator to label the identified groups. As shown in Table 8.2 (right), we observed

that there are no strong differences among the clusters means - the same observation holds for their

median and standard deviation. However, it needs to be underlined that the popularity perception

is computed on a service, Spotify, that connects worldwide artists and listeners. In this scenario,

the popularity of Italian artists is somehow penalised due to the intrinsic restriction imposed by the

non-adoption of English as the primary lyric language. Taking into account such distortion, we can

anyhow observe how emerging bands tend to be assimilated to cluster0 and cluster3 - almost

74% of 100band -, clusters grouping together artists having greater average popularity. Somehow,

emerging bands seem to mimic characteristics of known artists that receive more attention from the

public. To reach success, first you must learn to play by the rules; then you must forget the rules

and play from your heart.

8.3 Conclusions

With our work, we seek to identify regional, national, and Tuscan emerging bands identities through

music analysis. It seems clear that it is not easy to define general national and regional profiles

because of the heterogeneity of music. However, our work underlines that some features are discrim-

inating between the various groups identified during the analysis phase.

Our analysis has underlined that the geographical dimension can be used to identify musical

identities. Therefore, following a data-driven investigation, we study how geography affects mu-

sic production and relations between technical characteristics of the music produced at regional,

national, and world level.



Chapter 9

The Fractal Dimension of Music

In the previous chapter, we seek to identify regional, national and Tuscan emerging bands identities

through a data-driven music analysis. As underlined, to describe the entire national music scene

is not a trivial task because of the strong heterogeneity of music. In the sections of this chapter,

we propose another data-driven investigation related to the musical context. By leveraging a cross-

service multi-level dataset, we study how geography affects music production. Furthermore, we study

how artists producing a specific type of music can reach high popularity and how such popularity

is often not related to a specific genre. Our data-driven investigation highlights the existence of

a “fractal” structure that relates the technical characteristics of the music produced at regional,

national and world level. A “fractal” structure is a structure that is characterised with self-similarity,

i.. it is composed of fragments whose structural motif is repeated if the scale changes. Thus, we are

interested in understanding how technical characteristics of the music change to vary the geographical

scale.

Starting from emergent groups of an Italian region - Tuscany -, moving to affirmed Italian artists

and finally to a set of world-famous musician, we identify a multi-level set of profiles transverse

to the classical concept of genre: we show how such profiles remain stable across the different

geographical layers analysed. Finally, we observed how the mood expressed by artists songs as well

as their popularity vary with respect to the multilevel traversal profiles they belong to. Once again,

we observed the presence of the same structure that clearly emerges both at different geographical

levels and over a multi-level set of profiles.

The chapter is organised as follows. Section 9.1 introduces the datasets used in the current study

and describes the preprocessing steps performed on them. In Section 9.2 we show and discuss the

fractal structure emerging from the datasets and the music profiles that we were able to identify

applying an unsupervised learning strategy. Section 9.3 highlights the relationships of the artists

popularity and music genres concerning the groups discovered. Following the same approach, in

Section 9.4 we analyse the relationships between the songs’ lyrics and music profiles enriched with

114
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Figure 9.1: Sum of Squared Error (SSE) distributions for k ∈ [2, 18].

Sentiment Analysis.

9.1 Dataset and Preprocessing

As a proxy of the current musical scene, we exploit a musical dataset having three different levels

of spatial granularity: world, national and regional. Datasets, which are described in Section 8.1.1,

refer to the worlds famous musicians, Italian musicians, and emerging youth bands in Tuscany,

respectively. Contrary to the work presented in Chapter 8.2, the 100band subset is here named

TUSCANY. The change in naming does not represent any changes in the dataset. It is only related to

the comprehensibility and clarity of the phases of the work. Each track in the three datasets is also

described by a set of musical features1 provided by Spotify, which are described in Section 8.1.2.

Moreover, to deepen our analysis and consider only the mood transmitted by the players in terms

of lexical content, we integrate these datasets with the lyrics of the songs. To preprocess data, we

follow the method presented in Section 8.1.3.

9.2 The Music Scene Fractal Structure

To identify the prototypical type of music produced by each artist in the datasets, we describe

every performer through his medoid song, i.e., his most representative song identified minimising

the sum of the Euclidean distances between the Spotify features among all his discography. Once

we built such descriptions of each artist, we move on grouping them on the basis of the music they

produce. Since the available datasets allow us to observe the music phenomenon from three different

hierarchical levels - thus, regional, national and worldwide -, we perform three different analysis

levels. The first level describes the music of regional artists, the second one describes the music of

both regional and national artists, and the last one describes the music of all the artists observed

worldwide.

1Spotify Audio Features Object, https://developer.spotify.com/web-api/get-several-audio-features/

 https://developer.spotify.com/web-api/get-several- audio-features/
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Figure 9.2: Matrices clusters coverage when migrating from ITALY to WORLD clusters (bottom row),
and from TUSCANY to ITALY clusters (top row). From left to right the coverages for increasing values
of k.

Through the analysis of the hierarchical clustering, we aim at understanding if a fractal structure

emerges among the type of music produced at different geographical levels. We accomplish this task

by employing the K-means clustering algorithm [218] on the computed artist profiles, as explained

in Section 8.2.2. As the first step, to identify a reasonable value of k, i.e., the most appropriate

number of clusters, we calculate the Sum of Squared Error (SSE) distribution for k ∈ [2, 18]. As

shown in Figure 9.1, the SSE distributions for the clustering computed on the three levels follow a

common pattern that identifies optimal values of k in the range [4, 6]. After that we have identified

such range, we extract the clusters for each value of k in it for the three datasets. Finally, from each

cluster of each level, we calculate the medoid of the cluster, i.e., the set of features describing its

most representative artist.

To understand if our datasets present a fractal structure, we study artists migration among the

clusters when moving from the regional to the world level. We repeat this activity for each k in the

identified range. Figure 9.2 shows the clusters coverage - for k in range [4, 6] - when migrating from

ITALY to WORLD clusters (bottom row), and from TUSCANY to ITALY clusters (top row). Indeed, these

matrices have a strong diagonal prevalence. The same effect can be observed for all the clusters and

all k-values in the range [4, 6]. Artists blocks vary in high percentages from a down-geographical

cluster to a top-geographical cluster. Matrices have been calculated by matching the pairs of clusters

of two different levels with the highest level of coverage, i.e., by maximising the purity using the

cluster identifiers as a label. We can observe how, for instance, regional artists of a given cluster are
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(a) cluster0 (b) cluster1 (c) cluster2

(d) cluster3 (e) cluster4

Figure 9.3: Artists Profiles: TUSCANY, ITALY, WORLD medoids. From left to right: cluster0,

cluster1, cluster2, cluster3, cluster4

re-classified into a cohesive block of the national level that, in turn, is re-classified in a single block

of the world level.

Since a fractal structure emerges with all the adopted values of k in the following, we detail the

clustering obtained only for k = 5. Moreover, music genres distribution varies within each of the

three datasets, consequently affecting their clustering. Thus, for each level, entire musical sub-genres

fall into specific clusters. To better analyse and understand the characteristics of these clusters, we

compare the clusters for each dataset by taking advantage of the radar chart in Figure 9.3 computed

for k = 5 - we obtain comparable results for k = 4 and k = 6. They describe the medoids of

the five clusters identified for each dataset. Axes of radar charts represents the musical features

already presented in Section 8.1.2. Radar charts underline, one more time, the presence of a fractal

structure capturing very similar profiles across the observed hierarchy levels. This demonstrates

that, for each different level of observation, musically homogeneous artists are well clustered with

artists of the superior step. First of all, we notice how the fractal structure is perfectly highlighted

also by the radar charts. The spikes of the three different datasets follow the same shape almost for

each cluster. At first glance of Figure 9.3, we can observe that some features are more discriminant

than others. Features like speechiness, liveness, loudness, and tempo present similar values in each

cluster. Despite this, the other features are determinants for cluster discrimination. Despite some

little discrepancy among datasets, we can group clusters by their similarities.

We perceive that cluster0, cluster3, and cluster4 are expressions of artists in direct oppo-

sition to the ones respectively in cluster1 and cluster2:
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• cluster1 and cluster2 represent melodiously, bit danceable without a strong beat, and

negative songs. Clusters diverge only for instrumental scores: cluster1 present low values,

on contrary cluster2 show high values.

• cluster0, cluster3, and cluster4 represent non-melodic, strongly rhythmic and fairly danc-

ing tracks. cluster0 and cluster4 show very low instrumental values, while cluster3 show

high scores. Furthermore, clusters differ for valence values: cluster0 presents the highest

values. On the contrary, cluster4 presents the lowest values.

Since a fractal structure able to relate different geographical levels also emerges on the other dimen-

sions, in the following Sections we analyse the popularity, followers, genres and sentiment of the

clusters and we will detail only the results observed at the worldwide level.

9.3 Genres, Popularity and Followers

In this section, we analyse the collected information regarding artist popularity and followers as

well as song genres. Starting from a dataset-wide discussion, we detail how such dimensions can be

used to characterise the identified clusters. Figure 9.4 (a) shows the overall distributions of both

artists and followers concerning the 12 genres identified after the cleaning stage. Indeed, the most

represented genres are rock, electronic and pop, meta-classes. As was foreseeable, these genres also

attract a considerable number of followers. However, it is interesting noticing that, despite rock

ranks a first among the most played genres, it presents a smaller number of followers than pop

music.

Figure 9.5 (a) shows a relation between artists popularity and followers. Starting from such plot

three sub-classes of artists can be identified:

• Low popularity. A large number of artists present low popularity, between 0 and 40, and a

small number of followers. A large number of artists are followed by few people. Such artists

could be emerging artists or are likely to play niche music.

• Medium-high popularity. Artists have medium popularity, between 40 and 70, are followed by

a consistent number of users.

• High popularity. Artists have very high popularity that has a relatively low number of followers.

While the former two classes were somehow expected, the latter one breaks the common intuition

that expects very popular artists to be the ones attracting more followers. Once observed the general

behaviours of popularity, followers and genre components, we study how they relate to the clustering

we obtained in Section 9.2. As a first step, to provide a semantic annotation of the identified clusters,

we describe them exploiting their main genres as well as their profiles. As we can see from Figure 9.4,

clusters are strongly heterogeneous, since they represent different music genres. Indeed, the clusters
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Figure 9.4: Artists and Followers distribution among clusters.

obtained are markedly different among each other, and each cluster distinctly identifies a subset

of genres with specific levels of popularity and number of followers. In the following, we describe

clusters as well as their main characteristics.

• cluster0, Figure 9.4 (b), can be identified as the pop/hip hop cluster. It is represented by

artists such as Laura Pausini and Vanilla Sky. In this cluster fall a few genres. However,

musicians that belong to this profile are followed by the highest amount of users with respect

to all clusters. Songs are very suitable for dancing, repetitive, cheerful and singing. In this

cluster also fall all few rap artists, but probably, they have little influence on medoids values.

However, speechiness values are still the highest of the dataset.

• cluster1, Figure 9.4 (c), is the jazz cluster. The majority of the artists belonging to this

cluster, like Stefano Bollani and Doctor Dixie Jazz Band, have few followers. The beat pace

and high acoustics make tracks unsuitable for dancing and influence the valence values that

are the lowest of all other clusters.

• cluster2, Figure 9.4 (d), is the folk music cluster. These genres are the most represented by

the artist. In this cluster falls artists like Norah Jones and Lucio Battisti. Tracks are perceived

as calm, unsuitable for dancing, primarily vocal and sad. As a consequence, valence scores are

fairly negative.

• cluster3, Figure 9.4 (e), is the electronic cluster and it is represented by artists such as Calvin

Harris and Go!Zilla. The most representative genre is electronic music. However, users that
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Figure 9.5: Artists and Followers distribution among clusters.

follow this genre are a few compared by the rock ones. This cluster represents non-acoustic,

strongly danceable with a strong beat, like dance, house, and minimal music.

• cluster4, Figure 9.4 (f), is the pop/rock cluster and in this cluster falls artists like U2 and

Green Day. The number of rock and pop followers is moderately high, while the amount of

electronic music is quite low. Songs are strongly rhythmic, noisy and energetic but slightly

danceable. Often, tracks are perceived as angry, so valences are tendentially negatives.

As the final step, we study for each cluster the relations between its artists popularity and their

number of followers. Figure 9.5 shows the relation between artists popularity and followers only

for all five clusters. All the clusters are characterised by the same trend. Most of their artists

have medium-low popularity, with scores between 20 and 40, and are followed by a low amount of

users. Moreover, as popularity also grows followers increase. However, musicians having both high

popularity, over 70, and a high number of followers are few and almost uniformly spread across all

the clusters. Moreover, it is interesting to observe that in each cluster there are very few artists with

a very high popularity score, over 80, that are followed by a high number of followers: supposedly,

these are famous international artists.

9.4 Analysing Sentiments in Music Lyrics

As a final analysis, we are interested in observing the correlation between the songs and the feelings

they transmit, framing our analysis within our clusters. We proceed by adopting a lexicon-based

approach, exploiting ANEW [37] as seed-lexicon resource. ANEW provides a set of emotional ratings

for 1,034 words in terms of valence, arousal, and dominance. To determinate artists polarity, we
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select the valence values provided by both male and female subjects. After calculating the weighted

average of the words valences vtext as polarity score, we grouped songs by artists, to obtain a polarity

value for each of them. For each artist, we compute the weighted average among their tracks polarity.

To enhance the differences among the levels of the various scores we apply a logistic function[230]:

f(x) =
L

1 + ek(xx0)
(9.1)

where L is the curve maximum value (we set it equal to 1), k = 10 is the steepness of the curve,

x0 = 0.5 is the x-value of the sigmoids midpoint, and x = vtext. We apply the already mentioned

procedure to each lyrics dataset. Then we grouped emotionally-tagged tracks for each artist and

computed the weighted average among the i-artists discography. To analyse texts belonging to

ITALY-lyric and TUSCANY-lyric, we translated the ANEW lexicon in Italian by using the Python

library Goslate2. As a result, we obtain a comprehensive list of artists each one of them having a

polarity score in the range [0, 10]. Studying the polarity distributions, we note that most artists have

a polarity score in the range [5, 7], as showed in Figure 9.6. It is necessary to keep in mind that a

neutral score could indicate that a) the artists tracks transmit no strong emotions or, b) they present

conflicting emotions. To give a better comprehension of the results, we split artists based on the

polarity score into three class: a) positive, scores higher than 6; b) negative, scores lower than 4, and

c) neutral, scores between 4 and 6. Figure 9.7 shows the distribution of the artists polarity among

the three datasets using ANEW. Finally, we analyse how the clusters are affected by the polarity

scores. Indeed, we apply the same procedure described above for each of the five clusters. The other

clusters are described by a Gaussian curve similar to the one expressed by the complete dataset.

All such distributions are multi-modal and define three peaks. The remaining artists reach more

extreme polarity scores, with a long tail to negative values. Going further into the analysis, we split

the artists based on their scores into the three polarity classes identified above. Figure 9.8 shows the

2Goslate: http://pythonhosted.org/goslate/

http://pythonhosted.org/goslate/
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distribution of the artists polarity among the three clusters using ANEW. As we can observe, the

most represented category remains the neutral one, while the less represented is the negative one.

9.5 Conclusions

By relying on a composite dataset built upon heterogeneous online resources, we have proposed a

data-driven investigation of the music scene. We compared song technical features, lyrics, and artist

popularity across three hierarchical geographic layers (world, national, and regional). Our investiga-

tion reveals the existence of a stable clustering structure describing cross-genre music profiles. Such

clusters describe a fractal structure in which, disregarding the geographical granularity observed, all

the artists observed can be profiled and categorised in a reduced and well-defined set of clusters.

Results we obtained led us to investigate the music context deeply. In particular, we are interested

in investigating lexical features also and in observing the relationship between melodic and lexical

features. Furthermore, due to the lack of works, we decided to focus our data-driven investigation

on the Italian music-specific domain. In the following chapter, characteristics of Italian music have

been analysed exploiting the geographical and emotional dimensions, through melodic and lexical

features, to evaluate the Italian music superdiversity.



Chapter 10

The Italian Music Superdiversity

Starting from the observations described in the previous two chapters, we decide to develop a

data-driven investigation of the Italian music-specific domain. The built-in-house dataset exploits

heterogeneous online resources. Peculiarities of Italian music have been analysed leveraging the

geographical and emotional dimensions, through melodic and lexical features, to evaluate the Italian

music superdiversity. Our analysis aims to examine the relationship between melodic and lexical

features. To build the cross-service datasets, we aggregate information collected from different online

resources, such as Spotify, Sound-Cloud1, Echonest2, and Wikipedia. As mentioned, through the

data, we inspect a particular context, namely the Italian music scene. The main factors able to

identify homogeneous groups of individuals are spatial and linguistic. These dimensions vary in a

diachronic sense, and their changes can be observed over time. Regarding the language, observations

of superdiversification have led to consider the notion of language as the set of trans-idiomatic

practices, in order to describe the communicative practices in particular places and situations. In

particular, we focused on some questions. Are we observing a growing standardisation of the specific

Italian music contents? Are there lexical and melodic-specific features able to discriminate the music

from a geographical, lexical and emotional point of view? As is well-known, emotions can also be

induced by music. If emotions may be caused by music, what is the weight of melodies and lyrics in

this process? To answer these questions, we develop two different kinds of musical profiles through

a melodic and a lexical approach. In particular, regarding this latter point of view, we exploit the

sentiment spreading epidemic model proposed in Chapter 6. By choosing to analyse this model on

Italian music lyrics, we aim to evaluate Italian music superdiversity since the resulting dictionary

is strongly population-dependent and can provide important insight into how language is used by

various populations. Furthermore, we aim to evaluate the model performance on long texts instead

1Sound-Cloud site: https://soundcloud.com/
2The Echonest service is now inactive, with the URL resulting in a 404 response.

123

https://soundcloud.com/
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Lexicon #Lemmas #Italian lemmas #Balanced lemmas

ANEW 1,034 1,034 1,034
SentiWordNet 117,659 45,882 3,932

Bad words 550 500 500

Table 10.1: Lexicons statistics

of short texts.

The rest of the chapter is partitioned as follows. In Section 10.1 we describe the building of

our cross-service composite dataset, the lexical resources we employ and the preprocessing steps

performed to make manageable the data gathered from different online resources. At the end of the

section, we introduce a brief discussion on the problems encountered during the data mining and

the preprocessing phases. In Section 10.2 we show the Italian regional profiles identified applying

an unsupervised learning strategy and a method for enhancing lexicon-based sentiment analysis by

extending a base lexicon of terms. In Section 10.3 we evaluate the obtained profiles by applying the

two different procedures, and we discuss the relationships and peculiarities between the lexical and

melodic profiles. In addition to this, we show a sentiment analysis experiment.

10.1 Data, Resources and Preprocessing

To obtain a wide overview of the current Italian music scene, we exploit a musical dataset showing two

different levels of spatial granularity; thus national and regional. These two datasets refer to Italian

musicians - both famous and less famous -, and emerging youth bands in Tuscany, respectively.

Dataset information is provided in Section 8.1.1.

Moreover, since we are interested in musical data also from a geographical point of view, we

integrate this information with a geographical field. Finally, we describe each track through a set of

musical features3 provided by Spotify - see Section 8.1.2.

To employ the sentiment spreading algorithm and validate the obtained results, we exploit the

same resources used for developing the algorithm itself, thus

• The Affective Norms for English Words (ANEW) [37].

• SentiWordNet [81];

• Full List of Bad Words Banned by Google.

• PAISÀ.

3Spotify Audio Features Object, https://developer.spotify.com/web-api/get-several-audio-features/

 https://developer.spotify.com/web-api/get-several- audio-features/
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(a) Artists distribution over Italian regions. (b) Region average popularity score.

Figure 10.1: ITALY datasets statistics.

A comprehensive description of ANEW, SentiWordNet, the Full List of Bad Words Banned by

Google and PAISÀ has been already provided in Section 5.3.

Since we are interested in appling the sentiment spreading algorithm to Italian music lyrics, we

translate each word in the lexical resources. We follow the approach presented in Section 7.2.1.

Details about lexicons obtained after the translation are reported in Table 10.1.

During the preprocessing phase, we address some problems, such as the lack of genres, the

genre sparsity and, finally, the lyrics noise. Details regarding each performed step are provided in

Section 8.1.3.

Once we performed the entire preprocessing phase, we obtain cleaned lyrics composed by only

significant words from the sentiment points of view.

To allow experiment reproducibility, the final dataset is made publicly available on Zenodo at

https://bit.ly/2MUUwEx.

10.1.1 Problems Faced

Mixing different resources referred to a unique specific domain is not such an easy task, and this is

harder when starting with user-generated contents. In addition to the difficulty in obtaining the data,

processing this information presents a problem. On one side, the non-standardised data variety does

not allow to use standard rules. From the other side, a standard pipeline is not effective with domain-

specific data. As explained before, data requires a dual-phase cleanup: an “ad hoc” supervised

step to identify particular lexical forms attested, and then, an automatic standard cleaning phase.

Another problem encountered is the difficulty of correct identification of the Italian authors in the

international music scene. To curtail this problem, we explore only the Italian Wikipedia version

of the platform. However, in musical APIs, many Italian musicians are unknown or have residual

https://bit.ly/2MUUwEx
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positions. Moreover, due to the commercial orientation of the APIs, less known artists are at the

bottom of their lists and this can lead to songs misallocation. A preferential attachment phenomenon

may be noted: the more famous an author is, the more likely a searched information is credited to

him and vice-versa.

10.2 Italian Regional Profiles

In this section, we describe the novel application of the algorithm presented in Chapter 6 to Italian

musical lyrics, and our approach targeted to compute and evaluate Italian music regional profiles.

10.2.1 Regional Profiles: The Sound Point of View

The music is one of the most ancient cultural and national expression. It can also be said that is one

of the most valuable expressions of national identities, since, through its performer, the music tells

the history, events, and transformations of cultures and nations. However, nowadays it is particularly

rare that a country can be described through a singular “cultural” entity, like a singular music genre.

Conversely, as already underlined in previous chapters a national music scene is characterised by

different aspects. Indeed, regarding the Italian music scene, each region can be characterised by the

music it produces.

To obtain Italian regional profiles, we first exploit geographical information to partition the ITALY

dataset into different subsets. Using the artists’ region of provenance, for each Italian region, we

build a regional Italian lyrics dataset. Figure 10.1 shows regional dataset statistics. In particular,

Figure 10.1a shows the artists distribution among Italian regions while Figure 10.1b shows the regions

average popularity. This latter score is computed through two steps. At the first step, for each

artist, we calculate the average popularity over their full discography by using the popularity scores

provided by Spotify. Then, we aggregated artists based on their regional provenience and, finally,

we calculate each average regional popularity. As it can be noted by comparing Figures 10.1a and

10.1b, artists distribution and popularity are not correlated. Indeed, the number of artists belonging

to a region does not affect the region popularity score. Regions having a relatively low number of

artists, such as Calabria and Campania show a high popularity score.

To compute regional profiles, as a first step, songs in the ITALY dataset are grouped by artist

and, for each of them, we extract a profile, as the medoid song computed over the entire artist’

discography. A medoid song is not a real song attested in the artist discography, but a “sample song”

which combines the main artist’s musical characteristics. Indeed, we extract each medoid song as the

most artist’s representative song identified by minimising the sum of the Euclidean distances between

the artist’s tracks’ musical features gathered from Spotify. Given the results obtained in Chapter

8.2 and 9, the medoids computation does not take into account all the ten musical features obtained
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(a) Liguria (b) Sicilia

(c) Basilicata (d) Marche

Figure 10.2: The four Italian “super-profiles” rep-
resented by (a) Liguria, (b) Sicilia, (c) Basilicata,
and (d) Marche.

Figure 10.3: Melodic profiles.

from Spotify. Indeed, previous results display that features like speechiness, liveness, loudness, and

tempo present similar values in each type of data aggregation and comparison, while other features

are conversely high discriminant. Following a relevant music parameters selection phase similar to

the one presented in [100], when computing the artists’ medoid song we select only some features:

acousticness, energy, danceability, and instrumentalness.

Once we profiled all the Italian artists, we focused our attention on the regional level by aggre-

gating artists’ medoids based on their geographical provenience. Following the approach previously

explained, we extract a profile for each region, as the most representative artist among all those

who come from the selected region. Our results suggest on one side that each Italian region has its

music peculiarities, and on the other side that regions share several common characteristics. This is

more interesting if we consider that these joint features are visible independently from the regions’

geographical locations.

If we focused our attention on similarities among them, we can group regional melodic profiles

based on their analogies. This brings us to identify four “super-profiles” (Figure 10.3) composed as

follow:

a) Abruzzo, Valle D’Aosta, Campania, Lazio, Liguria, Piemonte, Puglia, and Sardegna.

b) Emilia Romagna, Calabria, Lombardia, Sicilia, Trentino Alto Adige, Veneto, Toscana, and

Friuli Venezia Giulia.
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c) Basilicata, Molise, and Umbria.

d) Marche.

We underline that these clusters are the result of the obtained melodic profiles aggregation.

Therefore, we cannot find in these clusters genres shown before, as those of Figure 8.1.

Figure 10.2 shows the profiles obtained (one for each super-profile identified). Each axis in radar

graphs represents one of the musical features gathered from Spotify and described in Section 8.1.2.

Super-profiles are computed based on region instead of genres; therefore, they contain a vast and

heterogeneous range of kind of music. However, by observing the regional profiles characteristics,

each super-profile can be described through sufficiently specific music genres. For more in-depth

comprehension, we describe each super-profile and some of their representative artists.

a) Rhythmic pop/Swing : is described by upbeat pop and the most rhythmic easy listening music,

and by the swing and ska. Tracks have a good beat strength and claim the listener to move, like

songs played by Max Gazze (Lazio), Fred Buscaglione (Piemonte) and 99 Posse (Campania).

b) Light music: is the super-set characterised by the most relaxing part of pop, by the light music

and by tracks played by singer-songwriters. Songs have a slow rhythm and are suitable only

for slow dance. Artists that fall into this category can be recognised in Sergio Cammariere

(Calabria), Carmen Consoli (Sicilia) and Laura Pausini (Emilia Romagna).

c) Blues/Jazz : despite the low number of Italian region that falls into this super-set, the profile is

well characterised. Indeed, it is represented by the most “commercial” portion of the jazz and

blues music. In particular, in this set, we found the few Italian croones4, like Fred Bongusto

(Basilicata).

d) Orchestra/Light music/Light pop: this is a separate super-set composed by only a region.

Indeed, this region show mean values for each musical feature. Probably artists coming from

this region are well balanced from the genres point of view. As the most famous representative

artist who comes from Marche we can found only Jimmy Fontana.

To understand if emerging bands are characterised as well as the not emerging artists of the same

region, we compute a melodic profile also for them. Following the method applied to not emerging

Italian artists, we group the TUSCANY dataset by artist and, for each of them, we extract a profile.

Once profiled all emerging bands, we compute the regional profile as the most representative artist

among all the emerging bands. The obtained profile is shown in Figure 10.4a in comparison with the

profile computed for the Toscana region - Figure 10.4b. As can be seen, the two profiles regarding

4“Crooner” is an American term given to male singers of jazz standards, accompanied by either a full orchestra, a
big band or a piano. The most famous America crooner is Frank Sinatra, even though he does not consider himself a
crooner.
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(a) TUSCANY (b) Toscana

Figure 10.4: Comparison between Tuscany emerging youth bands and the Toscana profile computer
for not emerging artists.

Toscana are perfectly aligned. Our results show that emerging bands and famous artists present

similar musical characteristics. This led us to affirm that youth bands tend to mimic characteristics

of known artists, probably to receive more attention from the public instead of pursuing their musical

way and risk to fail.

10.2.2 Regional Profiles: The Lexical Point of View

Once we identified and inspected prototypical types of regional music based on artists’ musical

features, we move on the lexical and emotional content of the songs. Indeed, we aim to investigate if

using two completely different approaches it is possible to identify consistent and correlated regional

profiles. To compile regional lexical profiles, we choose to apply the algorithm presented in Chapter

6.1 to the ITALY-lyric dataset.

Following the sentiment spreading algorithm method, we build a network of lemmas for each

regional dataset, where each lemma corresponds to one node. Hence, the network is an unweighted

co-occurrence graph based on the target lyrics to be classified. Once each regional network of lemmas

is obtained, valences are added to each node in the network.

To be able to evaluate obtained dictionaries, we use cross-validation on the translated ANEW

dictionary. In particular, the ANEW dictionary is randomly split into two halves. One half is used as

a seed dictionary during the spreading epidemic process, merged with SentiWordNet and Bad words

translated dictionaries. The second half is used as a test dataset, to compare the valence obtained

through the algorithm to the original valence in the ANEW dictionary. The Pearson correlation is

then used to quantify the similarity and to obtain an indication of whether the process produces valid

sentiment valences. As explained before, the algorithm requires two parameters - range and entropy

-, since agents can influence their neighbours as a consensual group rather than isolated; hence a

heterogeneous group will not influence its neighbours. To obtain optimal values for entropy and range

thresholds, ten runs are repeated for each couple of thresholds values. In this case, even though we
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will compute singular regional profiles, we decide to extract optimal threshold values by computing

the runs on the entire ITALY-lyric dataset. This choice aims to better compare the obtained

results. Therefore, before applying the method to Italian regions, we extract the optimal range and

entropy values from the entire ITALY-lyric dataset. We applied the same procedure to compare

the TUSCANY-lyric dataset with ITALY-lyric dataset, and once again we extract the optimal

range and entropy values for the TUSCANY-lyric dataset. For transparency and not for comparison,

Figure 10.5 and Figure 10.6, show the average correlation obtained for each threshold combination

for both the ITALY-lyric and TUSCANY-lyric datasets respectively. As already observed by the

algorithm, the range parameter is more important in obtaining higher correlations. Even then, small

ranges resulting in better results. The optimal performance of the ITALY-lyric dataset is obtained

for a range threshold of 5, and the entropy threshold of 1.09. Indeed, we consider the distribution

described by ten bins of equal size. Hence the maximum entropy obtainable is approximately 2.3.

For the TUSCANY-lyric dataset, the optimal performance is obtained for a range threshold of 3, and

the entropy threshold of 1.6. Note that is this case, range and entropy threshold values differ less.

This result is due to the small number of lyrics in the dataset.

10.3 Regional Profiles Evaluation

To evaluate the procedure, we perform two different analyses. As the first criterion, we focus on

the valences obtained after the sentiment spreading process using cross-validation on the translated

ANEW dictionary. So, once extracted optimal threshold values from the entire dataset, we use them

as the algorithm’s parameters. Therefore, for each Italian region, we compute ten different runs.

For each run, the seed dictionary, composed by the 50% of the translated ANEW together with the

Italian translation of SentiWordNet and Bad words lexicon, is randomly recomputed. Following this
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Figure 10.7: Lexical profiles based
on regional average correlation over
ten runs.
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Figure 10.8: Modelled and real word valence for a selected
run with best parameters.

approach, for each region, we obtained a lexicon of words labelled with a polarity score5.

To provide more comprehensive results, Figure 10.7 shows for each region the average correlation

over ten runs, so the regional lexical profiles. Focusing our attention on closeness among their

correlation values, we can group regional lexical profiles based on their analogies. This brings us to

identify three “super-profiles” - Figure 10.3 - composed as follow:

a) Valle D’Aosta, Piemonte,Liguria, Sardegna, Campania, Liguria, Puglia, Basilicata, Molise,

Umbria, and Sardegna.

b) Emilia Romagna, Calabria, Lombardia, Sicilia, Trentino Alto Adige, Veneto, Toscana, and

Friuli Venezia Giulia and Marche.

c) Lazio.

Moreover, Figure 10.8 displays for two sample regions (Lazio and Basilicata, Figure 10.8a and 10.8b

respectively) the modelled and real valences on test data for selected runs with best parameters.

Within brackets are shown best correlation values for the selected run. In particular, the Lazio is

the Italian region with the lowest average correlation value (0,53), while the Basilicata is one of the

5For example, the dictionary we obtained for Lazio for a selected run with best parameters (the same showed in
Figure 10.8a) is composed of 11,243 Italian lemmas, each labelled with a polarity score in the range [0, 10].
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Figure 10.9: Histograms of valences for ANEW and two obtained dictionaries: Lazio (left), Basilicata
(right).

regions with the highest average correlation value (0,59). The two examples plots show that also in

the “worst” case - Lazio 10.8a - the valences obtained by applying the spreading epidemic sentiment

algorithm to Italian music lyrics align well with human-tagged data.

Finally, Figure 10.8c shows the modelled and real valances on the TUSCANY-lyric dataset for a

selected run with best parameters. Here too, the obtained valances align well with human tagged

data. Unfortunately, the huge difference of dataset sizes between the TUSCANY-lyric dataset and

Toscana’s lyrics will not let us compare correlation results.

Obtained results, besides validating the original method itself, validate its usage for a different

language and a different kind of initial data. As already underlined, until now, the algorithm

presented in Chapter 6.1 was tested and validated only on Twitter tweets exclusively in English.

Our results bear witness to the algorithm efficiency also for the Italian language and longer texts,

like an entire song text. For further comparison, we also display - Figure 10.9 - the distribution

of valences in the ANEW dictionary, compared with two obtained regional dictionaries related to

Lazio and Basilicata. The results confirm that the spreading algorithm can identify different relations

between lemmas by their usage in texts. Concerning the region, valences distributions differ widely.

The only likeness is that in all regional lexicon there is a higher number of lemmas tagged with a

score in the range [0, 1], and, conversely, the less number of lemmas tagged in the range [9, 10] than

ANEW.

Once we obtained both melodic and lexical profiles, displayed in Figure 10.3 and Figure 10.7

respectively, we focus on their similarities. Starting from melodic ones, merging regional medoids,

we identify four different “super-profiles” characterisable based on their genres. We obtain two

major and two minor super-profiles: Rhythmic pop/Swing and Light music; Blues/Jazz and Or-

chestra/Light music, respectively. The two majors regional blocks are composed of 8 regions each.

The Rhythmic pop/Swing profile includes the regions at north-west (Valle d’Aosta, Piemonte, and

Liguria), the Sardegna island, and regions placed between Central Italy and south Italy, excluded

Calabria, Basilicata, and Molise. The Light music profile is composed of a major cohesive block
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including all the North and North-East regions, until the Toscana, plus two southern regions, Cal-

abria and Sicilia. Finally, observing the two minor super-profiles, the Blues/Jazz profile is composed

of three regions of Central Italy, while the Orchestra/Light music profile includes only a region of

Central-East Italy. Moving to lexical profiles - Figure 10.7 - we found three “super-profiles” instead

of four. However, the distribution of regions in blocks is highly related to the one previously ob-

served. Indeed, we identify two major super-profiles, plus a minor super-profile composed of an alone

region. The two major profiles enclose regions having the highest and middle average correlations,

which include ten and nine regions respectively. As can be seen, regions having the highest average

correlations are the same regions that fall into the Rythmic pop/Swing, together with regions of the

Blues/Jazz profile. From the other side, regions having the middle average correlations are the same

that fall in the Light music profile together with Marche. Alongside this allocation, Lazio shows

the lowest average correlation, going out of the relative cohesive block. It is probably caused by the

high number of very heterogeneous artists or by a different usage of the language by its artists.

In light of these considerations, we observe that using different features over the geographical

dimension leads to two similar, comparable and coherent results. In practice, through the language as

a set of trans-idiomatic practices, and specific musical features, we are able to highlight discriminant

characteristics that violate the regional political boundaries, reconfiguring them following the current

musical communicative practices. In details, by computing lexical profiles we obtain a coarse-grained

representation of the superdiversity. Motivation can be found in the lyrics’ style. Indeed, it is

common that in a single can be lyrics found both positive and negative parts of the text. For

example, in a romantic lyrics, the main part of the text could speak about the “positive” aspects of

love, while the chorus could be focused on the love’s painful part. This lyrics’ characteristic could

lead to flattening and to standardisation of valence scores. Indeed, since the lemmas’ valence scores

spread among a network of words that co-occurs in texts, it is frequent that strong positive lemmas

include in their networks strong negative ones, and vice-versa. On the other side, computing melodic

profiles, we obtain fine-grained details.

Unfortunately, we cannot align our lexicons evaluation with one presented in Chapter 6. The

leading causes are (a) the lack of an already existing Italian musical tagged dataset and (b) the high

costs required to tag a larger set of Italian songs manually. Due to this, on one side we cannot train

a sentiment classifier based on Support Vector Machines (SVM), on the other side, also applying

another sentiment analysis method, we cannot compare our results with others already evaluated.

Finally, to build a tagged dataset to use as a training dataset we do not take into account the method

applied in [69]. Indeed, this latter approach exploits ANEW as seed dictionary, so we believe that

an SVM performance comparison with ANEW would be misleading.
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Figure 10.10: Histograms of lyrics’ valences in selected regional lyrics subsets using ANEW and the
related regional lexicon.

10.3.1 Music Sentiment Analysis

Due to the lack of an already tagged and evaluated Italian musical dataset, to further evaluate the

goodness of obtained lexicons, we compare the behaviour of ANEW and each regional lexicon in

classifying our untagged regional lyrics datasets. We choose to follow the method proposed in [69]

because it is already attested to estimate the overall valence score for musical lyrics.

For each regional subset in the ITALY-lyric dataset, we apply the proposed approach by using

both ANEW and the respective regional lexicon obtained applying the sentiment spreading epidemic

model - see Section 10.2.2.

vtext =

∑n
i=1 vi · fi∑n

i=1 fi
(10.1)

where vi is the ANEW average valence for the lemma i.

Figure 10.10 shows the lyrics’ valences in selected regional lyrics subsets (Piemonte, Lazio, and

Lombardia) using ANEW and the related regional lexicon. As can be noted, valences obtained

with the related regional lexicon are aligned. In particular, histograms show a common behaviour.

ANEW tends to assign scores higher of 1 or 2 points compared to the regionals’ lexicons. We observe

that regional lexicons tend to assign to lyrics values in the range [4, 6], while ANEW in the range

[6, 8]. These behaviours are aligned with those observed in Section 6.1.4, where ANEW tend to

evaluate tweets as positive, while the obtained dictionary balance better negatives and positives

classes, but tends on assign mean valences.

10.4 Conclusions

In this chapter, we have proposed a data-driven investigation of the Italian music scene. We have

analysed the characteristics of Italian music by focusing on the geographical and emotional dimen-

sions. Such dimensions have been investigated leveraging melodic and lexical profiles. Results we

obtained show that melodic and lexical features lead to coherent profiles able to highlight Italian
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music’s peculiarities. To the best of our knowledge, we have presented the first work on the Ital-

ian music scene focused on geographical and emotional dimensions. Moreover, our investigation

represents the first attempt to apply the Superdiversity theory to a specific context, such as the

musical one. Finally, the dataset we built by exploiting heterogeneous online resources is the first

free available annotated Italian music dataset.
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Conclusions

In this thesis, we have presented the first applied investigation on Superdiversity. We have proposed

to shift from the Superdiversity theory of Vertovec to a real measurement of it by using the first

Superdiversity Index. We defined the Superdiversity Index as a measure of the distance between the

sentiment valence of words used by a community and the standard valences from a manually tagged

dictionary. Thus, it can quantify diversity in a population based on the changes in the emotional

content of words, compared to the standard language. We estimated this change in communities from

the UK and Italy, using geolocalised Twitter data in English and Italian, at various geographical

resolutions. In almost all of the geographical regions analysed we observed a remarkable correlation

with foreign immigration rates, extracted from the dataset available from the Joint Research Center

of the European Community, through the D4I data challenge. The proposed Superdiversity Index

greatly outperforms other possible measures of diversity from the same Twitter data.

The index is based on a similarity measure between standard and community use of a language.

To obtain this measure, we have proposed a method for enhancing lexicon-based Sentiment Analysis

by extending a base lexicon of terms. The output of the algorithm consists of an emotively-labelled

dictionary containing terms’ valences that correlate well with human-labelled lexicons. Moreover,

we have shown that the performance of the SVM-based sentiment classification was maintained and

the number of tweets labelled by the new dictionary grew by about 45% in comparison with a well-

established dictionary in the literature. Results have shown that the algorithm is particularly suitable

for Twitter data where the short length of the text to be analysed makes classification impossible

with a small dictionary since most tweets do not contain any of the terms for which the sentiment

valence is known. However, the algorithm can be also applied to long texts, as demonstrated on

music lyrics. Additionally, the procedure we propose to extend the dictionary is very fast since

running times are of the order of minutes for over 1.5 million tweets. This characteristic suggests

that the method can be applied to vast amounts of data, i.e. Big Data.

The extended dictionary we obtain is strongly domain dependent. Even if we used a random

136
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selection of tweets, one could also select user sub-populations or various languages. An advantage

of our method is that it is easily expandable to other languages since it is enough to translate the

seed dictionary to obtain a much larger annotated lexicon. The correlation between modelled and

real valences becomes a measure to describe the way language is used in a sub-population, allowing

for comparison for various purposes.

While useful for standard Sentiment Analysis, as shown here, our method is also suitable for

novel and more advanced techniques similar to supervised aggregated SA [50]. These techniques

concentrate not on the classification of individual tweets, but on quantifying the aggregated distri-

bution of sentiment in a collection of tweets. Our extended dictionary could prove to be an important

resource to develop new such methods. These would be useful not only to predict election or debate

results, which is why they were proposed in the first place but also to quantify aggregated sentiment

in various populations. This could help understand superdiversity better.

This work paves the way for a novel nowcasting model of immigration rates, that can be applied

with higher time and space resolution compared to official statistics. In future works, we plan to

investigate the use of machine learning to achieve this task. We expect our Superdiversity Index to

be a major feature in this model, with other features used to correct for range differences, including

language entropy, local dialects, and population density.

Together with the application of the Superdiversity theory to real data, we also proposed several

data-driven investigations of the music scene by relying on a dataset built upon heterogeneous online

resources. Peculiarities of music have been analysed by leveraging the geographical and emotional

dimensions. We analysed song technical features, lyrics, popularity, followers and genres across three

hierarchical geographic layers - world, national and regional. In our opinion, it is clear that it is

not easy to define general national and regional profiles of music exhaustively to describe the entire

national scene because of the strong heterogeneity of music.

However, our analysis identifies the existence of a very stable clustering structure able to describe

cross-genre music profiles. We highlighted how such clusters describe a fractal structure. Disregard-

ing the geographical granularity observed, all the artists observed can be profiled and categorised

in a reduced and well-defined set of clusters. Moreover, we analysed artists popularity and fan

base observing how their distributions describe a similar trend in all the identified clusters. Finally,

looking to the artists song lyrics we were able to observe the emotional valence of the identified

meta-profiles.

Further analysis has focused on the Italian music scene to evaluate Italian Music Superdiversity.

Our results show that our melodic and lexical features lead to coherent profiles. Our sentiment

spreading algorithm has allowed us to highlight both the lexical and emotive Italian music’s char-

acteristics. It can be argued that being two parts of the same phenomenon, lexical and melodic

features can be combined in favour of a better understanding of the analysed Italian scene. More-

over, since there are no attested publicly annotated Italian music datasets, the free availability of
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our data represents an important contribution to start to fill this gap.

The results of our experiments leave open options for future developments in different directions.

We believe that it could be interesting to perform a finer grained analysis on lyrics to investigate other

discriminating features, i.e., linguistic that can help to describe songs sociologically and emotionally.

At the same time, we also plan to perform comparisons at the international level. This analysis can

be conducted both in Europe and globally to investigate the importance of music in the identification

of cultures and traditions of the populations, in other words, in the worldwide musical Superdiversity.

Finally, due to the sparsity of contributions regarding the Italian music panorama, we would like to

consolidate the cross-domain dataset to enrich the current one.
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