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Summary

ROM the birth of the first digital computers, Analog-to-Digital Converters (ADCs)
have gained more and more importance in every fields of electronics. From very
high-speed digitizers required for wireless and wired data link, to very high-

resolution converters for environmental sensor interfacing, ADCs with very high per-
formances must be designed. It is possible to divide the world of the Analog-to-Digital
Converters according to requirements of the target applications, basically high-speed
and high-resolution. Different architectures have been developed and different parame-
ters are used to evaluate their performances, depending on the specific fields of interest.
From the examples that will be described, it will look evident how general-purpose so-
lutions cannot fulfil so different design spaces in an efficient way. Data acquisition sys-
tems for sensor interfacing, as requested in wireless sensor networks for environmental
monitoring, must be very accurate, keeping low power and area consumptions. The
ADC is one of the most pivotal blocks in the acquisition chain. Its presence is essen-
tial due to the need to process, storage or transmit the information: all operations that
can be realized very efficiently only in the digital world. The design of electronics for
sensor nodes powered by energy harvesters or for wearable devices can be even more
challenging, due to the need to keep the power consumption as low as possible, often
working with supply voltage domain of few hundreds of millivolts. Extreme environ-
ments as dilution fridges, where physical experiments on qubits for quantum computing
applications, can also host classical electronics, so that specific design techniques must
be employed for the design of analog-mixed electronics, including analog-to-digital
converters.

In this work of thesis, a full description of the design of three different Analog-to-
Digital Converters will be presented. The different target specifications will require
different architectures and specific solutions that will be deeply analysed. First, a
Delta-Sigma (A-Y) Analog-to-Digital Converter optimized for low-frequency signals
has been developed. A complete description of the high-level and transistor-level de-
sign allows a full comprehension of the complex challenges for the fulfilment of high-
accuracy and high-resolution specifications, as typically required for sensor interfacing.
In particular, offset and low-frequency noise could be especially detrimental due to the
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bandwidth of interest of the input signals, in the range from the dc to few kilohertz. A
system-level chopper stabilization technique has been fully analysed and implemented.
Thanks to this technique, it has been possible to reach an offset on the order of few
microvolts and a rms noise voltage of tens of microvolts.

Looking at the high demanding of low-power and low-voltage electronics for wire-
less sensor networks, possibly powered by energy harvesting devices, a A-Y converter
capable of working with supply voltage as low as 200 mV has been realized. Typical
issues of low amplifier dc-gain and low-headroom for MOSFET devices are faced by
means of a novel switched-capacitor, inverter-based integrator. The ultra-low power
and ultra-low voltage converter has been simulated, showing good performances, as
summarised by the figure-of-merit of 42.4 fJ/conv with V;; = 0.3V. To prove the ef-
fectiveness of the proposed inverter-based integrator, a simple single-order A-3 modu-
lator has been designed with the 0.18 um CMOS process. Measurements on a test chip
show the functionality of the converter with supply voltage as low as 0.2 V, with very
low power consumptions.

Finally, the design of an high-speed Successive Approximation Register (SAR) con-
verter for extreme environment applications is proposed. It has been optimized for
quantum computing application, more precisely for radio-frequency reflectometry in-
terface for spin qubit readout. A new challenge in the design of classical electronics for
quantum computing is the compatibility with cryogenic temperatures (4 K), in order to
improve the scalability of the actual quantum computers. A ping-pong SAR converter
with a maximum sampling frequency of 1 GHz and a resolution of 6 has been devel-
oped. Additional programmability allowed the increasing of the converter resolution
up to 9 bit, at the cost of some speed penalties. Novel techniques in the converter topol-
ogy and in the switching algorithm scheme have been developed in order to face the
changing of MOSFET behaviour at cryogenic temperatures.
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Introduction

Exploring the whole world of Analog-to-Digital Converters in a PhD thesis is practi-
cally impossible, due to the extent of the subject. This work focuses on the design of
two different kinds of converters: A-3 and SAR ADCs. Discrete-time A-3 modulators
lead in the design space of high-resolution data converters. Furthermore, the inverter-
like approach applied to switched-capacitor integrators allows a large scaling of the
supply voltage and of the power consumption, and consequently it opens the way to
ultra-low voltage and ultra-low power A-3 modulators. SAR converters, on the other
hand, can reach very high sampling frequencies with high energy efficiencies, com-
pared to other high-speed architectures as pipeline or full-flash converters. Moreover,
the SAR converter is one of the architectures that takes the most advantage from tech-
nology scaling, thanks to its high number of digital operations. For the same reason, its
functionality is also compatible with harsh environments as cryogenic temperatures.

From here on out, the outline of this PhD thesis will be provided.

In Chapter 1, a general introduction about analog-to-digital converters will put the
basis for the following discussions. A brief overview about the main parameters which
describe the Analog-to-Digital converter performances and the most diffused architec-
tures (classified for high-speed and high-resolution applications) are described. A final
survey about the actual state-of-the-art of scientific and commercial ADCs will end this
introductive chapter.

In Chapter 2, an initial description of Delta-Sigma converters is provided. The de-
sign of a high-resolution converter optimized for the digitalization of low-frequency
signals (as the ones from sensor acquisition systems) is described in details, focusing
on the implementation of two dynamic offset cancellation techniques and an energy-
efficient slew-rate enhancement circuit. Measurements on a silicon prototype will show
the actual performances of the proposed converter.

In Chapter 3, the design of an ultra-low voltage (ULV) Delta-Sigma converter is
described, after an initial overview about ULV CMOS design techniques. The ultra-low
voltage operations are allowed by means of an innovative switched-capacitor, inverter-
like integrator, that will be fully described. Measurements on the ASIC will confirm
the functionality of the converter for supply voltage down to 0.2 V.

Chapter 4 describes the design of a cryo-CMOS, high-speed Successive Approxima-
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tion Register converter for quantum computing applications. A brief dissertation about
quantum computing technology and cryo-CMOS design will contextualize the work
and the main challenges related to this new branch of engineering. A full description of
the proposed converter is provided, focusing on the challenges related to cryo-CMOS
design. This work has been developed during the six months of research stay at Applied
QUantum Architecture (AQUA) department at TU Delft, in The Netherlands.

Appendix A will provide some analytical derivations for switched-capacitor circuits,
applied in particular to switched-capacitor integrators. Important non-idealities as am-
plifier finite dc gain, offset and noise will be also taken into account.



CHAPTER

Overview of Analog-to-Digital Converters

1.1 Introduction

In this first chapter, a brief overview on the Analog-to-Digital Converters (ADCs) is
provided. An ADC is the electronic circuit able to convert the information from the
analog to the digital domain. The inverse operation (from the digital domain back to
the analog one) is implemented by the Digital-to-Analog Converter (DAC).

Every physical quantity present in the environment is representable through an ana-
log signal. An analog signal is a time-varying, continuous signal, that can assume
every values inside a certain range. Some examples of physical quantities that can be
described by analog signals are the atmospheric pressure, the temperature in a room, or
the concentration of a specific gas in the air. All these signals can be acquired by an
appropriate sensor, in order to obtain useful information on the surrounding environ-
ment. Once the sensor’s transducer has converted the physical quantity in an electrical
quantity (usually a voltage, a current or a charge), the analog electrical signal must be
properly elaborated by an Analog Front-End (AFE) and then converted in the digital
domain, by means of an ADC.

The digital conversion is almost always mandatory, in order to storage the useful
information, effectuate more elaborate signal processing and transmit the data to other
devices. These operations are much more efficient when effectuated in the digital do-
main, compared to the operations allowed in the analog domain. For this reason, the
signal processing of the AFE is typically limited to few essential operations, such as
amplification and filtering.

The above mentioned application is just one of the many where analog-to-digital
conversion is pivotal. It is hard to find electronic fields where the ADCs are not em-
ployed. Conversion of audio or video signals for signal processing and storage on
disk; conversion of high frequency signals in RF receivers; low-power digitalization

3



Chapter 1. Overview of Analog-to-Digital Converters

of signals from bio-sensors for wearable electronics; multiple-channel ADCs for mi-
crocontrollers; very high-performance converters for electronics test bench. These are
only some of the all the possible systems where specific converters are required.

It is easy to guess how so different fields demand very different (often contrasting)
specifications for the electronics. A unique ADC architecture can not fulfil all the
different requirements. The main characteristics of data converters are: i) speed (i.e. the
capability of digitalize high frequency signals, usually expressed in terms of converted
samples per second, or SPS), ii) power consumption, iii) resolution, that is a measure
of the capability of not spoiling the signal fidelity during the conversion.

Electronic data converters appeared for the first time in the 50s [1], and from the first
example of commercial product, gigantic steps were made. The first commercial ADC
is believed to be introduced in 1954 by Epsco Engineering. It was an 11-bit, 50 kSPS
successive-approximation converter based on vacuum-tube. The power dissipation was
around 500 watts, with considerable dimensions (19" x 15" x 26") and price ($8000 to
$9000).

A part from the outstanding improvements of the technological processes (espe-
cially CMOS processes), with consequent benefits in terms of costs, performances, and
dimensions, new ADC architectures have been introduced. Research on this field has
been very fertile in the last decades and it does not show signs to slow down, due
to the high demanding of more and more efficient solutions. Also actual commercial
ADC:s present on the market explore the whole design space and reach very high per-
formances: sampling rates up to tens of GSPS [2], resolutions up to 32 bit' [3] and
power consumptions down to 900 nW [4].

However, discrete components can not be employed everywhere, especially in highly
specific applications where only Application-Specific Integrated-Circuit (ASIC) solu-
tions are allowed. In sensor readout interface, for example, System-On-a-Chip (SOC)
or System-In-a-Package (SIP) are usually employed. Typical SOC solutions for Internet
Of Things (I0T), for example, includes the whole embedded system of data acquisition,
from the sensor device to the digital communication protocol in a single chip. The de-
sign of low-power and very compact electronic circuits is the key to achieve successful
products. In the last years, more and more interest has grown around wireless sen-
sor network and wearable electronics, together with the research on energy harvesting
devices [5] and implantable sensors [6].

In this work, the design of three different Analog-to-Digital Converters for highly
specific applications will be presented. Before going into details of the design strate-
gies, the transistor-level choices and the novel techniques implemented to achieve the
target performances, the definition of the most important parameters for Analog-to-
Digital Converter will be provided. Then, a brief overview on the most popular data
converter architectures will be presented, classifying them in two great groups: high-
speed and high-resolution. At the end of this chapter, the trends of research and com-
mercial data converters will be summarized.

'Nominal resolution, not effective resolution. See 1.2.1 section for more details.
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1.2. ADC parameters

F==r===- A Digitizer
Vi) 1 X V(T N Dou
Vin(t) ADC N; Dout s II: 2

(@) (b)

Figure 1.1: (a) Symbol of the ADC. (b) Ideal view of an ADC.

1.2 ADC parameters

Every Analog-to-Digital Converter can be represented as the cascade of a sample-and-
hold and a digitizer (Fig.1.1). The sample-and-hold (in the simplest case implemented
by a switch, controlled by a proper clock signal, and a capacitor), is the circuit respon-
sible for the sampling of the input signal. The clock signal that drives the switch, called
sampling signal (with a certain frequency fy), is strictly related to the speed of the con-
verter. In order to properly sample the input signal, according to the Nyquist—Shannon
sampling theorem, fs must be at least two times the bandwidth of the input signal, or
higher. The presence of spurs outside the frequency range [0, fs/2] will cause signal
distortion, through aliasing. Aliasing is the down-conversion of frequency components
placed outside [0, fs/2] to the signal bandwidth [7], due to the sampling operation.
Low-pass filters, also called anti-alias filters, are typically placed before the ADC. De-
pending on the sampling frequency or the required accuracy, the design of the anti-alias
filter could be very critical. Electrical noise will suffer of aliasing phenomenon as well,
known also as noise-foldover. Noise foldover will cause an increase of the noise Power
Spectral Density (PSD) in the signal bandwidth. More hints about noise foldover oper-
ating principle will be given in paragraph 1.3.

The digitizer (or quantizer), instead, is the block that converts the analog sampled
signal in a digital code, expressed with a word of N bits. N is called the nominal resolu-
tion (sometimes only resolution) of the ADC, and it is related to how the ADC output is
"alike" to the input signal. The smallest variation of the input signal that can be recog-
nized is the quantity that generates a variation of one Least Significant Bit (LSB) in the
output code. As it can easily foreseen, the higher is N (i.e. the number of quantized lev-
els on the output) and the better is the fidelity of the output signal compared to the input
one. Apart from the specific converter architecture complexity, already the operations
of sampling and quantization involve several implications that it is worth highlighting.
As already mentioned, the sampling operation introduces aliasing and noise fold-over.
The quantization of the input signal, on the other hand, will introduce an error due to
the limited number of quantized levels, compared to the infinite levels assumed by an
analog signal. Other non-idealities, such as electrical noise and harmonic distortions,
will further penalise the converter performances. In order to evaluate and compare
different ADCs, several parameters have been defined.

First, we will see the definition of some important parameters related to the dy-
namic performances of the converter. Dynamic parameters characterize the ADC per-
formances with respect of an input tone with a frequency inside the converter band-
width. Finally, static parameters, concerning the presence of dc input signal, will be
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Chapter 1. Overview of Analog-to-Digital Converters

defined.

1.2.1 Dynamic Parameters

The operation of quantization introduced by the digitizer consists in the representa-
tion of the sampled signal with a quantized number of levels 2. The input signal is
generally included in a certain range [0, Vps] or [—Vps/2, —Vrg/2] (depending if the
converter is unipolar or bipolar), where Vg is called the full-scale range of the con-
verter.

In the previous paragraph, it was already mentioned the fact that quantization intro-
duces an error, called quantization error, that affects the output signal. The higher is
the number of quantized level (i.e. the converter resolution N), the lower is this error
on the output code. The shape of the quantization error is strictly related to the input
signal and the number of quantization levels, as it looks evident from Fig.1.2. Quan-
tization error (¢,) is evaluated as the subtraction of the input signal and the converter
output code (multiplied for the full-scale range). Trivially, if the converter input is a
dc signal, the quantization noise will be constant and its spectrum will have only a dc
component. If the converter resolution is high enough, the input signal is fast enough
(compared to the sampling frequency) and it has an amplitude large enough (compared
to the full-scale range) as the sinusoid in Fig.1.2, then it is reasonable to consider the
quantization error as random and independent from the input signal.

2 15
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Figure 1.2: Quantization errors of 1 bit, 2 bit and 14 bit perfect ADCs, with a full-scale sinusoidal input
(graph on top).

Under certain conditions of the input signal and the resolution N, it is reasonable
to consider the distribution of the quantization error (also called, erroneously but in an
universally accepted way, quantization noise) with an equal occurrence probability, i.e.
with a white spectrum. Considering this assumption, it is demonstrable that the quan-
tization noise has a power spectral density uniformly distributed between 0 and f/2,
with a power of A%/12, where A is the quantization step, defines as: A = Vpg/2V.
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1.2. ADC parameters

It is already possible to evaluate the Signal-to-Noise Ratio (SNR) of an ideal ADC
where only quantization noise is present. In these conditions, the SNR is also called
SQNR (Signal-to-Quantization Noise Ratio). For these calculations, a full-scale sinu-
soidal tone is considered as input signal.

V2,/8 V2 /8 3
SONR =[50 = Va2V 1) 2 (1)

The SQNR is usually expressed in dB as:

SQNR|s5 = 6.02N — 1.76 (1.2)

Eq.1.2 is a fundamental expression for Analog-to-Digital Converters, because it eas-
ily relates the resolution of the converter N with the SNR.

In a real ADC, other noise sources, such as electrical noise and jitter, will reduce
the value of SNR compared to the ideal value of SQNR. Moreover, non-linearities
introduced by the converter, will further worsen the ADC performances. Typically, the
SIgnal-to-Noise And Distortion ratio (SINAD, also called SNDR) is used, taking into
account all the non-idealities affecting the converter.

Psignal
SINAD Pnoise + Pdistortion (1 3)
P,oise Will be the sum of the powers of quantization noise and of the other noise
sources, in the converter bandwidth By, (that in several converters coincides with the
Nyquist frequency, i.e. half of the sampling frequency fs). Starting from 1.2 and re-
placing SQNR with SINAD, it is possible to extrapolate the information on the effective
resolution of the converter, expressed in Effective Number Of Bits (ENOB).

SINAD|y5 — 1.76
6.02

The difference between the nominal resolution and the effective resolution is a mea-
sure of the degradation of the performances due to the additional errors introduced by
the converter besides quantization noise, that is intrinsically present.

The SNR and the SINAD are typically function of the input signal frequency, for a
certain sampling frequency. The frequency such that the SNR is 3 dB lower compared
to the SNR peak is called Effective Resolution BandWidth (ERBW). If the ERBW is
higher than half of the sampling frequency, the ADC is a Nyquist converter, in the sense
that it is able to guarantee proper conversions in the whole Nyquist bandwidth.

Only considering the definition of effective resolution, it is possible to provide a
first figure of merit, called Walden Figure of Merit (FoMy)? [8]. FoMy evaluates the
ADC performances in terms of power consumption, speed (i.e. sampling frequency)
and resolution:

ENOB =

(1.4)

Pp

FoMw = Jpwon

(1.5)

2 Actually, the original FoM in [8] is defined as the inverse of the one universally accepted.
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Chapter 1. Overview of Analog-to-Digital Converters

In order to evaluate the converter linearity, two main parameters are used: the Total
Harmonic Distortion (THD) and the Spurious Free Dynamic-Range (SFDR), respec-
tively defined as:

Pdistortion Zﬂig -Pz
THD = — L= (1.6)
Psignal Pl
SFDR:PSignal _Pspur (17)

Where P, is the power of the fundamental (i.e. of the signal), F; is the power of
the i-th harmonic and F,,, is the power of the largest spur introduced by the converter
inside the signal bandwidth.

Other parameters are used to evaluate the converter performances, depending on the
specific applications.

* Bit Error Rate (BER) is typically used for high-speed data converters. BER is
the ratio of the number of wrong bits observed to the total number of bits in a
bit stream. A typical cause of BER increase is due to comparator metastability,
as deeply analysed for different architectures in [9-11]. Depending on the kind
of application, more or less strict BER requirements are present. In Bluetooth
communications, BER should be lower than 10~4, while in UWB communications
or in Serial Link, a BER lower than 10~!2 is required.

* Settling time of an ADC is the time occurring from a variation of the input signal
to the settling of the output code (within a certain range) at the final value. This
parameter can be relevant when a single ADC is used to convert signals coming
from different channels, in time-division multiplexing fashion. Usually, the con-
verter settling time is related to the converter latency, that is the delay between the
sampling of the input and the appearance of the relative output code.

* The aperture time is the delay between the ideal sampling instant and the actual
moment when the sample-and-hold starts holding the input signal. Due to skew or
time jitter, the moment when the input signal is sampled could have a systematic
delay (clock skew) or a random uncertainty (clock jitter) different from period to
period. Time jitter reduces the signal-to-noise ratio and it may be detrimental in
high-speed converter [7]. Time skew, besides introducing an additional phase shift
between the input signal and the sampled signal, is critical in time-interleaving
ADCs, where different skews in the different channels introduce additional spurs
in the output spectrum [12].

1.2.2 Static Parameters

The evaluation of ADC static parameters start from the dc input-output characteristic.
Sweeping the converter full-scale range with a dc input signal, the converter input-
output characteristic results in a staircase, as shown in Fig. 1.3. The ideal ADC is the
perfect sample-and-hold, i.e. a converter with infinite resolution. The perfect ADC
is a converter with resolution N, and no errors. The following definitions are taken
from [13].
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Figure 1.3: Characteristics of an ideal ADC and a perfect 3-bit ADC. Graph taken from [13].

11 — T TS DL e

110 ] e 110 |
Ideal ADC ——*-* ;

101 = . 101 -
Output ol R Output

-1 Ideal ADG —.~"
code 100 Perfect ADC code e

P {—Actual ADC
011 - P 011 |

o107 = e 010 —|
w0 — 001
: -1.5LSB Offset
000 T f T T T T T T 000 —
0 025 05 075 10 125 15 175 20 0 025 05 075 10 125 15 175 20
Analog Input [V] Analog Input [V]
(a) (b)

Figure 1.4: (a) Offset error. (b) Gain error. Graphs taken from [13].

The offset error is defined as the difference between the actual ADC characteristic
and the perfect ADC characteristic, evaluated at the zero transition (Fig.1.5-a). It is
usually expressed in LSB, or as a voltage, multiplying the code for the value of the
quantization step A. The gain error is the difference between the last step midpoint of
the actual ADC and the last step midpoint of the ideal ADC, after the compensation
of the offset error (Fig.1.5-b). The presence of a gain error causes the deviation of
characteristic slope from the unity slope of an ideal converter.

After the compensation of offset and gain erros, the converter characteristic should
be the same as the one of a perfect ADC. Additional deviations of the actual characteris-
tic are measured through the parameters Differential Non-Linearity (DNL) and Integral
Non-Linearity (INL). DNL is the difference in the step width between the actual char-
acteristic and the perfect one. Presence of DNL errors are reflected in quantization
steps of varying widths (Fig.1.6-a). Often with the term DNL, the maximum DNL is
hinted, expressed as a function of the LSB. If the ADC has a DNL lower than the LSB,
no missing codes are present. INL is the vertical difference between the actual input-
output characteristic and the ideal one (Fig.1.6-b). INL gives a useful information on
the kind of non-linearities which affect the converter. The behaviour of INL respect to
the input voltage is a sort of "signature" of the kind of converter architecture. As for
the DNL, with INL is often expressed its maximum value (as a function of the LSB).
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1.3. Nyquist Converter and Oversampled Converter

Working with ADC optimized for dc input signals, it is not worth using the definition
of effective resolution defined in 1.6. An alternative definition of effective resolution
(called ER to not be confused with the ENOB definition) in [14] can be easily applied
for ADC fed with dc input signal.

ER = log, (VFS) (1.8)

n

This definition is very similar to the one used to evaluate the resolution of a generic
electronic block, where the base-2 logarithm of the dynamic-range is used. The dynamic-
range is typically defined as the ratio between the maximum signal (the full scale range)
and the minimum signal (given by the noise-band) of the system. The noise-band is the
peak-to-peak noise voltage, expressed as ko,,, where k is two times the crest factor and
depends on the required precision of the system. In the next chapters, for the estima-
tion of dc performances of the proposed converters, 2.3.1 will be used, considering the
peak-to-peak noise voltage instead of the rms noise voltage for a fair characterization,
also called noise-free resolution [14].

1.3 Nyquist Converter and Oversampled Converter

The choice of the sampling frequency fs compared to the signal bandwidth By, can
make a real difference on the converter performances. Already considering an ideal
ADC as the one in Fig.1.1, a sampling frequency higher than two times the signal
bandwidth (also called "Nyquist rate") introduces benefits for the converter resolution.

As already mentioned, under certain conditions about the input signal and the con-
verter resolution, it is fair to consider quantization noise PSD uniformly distributed in
the range [0, fs/2] [7]. The power of quantization noise is independent by the sampling
frequency, while the PSD is inversely proportional to fs. With a sampling frequency
higher than Nyquist rate, it is possible to low-pass filter the quantization noise rejecting
the out-bandwidth contribution, as shown in Fig.1.7. Defining the OverSampling Ratio
(OSR) as the ratio between the sampling frequency fs and the Nyquist rate 2 Byy, the
increase of resolution due to oversampling operation can be expressed as:

Psi nal Psi nal SNRN
SNRoys = —5—2 = ggnd be (1.9)
fo v Sqfndf ﬁzf_ss OSR
1
Novs = Nuyq + 50SR (1.10)

An analogous behaviour it is also valid for other white noise sources, as thermal
noise. Considering a white noise source with power spectral density Spp, filtered by
a first order low-pass transfer function (as the typical noise spectrum of an amplifier
with dominant-pole transfer function), the sampling operation introduces noise fold-
over, as depicted in Fig.1.8. For sake of simplicity, it is possible to represent the PSD
as constant and equal to Spp in the frequency range [0, B.,_,| and null outside, where
B.,_y 1s the equivalent noise bandwidth of the system. Due to the sampling operation,
the resulting PSD is the sum of infinite replicas of the initial PSD shifted by multiples
of the sampling frequency fg [15]. In the frequency range of interest ([0, fs/2]), the
PSD will result increased of a factor 2B,,_,,/fs. Analogously to quantization noise,

11



Chapter 1. Overview of Analog-to-Digital Converters

+PSD

'LPF

A2
12 1,

Figure 1.7: Spectrum of quantization noise, with sampling frequency higher than the signal bandwidth.

+PSD \PSD
- -1 LPF

ean [l

1
SBB q :
1

Sampling
(noise folding)

0 f. Begn T 0] By fo/2 £

Figure 1.8: Noise spectrum after sampling, with a sampling frequency higher than the signal bandwidth.

choosing a sampling frequency higher the Nyquist rate and filtering with a low-pass
filter (so far considered ideal) with cut-off frequency By, a reduction of noise power is
obtained, compared to the case fg = 2By .

2Beq—n 2Bw Pn—Nyq
By = P, . 111
fS w Nyq fS OSR ( )

Bw
Pn—Ov - / Ssampled(f>df - SBB
0

As for the quantization noise, also in the case of sampled noise, an increase of 3
dB of SNR for every doubling of OSR is the benefit obtained by oversampling oper-
ations. As a matter of principle, every Nyquist converter can become an oversampled
converter, just increasing the sampling frequency and cascading a digital low-pass filter
to the ADC. Obviously, the resolution improvement does not come for free. An higher
sampling frequency requires an increase of the power consumption. Considering a lin-
ear relationship between the sampling frequency and the power consumption (that is
often the case), the oversampled converters are less efficient than the Nyquist ones, as
it looks evident from the FoMyy,.

Oversampled converters usually exploit also additional techniques such as noise
shaping, in order to better reject quantization noise in the signal bandwidth. Among
the oversampled converter, Delta-Sigma (A->)) data-converters are the most diffused in
different kinds of applications, and they will be explained in details in section 1.4.2 and
in the next chapter.

Another inherent advantage of oversampling converter is the reduction of design
complexity for anti-aliasing filters. From the Nyquist-Shannon criterion, aliasing is
avoided if no signals are present for frequencies higher than the Nyquist frequency
fs/2. In a Nyquist converter, that coincides with the signal bandwidth, making the
design of a very selective filter very challenging, depending on the SFDR specifications.
In an oversampled converter, instead, the selectivity of the filter is relaxed due to the
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difference between the signal bandwidth and the sampling frequency, precisely because
of the oversampling fashion.

1.4 ADC architectures

There are multiple ways to implement the conversion from the analog to the digital
domain. Some converters realize the conversions from voltage to an intermediate quan-
tity (typically frequency) and then to the digital code [7]. In this brief overview on the
most popular ADC, we will concentrate our attention only on direct conversion from
voltage to digital domain. Several classifications can be made, depending on the dif-
ferent focuses. Here, a simple distinction between converter architectures suitable for
high-speed and high-resolution applications is drawn.

1.4.1 High-speed ADCs

High speed data converters are sources of more and more interest over the last decades.
Only considering research ADCs from ISSCC 2019, 11 of the 16 presented works
show sampling frequency higher than 100 MHz [16]. Among the possible applica-
tions as video signal processing and electronic instrumentations, the most appealing
ones derived from telecommunications, as high-speed serial data link, where converter
throughput as high as tens of GSPS can be required. Flash, SAR and Pipeline con-
verters are the most popular architectures to reach very high sampling frequency, with
low-medium resolutions. To improve further the maximum sampling frequency, time-
interleaving operations can be employed.

Flash converters

A flash converter exploits the most intuitive principle to convert a sampled voltage. The
simplicity of the architecture is also the reason of its speed. In a N bit flash converter
(Fig.1.9), the input signal is compared at the same time with 2" — 1 reference voltages,
by means of the same number of comparators. The output of the comparators has a
thermometer-like code, that is then converted into a binary code by means of a decoder.
The reference voltages are usually generated from a unique reference voltage, by means
of a resistor string with 2%V equal resistances. The conversion time is given by the delay
of the comparators plus the delay of the following logic. The impedance of the ladder
must be sized to reduce the time constant considering the input parasitic capacitance of
the comparators, in order to reduce the effect of charge kickbacks.

Typically, flash converters show resolution from 3 to 8 bits, reaching sampling fre-
quency of several GHz [17]. Due to the exponential dependency of power and area
consumption with N, high resolution flash converters are not efficient solutions. This
kind of converter is often employed as building block for more complex ADC topolo-
gies.

One of the most critical aspect is given by the offset of the comparators, that can
lead to non-monotonicity of the converter characteristic. Reducing comparator offset
increasing area of MOSFET devices is a possible solution, but it increases also their
parasitic capacitances. This issue may lead to relevant distortion. Actually, depending
on the value of the input voltage, a different number of comparators will decide *1° or
’(0’. The unbalancing of the comparator on one side or the other is reflected also as a
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different parasitic loading of the input voltage. Together with the position dependency
of the resistive ladder impedance, non-linearity of the converter may be introduced.

Comparator metastability limits converter sampling frequency and BER. Metasta-
bility is the condition occurring when the differential input of one comparator is close
to zero and the comparator is not able to effectuate the correct comparison in the avail-
able time. Metastability in flash converters could be particularly detrimental, due to the
arise of "sparkles" (wrong bits in the output thermometer code). Proper decoding tech-
niques can limit the spreading of these kind of errors, at the cost of more complexity.
Also pre-amplification of the comparators’ input signals, averaging and interpolation
are useful techniques frequently employed in flash converters [7].

Having different input signals, the comparators will have different decision times.
In particular, only two comparators will have to take a critical decision, and they will be
the slowest ones, due to the smallest differential input signals. Depending for example
on the BER required, more or less time will be allocated for the comparator decisions,
in order to increase the probability that the comparators will take the correct decisions.

Area and power consumptions, as well as the parasitic capacitances, increase lin-
early with the number of comparators, i.e. exponentially with the resolution N. For this
reason, flash converters are usually limited to resolution lower than 8 bits. In order to
reach higher resolutions, two-step architectures are often employed (Fig.1.9-b). In this
topology, the sampled input signal is first converted with a coarse ADC, characterized
by a resolution M < N. The result of the first conversion is then converted back into
the analog domain by means of a DAC with M bits and then subtracted to the input
signal. The difference is converted with a fine ADC with N — M bits. The results
of the coarse and fine conversions are then combined to obtain the whole conversion
with resolution N. With this approach, instead of using a single flash converter with N
bit (i.e. 2V — 1 comparators), two flash converters with respectively M and M-N bits
(i.e. 2M — 1 and 2¥~M — 1 comparators). As an example, an 8 bit full-flash converter
would require 255 comparators; with a 2-step converter with M=4, only 30 converters
are needed. The design complexity is now moved to the DAC, that must be of the same
resolution and linearity of the overall converter. The sample-and-hold circuity becomes
mandatory, due to the need to hold the signal for the whole conversion time. In order
to avoid missing codes due to a mismatch on the full-scale range of the two converters,
an over-ranging in the fine ADC is usually implemented (same principle used also for
pipeline converters).

An evolution of the two-step converter is the sub-ranging converter [18]. Even in
this case, one coarse and one fine stage are used, but no different reference voltages
are needed for the two ADCs and no subtraction takes place. A single resistor ladder
that generates 2" — 1 reference voltage is used, instead of two different ones. After the
coarse conversion, where only 2 — 1 tap for the first conversion are used, the taps are
switched to the 2V~ — 1 for the fine conversion. The correct position of the taps in
the resistor ladder depends on the result of the coarse conversion. Still, the limitations
on the performances can be found in the sample-and-hold and in the resistive ladder,
which has to guarantee a N-bit linearity and accuracy.
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Figure 1.9: (a) N bit Full-Flash architecture. (b) N bit two-step converter.

SAR converters

The Successive Approximation Register (SAR) ADC is based, as the name suggests,
in iterative approximations of the sampled input signal by means of a DAC. After each
iteration (or bit cycle), a comparison between the input signal and the feedback signal
from the DAC establishes one bit of the output code and updates the DAC. After N iter-
ations (where N is the resolution of the converter), the difference between the input and
the feedback signals is below the LSB of the converter. Usually, the DAC in a SAR is a
capacitive DAC (CDAC), because of the absence of static power consumption. Further-
more, the capacitors employed in the CDAC realize also the sample-and-hold function.
Linearity and resolution of the DAC affects directly the performance of the whole con-
verter. Larger capacitors (in order to reduce capacitor mismatch) leads to large area and
power consumption, which dissuade form high resolutions implementations.

A single comparator realizes the N decisions in the N clock cycles. After each
comparison, the result is stored in a latch, before resetting the comparator for the next
bit-cycle. The switching algorithm for the CDAC is implemented in the digital domain,
and it is chosen according to power, area and accuracy specifications. The conversion
time is equal to N times the bit-cycle, whose duration is made up of the comparator
delay, the logic delay and the DAC settling time. As in flash converters, comparator
metastability limits the maximum speed and the converter BER.

Due to its great efficiency and its capability to benefit from technology scaling, SAR
has been used for medium resolution, high-speed application, often as a single slice of
time-interleaving ADC. More details about this kind of converters will be provided in
Chapter 4.

Pipeline converters

Pipeline converters exploit even more the working principle of two-step converters.
Instead of splitting the whole N bit conversion in two steps, pipeline converters has k
steps, as depicted in Fig.1.11-a. Each of the k stages has a lower accuracy ADC with
M-bit resolution. The result of the partial conversion is then converted back in the
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Figure 1.11: (a) Block diagram of a N bit pipeline converter, with K stages of M bit. (b) 1-bit stage of a
pipeline converter.

analog domain by means of a M bit DAC, and then subtracted to the input signal. The
difference is properly amplified by 2 and then fed to the following stage. Usually all
the stages are identical, so that the final resolution of the converter N is equal to the
product of the M resolution of each stage and the number of stages K. Fundamentally
there is no limitation to the number of bit of each stage; clearly, low resolution ADC
and DAC are preferred. The advantage is that the sampling frequency is limited only
by the delay of each stage. Once the first stage has generated its M-bit output and the
residual signal for the next stage, it is ready to convert the next input voltage sample.
Obviously, the latency of a pipeline converter is equal to the conversion time of one
stage, times the number of stages.

The same limitations seen for the two-step ADC concerning the DAC resolution
and accuracy are also present here. Extending the concept of pipeline and reducing to
the minimum the resolution M of each stage (M=1), we can get rid of the limitations
on the DACs. 1-bit DACs are, in fact, intrinsically linear, because of the presence of
only two output levels. Fig.1.11-b shows the typical 1-bit stage. The weak point of
this implementation is given by the amplification stage, that needs to be low-noise and
very precise in terms of offset, gain and noise, according to the resolution of the whole
converter.

Besides the 1-bit per stage pipeline converter, another popular topology is the so
called 1.5 bit per stage pipeline [7]. Instead of a single-bit converter (i.e. a compara-
tor), a 3 levels ADC (employing two comparators and two threshold voltages at V.. /4
and —V,.s/4) is used. The DAC is basically a multiplexer that can select V,.f, 0 or
—V;es depending on the decisions of the two comparators. 1.5 bit-per-stage pipeline
converters implements redundancy and over-ranging techniques, relaxing the require-
ments on the amplification stage. Pipeline converters can reach easily throughput of
100-1000 MSPS and 9-10 bit of ENOB, as in [19].
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Time-Interleaved ADC

A common technique to increment the converter sampling frequency is by time-interleaving
(TT) several identical ADCs, called slices. The idea is to subsample the input signal at

a frequency fg/K and to use K slices (with resolution N) to digitize the subsampled
signals (Fig.1.12). The overall converter has a resolution N and a sampling frequency
[s-

Whatever converter architecture can be matched with time-interleaving operations.
Typically, each slice is either a Flash, or a SAR or a Pipeline converter, to exploit their
already high speed performances. The FoMy of a time-interleaved ADC is, ideally, the
same as the one of each single slice. TI allows us to obtain very high-speed frequency
ADCs without pushing over its intrinsic limitations a single-channel ADC, losing in
terms of power efficiency.

Ideally, no limitation on the number of channels is present, a part from the maxi-
mum clock frequency allowed. Actually, a large number of slices and a high sampling
frequency affect heavily the design complexity and the requirements of each single
slice. A physical limit on the maximum sampling frequency, from which the subsam-
pling clocks are derived, is given by time jitter. Furthermore, offset, gain, bandwidth
mismatches among the different channels reduces the whole converter performances.
Time skews among the different channels introduces harmonic distortions as well. A
complete analysis about the effects of each error sources to the time-interleaved ADC
can be found in [12]. Foreground or background calibration techniques for each slice
are mandatory in order to reduce these kinds of errors, increasing the area and power
consumption. The highest-speed ADCs present in the literature implements time-
interleaving operations, typically with SAR architecture for the single slice (due to
its great power efficiency) [20-22].
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Figure 1.12: Block diagram of a N bit time-interleaved ADC with N channels. On the right, the clock
timing diagrams and the output waveforms of each slice are shown.

1.4.2 High-resolution ADCs

In the last decade, IOT has leaded the research and the market trends of embedded
systems, automation, low-power wireless communications and many other fields of in-
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formation engineering. [23] foresaw the presence of 30 billion devices by the next year,
with an overall market value of around $ 7 trillion. Among the countless applications
of IOT, ranging from industrial applications (smart agricolture and energy manage-
ment) to environmental monitoring, passing by consumer applications (as smart home),
healthcare has been one of the most attractive and important for the improvement of
everyday life. [24] describes the importance of wearable devices and the challenges
behind these complex electronic systems, from the design of the sensor to the readout
interface.

In all these fields, electronic data acquisition systems play a key role for the ful-
filment of competitive performances. High-resolution and high-accuracy ADCs are
mandatory in order to achieve the targetted specifications, especially when the useful
information acquired from the sensors are crucial in terms of human healthcare or en-
vironmental sensing. Even in high performance electronic equipment, medium-high
resolution digitizer for signal acquisition up to 1 MHz or very-high resolution digi-
tizer for dc measurements are employed, as in [25]. In this design space, the converter
architectures able to reach the highest resolutions are algorithmic converters, linear ap-
proximation converters and A-3 converters. SAR ADCs are also candidates to reach
high signal-to-noise ratio, limited only by the DAC linearity. Design techniques as
Dynamic Element Matching (DEM), off-line calibration procedures or ad hoc manu-
facturing process as laser trimming may extend (not for free) SAR applications.

Algorithmic Converters

Differently from SAR converters, where the voltage generated iteratively by the DAC
approximates the sampled voltage better and better, in an algorithm converter the sam-
pled signal is only compared with V,..;. Depending on the result of the comparisons,
the charge proportional to the input voltage stored in the sampling capacitor is manipu-
lated. The converter block diagram is shown in Fig.1.13, and it looks very similar to the
1-bit stage of pipeline converter of Fig.1.11-b. However, the residual voltage V,csique
generated at the end of each cycle is not processed by the following stage but from
the same hardware. Then, the converter latency is the same as in pipeline converters,
but also the throughput is inversely proportional to the resolution. As in pipeline con-
verters, an accurate value of the gain of the amplification stage is pivotal. This gain is
usually implemented with a capacitive ratio in a Switched-Capacitor (SC) circuit. SC
circuits allows the straightforward execution of offset cancellation techniques as Corre-
lated Double Sampling (CDS) [26], avoiding detrimental effects of the offset. However,
offset or gain error arising from charge injection issues must be controlled as much as
possible. Typically, a maximum accuracy of 10-12 bits, limited by device mismatches,
is feasible.

Linear Approximation Converters

Linear approximation converter can be implemented in several ways, starting from the
Wilkinson converter, proposed for the first time around 1950 [7]. After the sampling of
the input voltage on a capacitor, a very accurate reference current is used to discharge
it. A comparator connected to the capacitor periodically compares its voltage with
a certain threshold, and depending on the result of the comparison, it increments a
digital counter. It is worth noting how the converter resolution will depend on the ratio

18



1.4. ADC architectures

+
- Vresidue

Vi”_o\_, S/H ] y
1-bit L o ref
I DAC
Nixf

Figure 1.13: Block diagram of an algorithmic converter.

between the comparator clock (and then the counter updating) and the slope of the
discharging voltage. When high resolutions are targeted, only very low sampling rate
can be achieved. This is a typical characteristic shared by all the linear approximation
converters. In the Wilkinson converter, an offset of the comparator is added to the
signal. Considering the offset variations with the input common mode (i.e. with the
input signal), also harmonic distortion will be introduced.

A similar operating principle is exploited in single-slope ADCs [27]. A voltage
ramp is periodically compared with the input sampled voltage. Knowing the slope of
the ramp and the instant when the comparator changes decision (i.e. when the ramp
becomes higher than the input voltage), the input voltage can be digitized. The ramp
generator is typically a Miller integrator, with the reference voltage as input. Very pre-
cise values of the components are required. The resolution of the converter is a function
of the clock frequency of the comparator, in order to detect with less uncertainty the
zero crossing of the comparator differential input. As for the Wilkinson converter, com-
parator offset affects converter performances, as well as integrator non-idealities.

The dual-slope ADC overcomes some of the limitations of the previous converters.
As depicted in Fig.1.14, first a ramp with a slope proportional to the input voltage is
generated, starting from a zero output voltage. Then, switching the integrator input
from V;, to —V,..s, a ramp with the slope proportional to —V/.y is generated. When
there will be the zero crossing of the decreasing ramp, the comparator will detect it,
changing decision. In this case, the requirements on the integrator components, as well
as for comparator offset, are less strict. Furthermore, there is no need of linear capacitor,
since the same is used for both charging and discharging. An interesting feature which
makes this kind of converters very popular, is the possibility to reject interferences at
known frequency. 50 Hz disturbs due to crosstalk with the power supply are easily
cancelled, setting the proper conversion period. The resolution range for this kind of
converters is typically from 12 to 16 bit.

Delta-Sigma ADC

As already mentioned in paragraph 1.3, oversampling allows the reduction of quan-
tization noise power in the signal bandwidth, as well as thermal noise power of the
converter. The resolution improvement due to the OSR increasing, however, is not suf-
ficiently worthy, often compared to the increasing design complexity due to the higher
sampling speed.
Delta-Sigma converters [28] show an intrinsic filtering function, called noise-shaping,

which allows a further decreasing of the in-bandwidth quantization noise, moving its
power to highest frequencies, where it will be filtered out by the digital low-pass filter
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Figure 1.14: Block diagram of a dual-slope ADC.

cascaded to the modulator (as shown in Fig.1.15). The operating principle is mainly
the one of a negative feedback architecture, where a loop filter provides a very high dc
gain, before the effective injection of the quantization noise. The converter employed
inside the modulator introduces a certain quantization error (related to its resolution
Np) that will be shaped approximately by the inverse of the loop filter transfer function,
i.e. heavily attenuated in the signal bandwidth. The feedback is closed by means of a
DAC, with a resolution equal to the one of the ADC. The bitstream at the output of the
modulator, with a throughput fs (also called oversampling frequency), is then filtered
and decimated by a digital low-pass filter. The output throughput is then f5/OSR, i.e.
the Nyquist rate of the converter. At the filter output, the resolution N will be higher
than the resolution N, thanks to the noise shaping and the low-pass filtering function.
The resolution increasing can be generally expressed as kKOS R, where k (higher than
one) will depend on the modulator topology.

Several modulator architectures are present in the literature, each with its advantages
and drawbacks. In the next chapter, several topologies will be investigated with more
details. Typically, the loop filter is realized with the cascade of integrator stages, where
the number of stages represent the order of the A-Y modulator, related with the factor
k of the resolution improvement just mentioned.

As for pipeline converters, also in A-Y converters is often preferred the employment
of a single-bit ADC (i.e. a comparator) inside the modulator. In single-bit modulators,
the feedback path will be generated by means of a single bit DAC (a simple matrix of
switches), that is intrinsically linear. Then, the linearity of the whole A-3 converter is
not limited by the employed DAC, as for example in SAR converters, where maximum
resolution of 10-12 bits are usually achieved. However, multi-bit modulators are fea-
sible solutions when high-resolution are targeted and high OSR are not allowed, as for
intermediate-frequency conversions in radio-communications or direct conversions for
software-defined radio [29].

1.5 Trends of Analog-to-Digital Converters

As already said, the world of Analog-to-Digital Converters is very wide and it can not
be explored exhaustively in this introductive chapter. In this section, a quick insight on
the trends of the ADCs of the last years will be provided, investigating both scientific
works and commercial products.

[16] reports published works from ISSCC and VLSI international conferences (from
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Figure 1.15: Block diagram of a A-Y ADC.

1997 to 2019), with a summary of their performances in terms of power, resolution
and sampling frequency. They have also been classified according to the converter
architecture. In order to easily compare different converters, designed with different
specifications, some parameters as the energy per Nyquist sample, the FoMy and the
Schreier Figure of Merit (FoMg) are reported. The energy per Nyquist sample is de-
fined as the ratio between the dissipated power P and Nyquist rate fy,,. For a certain
resolution, it is possible to identify the lowest-energy designs, recognizing the most
efficient architectures for the different design spaces. The figures of merit take into ac-
count, at the same time, power dissipation, maximum speed (related to the Nyquist rate)
and resolution. Two figure-of-merits are typically used: FoMy and FoMg. We have al-
ready defined FoMy in 1.5. It is conventionally used for low-resolution data converters.
FoMg, also called "thermal FoM", is used instead for high-resolution converters, where
typically the signal-to-noise ratio is limited by thermal noise.

Fig.1.16 shows the bandwidth-SINAD plot, highlighting the limits dictated by jitter
on the sampling pulse. Targeting both high resolution and high speed, jitter lower than
1 ps-rms is required, increasing the power consumption and the design complexity for
the clock generation. Figures 1.17 and 1.18 show the trends of the two different figure-
of-merit for scientific ADCs, designed for Nyquist rate from 100 Hz to 100 GHz. The
envelope curve has been evaluated considering the best 5 data points in terms of FoM,
and considering the 10 dB/dec rise (or drop) due to the quadratically growth of power
with speed in that region, as argued in [30].

From the data collected in [16], it is worth plotting the energy plot and the Figure-
Of-Merit plot for high-speed (Fig.1.19) and high-resolution (Fig.1.20) ADCs, reporting
the data points classified for converter architectures.

Flash and 2-steps converters are typically used for Nyquist rate higher than 1 GHz
and low resolutions, achieving not optimal energy efficiency. SAR and TI SAR are
the most efficient solutions for very high-speed applications, with effective resolutions
lower than 8-9 bits. Pipeline and continuous-time (CT) A-3 converters can reach res-
olutions higher than 10 bits (for sampling frequency lower than 1 GHz), with the best
energy efficiencies. Some of the best data-points in terms of FoMy?> are reached by
those kinds of converters.

For high-resolution converters (ENOB higher than 12 bit), A-X converters lead
the design space, with CT architectures that show the best FoMg, typically for higher
Nyquist frequencies. Also SAR architectures are competitive due to their great energy
efficiency, typically limited to 7-8 bit of effective resolution. Algorithmic and linear

3FoMy has been used, considering the low SINAD values in play.
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Figure 1.17: Plot fnyq-FoMyy of the most recent ADCs present in the literature. Graph taken from
[16].

approximation converters are not present among the best ADCs of the last two decades,
due to their low energy efficiency and very low signal bandwidth. However, some
commercial ADCs exploit those kind of architectures due to their stable and robust
performances.

Interesting considerations can be made also about the migration of ADC implemen-
tations to newer technologies and the consequent supply voltage scaling [31]. Tradi-
tionally, a so called “scaling gap” has always been present between analog/mixed and
digital integrated circuits. While digital design has always obtained benefits from ag-
gressive technology scaling, analog circuit designers have to face new problems during
the migration towards new technology nodes. Non-idealities of transistor devices such
as short-channel effect, gate leakage and gain degradation are only some of the main
drawbacks. Also increased mismatch between devices on the same chip or larger pro-
cess variations among different dies have reduced the robustness of analog designs.
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However, the increasing popularity of digital-centric SoCs has leaded to the scal-
ing of several analog/mixed-signal circuits. The presence of the ADCs on the same
chip with the digital core is often unavoidable: this has led to a fast process scaling
also of the ADCs, compared to other analog circuits. Together with process scaling,
supply voltage decreasing further enhances ADC design complexity. From 350 nm to
10 nm technology node, the core supply voltage has scaled from 3.3 V to 0.7 V, with-
out a proportional scaling of MOSFET threshold voltage (from about 0.5 V to 0.28
V). Concerning scientific ADCs designed for low-voltage or ultra-low voltage applica-
tions, we have been witnessed of a halving of supply voltage every 5 years in the last
three decades, reaching supply voltage as low as 0.2 V [32]. Over the last decade, sev-
eral ADCs capable of working with supply voltages in the range of 0.2 V - 0.5 V have
been presented, mainly motivated by emerging applications as IOT, wireless sensor net-
works and wearable electronics. However, it is tough to imagine a further decreasing of
Vpp for low-voltage ADC; the trends are moving towards the improvements of power
consumption, speed and resolution. However, it is worth noting how the performance
improvements of regular voltage ADC is increasing with a rate of only 1dB/year [33].

A brief overview on the most performant commercial ADCs present on the market
will end the general framework about the actual state-of-the-art of Analog-to-Digital
Converters. Great ICs design company as Analog Devices, Maxim Integrated, Texas
Instruments, etc. offer multiple monolithic ADCs for different solutions.

The highest speed ADC of Analog Devices is HMCADS5831, a full-flash converter
with 20 GHz of input bandwidth and 3 bit of resolution. AD9213 is a 12-bit, 6
GSPS/10.25 GSPS ADC with a 6.5 GHz input bandwidth, which exploits a time-
interleaving pipeline architecture. ADC12DJ5200RF from Texas Instruments exploits
a time-interleaving folding interpolating architecture (a modification of the two-step
flash architecture) to reach 12 bits at a maximum sampling frequency of 10 GHz. Ex-
trapolating some general information, folding interpolating and pipeline architectures
are the most used in high-speed monolithic ADCs. For sampling rates lower than 100
MSPS, also SAR and two-step architectures have been adopted. The power consump-
tion is on the order of several watts, due to the very high targeted sampling frequency.
"Low power" high-speed ICs do not dissipate less than tens of mW.

Looking at high-resolution monolithic ADC:s, it is very easy to identify the most em-
ployed architectures. A-Y and SAR are the (almost) undisputed leaders of the market.
Analog Devices uses both architectures for targeted (nominal) resolutions from 32 to
16 bits. For lower resolutions, also pipeline architectures start to be used, when higher
sampling frequency are needed. LTC25xx and AD7177, respectively a SAR with over-
sampling and digital filter and a A-> converter, show the highest resolutions (24.2
bit and 24.6 bit, respectively, with output rate lower than 100 SPS). A similar trend
is present looking at the portfolio of Maxim Integrated. SAR converters are present
only for resolution lower than 20 bit; for higher effective resolutions, only A-¥ con-
verters are employed. Also linear approximation converters as multi-slope converters
MAX132 and MAX135 are sold, with resolutions lower than 18 bit. Looking at Texas
Instruments ICs, the converter leader for very high-resolution is the A->.. From 32 bit
to 20 bit, no other architecture is present. SAR converters and pipeline converters can
be found with resolutions lower than 20 bit and 12 bit, respectively. Typical power
consumptions of these ICs are from tens of mW to few hundreds of mW (depending
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also on the number of channels in the same package). Depending on the settings, lower
power consumptions can be obtained, at the cost of lower sampling frequency and/or
resolution. Low-power ICs are AD7091R-5 of Analog Devices and ADS112C04 of
Texas Instruments, respectively a SAR architecture for 12 bit resolution dissipating 90
uW and a A-3 modulator for 14 bit resolution dissipating 315 uW, but with a very low
output rate (20 SPS).

Commercial microcontrollers often contain embedded analog-to-digital converters.
Looking at the portfolio of MCU sold by Analog Devices, almost the totality employs
A-3. converters, exploiting their programmability and further digital filtering functions
to extend their performances. Low-power microcontroller (minimum Vdd of 1.8 V
and a maximum current consumption of 5 mA) ADuCM362 embeds dual 24-bit ADCs
(with ENOB of 21 bit with enabled chopper and an output update rate of 3.53 Hz).* [34]
explains the CHS technique implemented for the A-> ADCs. It realizes offset cancel-
lation of the whole chain, modulating the input signal before the Programmable Gain
Amplifier (PGA) and demodulating the bitstream after the A-> modulator. The chop-
per frequency is a fraction of the update rate and it needs further digital averaging after
the sinc? filter. Further details about the operating principle of this CHS technique
are given in paragraph 2.3.4. ADSP-CM40X implements two 16-bit SAR ADCs with
13 bits of effective resolutions. Also for embedded ADCs in MCUs, A-X and SAR
converters are the most popular choices of several integrated device manufacturer com-
panies.

1.6 Discussion and conclusion

In this first chapter, a brief overview about the main characteristics and applications
of analog-to-digital converters is presented. After the definitions of the fundamental
parameters describing the dynamic and static behaviour of the ADCs, a first classifi-
cation of the converters on the basis of the main two features (speed and resolution)
is given, focusing on the different architectures for the target requirements. At the
end, a survey on the ADC trends of the last years, including both research works and
commercial products, pulled the threads of this introduction, providing some general
considerations about the actual limitations of this kind of data converters. In the next
chapters, the design of three different analog-to-digital converters for highly-specific
applications will be provided, focusing on the novel techniques which allowed the ful-
filment of the different requirements. All of them have been evaluated by means of the
static and dynamic parameters described in this chapter, through electrical simulations
and/or measurements on silicon prototypes.

4ENOB is evaluated from the dynamic range, considering the peak-to-peak noise voltage.
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CHAPTER

Design of high-resolution and high-accuracy
Delta-Sigma for sensor applications

2.1 Introduction

Delta-Sigma data converters are the most diffused oversampled data converter and they
are employed in many different applications, from audio systems to RF receivers. The
appealing features of this kind of converters are the noise shaping function and the
relaxed requirements on both the anti-alias filter before the converter and on the pas-
sive element matching, even targeting high resolution and high linearity. As briefly
described in the previous chapter, noise shaping reduces the in-band quantization noise
power, leading to an increase of resolution with respect of the low-resolution ADC em-
ployed inside the modulator. To achieve this result, a digital decimating low-pass filter
is required. Furthermore, it is possible to exploit its presence also to reject additional
interferences at known frequencies, as artefacts introduced by CHopper-Stabilization
(CHS) technique [26] or supply line cross-talk interferences.

Several modulator topologies are present in the literature and a complete dissertation
on the whole design space would not be possible here. In this chapter, a brief introduc-
tion on the basic theory of A-X converters is provided, focusing on the most interesting
aspects for high-resolution and high-accuracy applications, such as low frequency sig-
nal acquisition for environmental sensor interfacing. Typical signal bandwidth from dc
up to few kHz are distinctive of pressure and inertial sensors, thermal sensors, or sen-
sors based on thermal principles, bio-sensors, etc. Commercial sensor interfaces with
digital output interface (typically 12C and/or SPI) often embeds A-> converters; some
examples are reported below. Pressure sensor interface FXPS7115D4 for automotive
application by NXP semiconductor employs a second order A-Y modulator with 1
MHz of sampling frequency and a digital sinc® decimation filter. Temperature sensor
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(a) (b)

Figure 2.1: (a) I*' order, single-bit quantizer, discrete-time A-Y. Modulator (b) Linearised model of the
modulator.

PCT2075 by NXP embeds a 11 bit A-X converter. AIS1120SX MEMS automotive
acceleration sensor of STMicroelectronics embeds a 2" order delta-sigma converter, as
well as the digital temperature sensor and thermal watchdog STCN75 of STMicroelec-
tronics. MSP430 polyphase IC of Texas Instruments also embeds multiple independent
24-Bit Sigma-Delta ADCs. AS89010 current-to-digital converter embeds 4-channel A-
32 ADC:s for precise conversion of photo currents for optical sensors. These are only
few examples but already quite indicative of the popularity of this kind of converters for
high-resolution, low-speed applications. Another important commercial application of
A-Y converters is in microcontroller, as MCU (microcontroller units) for multichannel
sensor monitoring as [34].

In this chapter, the design of a 2" order, discrete-time A-Y ADC is fully-described,
starting from the high-level description and ending with the transistor-level implemen-
tation. The converter has been optimized for digitizing dc and low frequency signals,
with high resolution and high accuracy. Two critical issues will be analysed in details:
(1) offset and flicker noise, (ii) settling time errors in discrete-time (DT) integrators.
Two original solutions to the above mentioned problems will be described in details.
Measurements on a prototype designed in UMC 0.18 um process will provide better
insights.

2.2 Overview of A-Y Converters

2.2.1 1% order A-X> Modulator

The simplest implementation of a A-Y] is the 1% order, single-bit modulator depicted in
Fig.2.1-a. Only a discrete-time (DT) integrator, a single-bit ADC (i.e. a comparator)
and a single-bit DAC (a simple switch demultiplexer, or the cascade of two inverters)
are employed. Even if it is not very diffused in practical implementations due to its
several limitations, it is very instructive to analyse the operating principle of A-3 mod-
ulators. Higher order or multi-bit topologies share most of the features already present
in this modulator.

In order to study this circuit, the linearised model shown in Fig.2.1-b can be drawn,
replacing the discrete-time integrator with its transfer function in the z-domain, while
the quantizer is replaced only by its injected quantization noise and the DAC by a unit-
cycle delay.

Two important transfer functions can be defined for a A-> modulator: the Signal
Transfer Function (STF) and the Noise Transfer Function (NTF). They are defined,
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respectively, as the ratio between the output and the input of the modulator, and the
output and the quantization noise.

STF(z) = ‘3“8 -1 (2.1)
NTF(z) = “//Li)) =1-z" (2.2)
n—q

The STF of a first order modulator is constant and equal to one!. The NTF, instead, is
the z-transform of an ideal differentiator (zero placed in z = 1), which, in the frequency
domain, means a zero in the origin (Fig.2.2).
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Figure 2.2: STF and NTF of a Ist order A-3

The quantization noise of the quantizer v,4, with a power spectral density equal to
2VZ¢/(12f), is shaped by the NTF and then is low-pass filtered by the digital filter
cascaded to the modulator. Considering an ideal low-pass filter with cut-off frequency
equal to the signal bandwidth By, the SNR at the output of the converter (i.e. after the
filter) is:

Psig o Psig
Py Ppm/(30SR3)

Where F,_,, is the quantization noise power of the converter employed inside the
modulator. As it looks evident from 2.3, every doubling of the OSR, the SNR increases
of a factor 9 dB (=1.5 bits of resolution improvement). Compared to the benefit of just
oversampling (described in paragraph 1.3), noise shaping of a 1*' order A-¥ modulator
introduces an extra bit advantage, for every doubling of OSR. So far, no hypothesis on

SNR = (2.3)

ISTF=1 is the result of using a delay-less integrator. Typically, switched-capacitor integrator as the one analysed in appendix
A are delaying-integrator. Employing delaying-integrator and removing the unit-cycle delay in the feedback path, the STF results
in z~1, which has flat frequency response with magnitude equal to one. No modifications, ideally, affect the NTF
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the quantizer resolution has been made. Theoretically, employing ADC with resolu-
tions higher than 1 bit, has the only effect to reduce the quantization noise power of
Un—q and then to reach an higher resolution of the A-¥ converter.

From the analysis of the linearised model of Fig.2.1-b, it looks evident the stability
of the modulator. Validity of the linearised model is guaranteed under the assumption
of large and random variations of the output of the integrator, for which the quantizer
cannot be modelled simply with the insertion of white noise. Concerning dc input
signals, it is possible to prove that the modulator stability is guaranteed if the input
signal is bounded by 1 (i.e. lower than the full-scale).

A first drawback of one-bit modulators is related to the quantizer (i.e. the com-
parator) gain, which is not straightforwardly defined. Replacing the quantizer in the
linearised model with a constant gain (1 in Fig.2.1-b) can lead to not negligible differ-
ences compared to the behaviour of the actual modulator. Unfortunately, the gain of the
quantizer is a function of the statistics of its input (the output of the integrator), which
is in turn a function of the input of the converter. Variation of the quantizer gain due to
different input statistics may also cause modulator instabilities, especially for higher-
order modulators [28]. In multi-bit modulators, the quantizer gain is well defined and
not dependent from the input signal; it is a typical solution in high-order modulator,
where stability issues are particularly relevant.

Another peculiarity of A-> modulators with dc input signals is the presence of the
so called idle tones (or limit cycles). Considering, for example, an input dc signal
of half of the full-scale, the output bitstream will be made up by the repetitions of a
periodical sequence, e.g. (1,1,-1,1). The mean value of this code is indeed 0.5. On
top of this dc value, an additional tone at f,/4 will be present. Having an OSR usually
higher than a few tens, that tone will be effectively rejected. The problem, has can be
easily foreseen, is that the frequency of this idle tone is related to the value of the dc
signal. In particular, under certain conditions of dc input amplitude [28], the frequency
of the idle tone may fall in the signal bandwidth, resulting in a degradation of the SNR.
It is proven that higher order modulators are less prone to idle tone generations.

The electrical implementation of the ideal DT integrator introduces several draw-
backs. Usually, the DT integrator is realized with a SC integrator, employing an oper-
ational amplifier with finite dc gain Ay. This will cause a saturation of the integrator
gain at low frequency and the shift of the pole to a non-zero frequency. The z-transfer
function of the DT integrator can be expressed as:

-1

H(z) (2.4)

1 —pz1

where p is (1 — A™1) 2. The lower is the integrator dc gain, the higher is the pole
frequency of the "leaky" integrator. It is possible to evaluate the NTF of the first order
modulator, considering the integrator finite dc gain:

NTF(z)=1—pz! (2.5)

The zero is not in z = 1 any more, but in z = p. The noise transfer function, then,
does not goes to 0 for frequency close to zero, but it will saturate at a value equal to 1/A.

2This is a generic formulation. Actually, p will depend also on the capacitive ratio in the SC integrator, as described in appendix
A
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The increase of quantization noise power, compared to the ideal case of A — +o0, will
be:

30SR?
Pq—n—fg - (1 + A2—7T2) PQn (26)

With finite dc gain equal to the OSR, an increase of quantization noise power of
1.15 dB is present. With traditional amplifier topology employed in switched-capacitor
circuits, this constraint is not a problem. Issues can arise in ultra-low voltage design,
where high-dc gain amplifier are difficult to realize. In that case, the increase of quanti-
zation noise could effectively limit the resolution of the converter. Moreover, this prob-
lem could be detrimental if related also with low linearity of the amplifier gain [35]. In
the next chapter, more details will be provided.
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Figure 2.3: Comparison of NTF of a I*' order A-Y Modulator, with infinite DC gain and with finite dc
gain Ay=128

Another critical aspect due to the finite dc gain of the integrator is the presence
of dead-zones in the converter response. Dead-zones are ranges of the input signal
for which the modulator does not recognize input variations and the output bit-stream
does not change. The largest dead-zone is located around zero input voltage; smaller
dead-zones are present around all the rational values of the input dc signal [28]. Dead-
zones are inversely proportional to the finite gain of the integrator. Typically, a dc gain
higher than 2%V, where N is the resolution of the A-Y converter, will provide dead-zones
smaller than the LSB.

In order to increase the resolution of the converter without increasing the OSR,
an ADC with a larger resolution can be employed inside the modulator. The multi-
bit modulator, then, will have a higher resolution due to the lower quantization noise
injected by the ADC. However, a DAC with the same resolution of the ADC must be
present in the feedback path. The main problem related to multi-bit modulator is the
linearity of the DAC. A 1-bit DAC, in fact, is intrinsically linear, because of the presence
of only two output levels. Already for a 2-bit DAC, the same advantage is not present

30



2.2. Overview of A-X Converters

any more. A non-linearity in the feedback path, as in every feedback architecture,
is exactly reflected as a non-linearity of the whole circuit. In multi-bit modulators,
then, the capability of reaching high resolutions without requiring elevate matching
properties to the DAC is lost. However, multi-bit modulators are still employed when
high signal bandwidths are required and the OSR can not be as large as the target
resolution would require for a single-bit modulator. In these implementations, Dynamic
Element Matching (DEM) techniques reduce mismatch effects in the DAC, shifting the
non-linearities outside the signal bandwidth [36]. All these techniques come with an
increase of the circuital complexity, spoiling partially one of the most appealing benefit
of A-. converters.

A digital low-pass filter is mandatory in order to achieve the improved SNR en-
abled by oversampling and noise shaping techniques. The output bitstream, with a
throughput of fg, must be decimated, reducing the throughput to the Nyquist rate. The
filter response should be flat in the signal bandwidth and reject the quantization noise
outside. Furthermore, a flat group delay is usually recommended. For this reason, a
Finite-Impulse Response (FIR) filter is generally employed. Among the possible fil-
ter topologies, one of the most diffuse and hardware efficient is the sinc filter. With a
single-bit quantizer, the implementation of a sinc filter is extremely simple: it is basi-
cally an accumulator, downsampled and reset at the Nyquist rate. A simple sinc filter
is not sufficiently selective and would cause a not negligible resolution loss compared
to the case in equation 2.3. Usually, for a first order modulator, a sinc? filter represents
a good trade-off between hardware complexity and output SNR. A small drop of the
filter gain is present already in the signal bandwidth, but it can be compensated later in
a following digital stage.

2.2.2 2" grder A-Y. Modulator

As already explained in the previous section, the first order modulator shows some
limitations in terms of rejection of in-bandwidth quantization noise and high depen-
dency from integrator finite dc gain. In order to increase the effectiveness of noise
shaping, a second integrator can be added in the loop filter. Replacing the quantizer
present in Fig.2.1 with a first order modulator, a second order A-> modulator is ob-
tained (Fig.2.4). In the same way described in the previous paragraph, a linearised
model of the circuit can be used to evaluate the STF and the NTF:

STF(z) = V) 1 (2.7)
NTF(z) = % =(1—-2z71)? (2.8)

The STF is the same as for the first order modulator. NTF shows two zeros in
z = 1, which means a 40 dB/dec low-pass filtering, doubled compared to the first
order modulator, as shown in Fig.2.5. Considering an ideal low-pass filter with cut-off
frequency Byy, the SNR results:

Psig . Psig
Pyngy  Pynm/(50SRY)

SNR = (2.9)
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Vm + 1 + 1

Figure 2.4: Linearised model of a 2" order A-Y. modulator.

From 2.9, it looks clear the enhancement in terms of SNR (actually, SQNR) com-
pared to the first order modulator. For example, with an OSR of 256, the increment of
resolution due to noise shaping and oversampling in a first order modulator is around
11 bit, while for a second order modulator with the same OSR is almost 18 bit. This
is already a good reason to move from the first to the second order modulator. Other
improvements are also present and will be here explained.
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Figure 2.5: Comparison of NTF of a 1 order and a 2™ order A-¥ Modulator.

It is easy to demonstrate that in a 2" order A-Y modulator, the amplitude of the
dead-zones is inversely proportional to the product of the finite dc gain of the two
integrators. A similar improvement is related to idle-tones: having a 2-dimensional
state space (every integrator output is a state variable of the system), the probability of
having repetitive state configurations and consequently repetitive patterns in the output
bitstream for a certain input is much lower than in the first order modulator (a mono-
dimensional space).

Concerning modulator stability, it is possible to derive the bounds of the internal
state variables as a function of the input signal. Even if the internal states are bounded
for input dc signal lower than the full-scale, the input of the quantizer (i.e. the output
of the second integrator) may become arbitrary large for dc input signals approaching
the full-scale. Also time-varying input signals with amplitudes lower than the full-scale
may lead to diverging oscillations of the internal variables, even if these signals should
have particular properties which do not occur often in practice. Typically, the input of
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a second order modulator is bounded to 80-90% of the full-scale range.

Several modulator topologies can implement the same STF and NTF evaluated in
equations 2.7 and 2.8. One of the most popular is the "Boser-Wooley modulator" [37],
which replaces the delay-less integrators in Fig.2.4 with delaying integrators and re-
moving the feedback delay, as depicted in Fig.2.6. The popularity of this topology is
due to the relaxed requirements for the amplifier settling times and slew-rates, because
the settling of each integrator is now independent. The coefficients in Fig.2.6 may be
evaluated by means of high-level simulations as described in [28], taking into account
the limited dynamic range of the integrators (due to amplifier saturation). The Boser-
Wooley modulator is also called Cascade of Integrators FeedBack (CIFB).

Q Vout

Figure 2.6: Block diagram of 2" order Boser-Wooley A-Y modulator.

An alternative to the CIFB topology is the Cascade of Integrators FeedForward
(CIFF), or Silva-Steensgaard topology [38]. In this case, only the main feedback path
from the quantizer output to the input of the first integrator is present. Feedforward
paths from the input of the modulator and the output of the first integrator to the quan-
tizer input are used to realize the same signal transfer function and noise transfer func-
tion of equations 2.7 and 2.8. In this topology, the input of the loop filter (V;,, — Vo) 1S
only the shaped quantization noise, instead of the high-pass filtered version of the input
signal, relaxing the linearity specifications of the first block. Furthermore, the output of
the second integrator is a delayed version of the quantization error, and this can be ex-
ploited in MASH structures, which will be described in the next paragraph. The other
two topologies that complete the framework of second order modulators employed res-
onators in feedback or feedforward architectures. The drawbacks of resonators (or
delay-less integrators), are the more strict specifications in terms of settling time errors
of the amplifiers.

For a first order modulator, we have already observed how a sinc? is more effective
to reject the quantization noise. It is possible to generalize this consideration about the
digital filter, as stated in [28]: "the determining factors in finding the order K of the
sincX filter for an L*"-order AY. modulator are

* the filter should cut off at a faster rate around fz than the NTF of the A modu-
lator rises there, and;

* its gain response should be flatter around f,/OS R and its harmonics than the NTF
is around dc."

The two conditions guarantee a filtering response sharper than the NTF slope and a
noise foldover around fs/OSR and multiples sufficiently attenuated by the filter. It is
easy to demonstrate that a low-pass filter with an order higher than the modulator order
L satisfies the two conditions. Typically, an order X = L + 1 represents the optimal
solution, as regards the trade-off between hardware complexity and the filter selectivity.
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Thus, for a second order modulator, a third order low-pass filter is sufficient to properly
reject the in-bandwidth quantization noise.

A very efficient way to implement a sincX digital filter (with K > 1) is the Cas-
caded Integrator-Comb (CIC) filter, also known as Hogenauer filter [39]. A 3"¢ order
CIC filter is made up of the cascade of three accumulator stages, running at fs = fovs,
followed by three subtractor stages, running at the Nyquist rate. Between the accumu-
lator and the subtractor stages, a downsampling of a factor OSR is performed. In [39],
an optimization of the intermediate stages is also described, allowing a remarkable re-
duction of the filter hardware.

2.2.3 Higher order A-Y Modulators, MASH topology and Bandpass modulators

A straightforward idea to improve further the converter resolution (keeping the OSR
constant) is increasing the order of the modulator. For each integrator present in the
loop filter, the multiplicative factor between resolution increasing and OSR improves
by one. On the other hand, the stable input range decreases with the order. With
a single-bit quantizer, the non-linear gain of the quantizer complicates the stability
analysis with the linearised model of the modulator. The root locus technique may
allow the analysis of the position of the poles for all the possible quantizer gains, and
extensive behavioural simulations must be performed to ensure the modulator stability
for the widest range of input signals. Multi-bit modulators can reduce stability issues,
because of the well defined quantizer gain, at the cost of more circuital complexity to
solve non-linearity issues introduced by the DAC.

An alternative way to increase the modulator order is to cascade two different A-3
modulators, in order to increase the quantization noise rejection. Among those kinds
of topologies, the most popular is the Multi-stAge noise-SHaping (MASH) modulator
(Fig.2.7). The basic idea is to process the shaped quantization noise of a A-> modulator
with another A-¥ modulator, and then to subtract the output of the two modulator,
properly conditioned, in order to remove the quantization noise of the first modulator.
The final quantization noise is the one of the second order, shaped by a noise-transfer
function equal to the product of the NTF of the two modulators.

It is straightforward to study the behaviour of the MASH modulator:

Vi(z) = STF(2)Vin(z) + NTFy(2)v,—g1(2) (2.10)
where ST F; and N'T'F} are respectively the signal transfer function and noise trans-

fer function of the first modulator.

Vo(2) = STFy(2)vn—q1(2) + NTFy(2)vy—g2(2) (2.11)

Vour(2) = Vi(2) Hi1(2) — Va(2) Ha(2)
= Vin(2)H1(2)STF1(2) + vp_qn (2)(NTFy(2) H1(2) — Ha(2) ST Fy(2))
- ’Un,qQH2<Z)NTF2(Z)
(2.12)

If the condition H,(2) NT F\(z) = Hy(2)ST F»(z) is guaranteed, than the quantiza-
tion noise of the first modulator is rejected. The simplest choice is Hy(z) = ST Fy(z)
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and Hy(z) = NTF;(z), obtaining the overall transfer functions:

ST Farasu(2) = STFy(2)STFy(2) (2.13)

NTFyasu(z) = NTF(z)NTFy(z2) (2.14)

For example, considering two 2" order modulators in a MASH topology, a 4" order
noise-shaping function is obtained. The main drawbacks is related to the criticality
of matching between the analog transfer functions of the modulators and the digital
ones Hq(z) and Hs(z). Variations of the analog transfer functions from the nominal
ones, for example due to mismatch of passive components (as the capacitive ratios in
the integrators) or amplifier finite gain, increases the MASH noise due to an imperfect
cancellation of the first modulator’s quantization noise.
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Figure 2.7: Block diagram of a MASH modulator.

Another interesting topology is the bandpass A-Y modulator, very diffused in telecom-
munications systems. Typical wired and wireless communication systems exploits ho-
modyne or heterodyne conversion in the receiver, downconverting the incoming sig-
nal to a frequency lower than the carrier frequency. Depending on the bandwidth of
the signal and the kind of downconversion, A-Y. low-pass converters can be used for
digitizing the signals, thanks to their good trade-off between resolution, power con-
sumption, linearity and anti-alias filtering requirements (especially with continuous-
time implementations, as we will see in the next paragraph). An interesting alternative
avoids the down-conversion, implementing a band-pass A-Y modulator which presents
a STF and a NTF not centred around dc, but around a certain frequency f,. Typically
fo = fs/4, such that the sampling frequency is not much higher than the carrier fre-
quency, as it would be with low-pass modulators. The converter frequency range is
[fo— Bw/2 : fo + Bw/2], where By = fs/(20SR) gives the usual advantage of
oversampling and noise-shaping seen for low-pass modulators. In this way, the bit-
stream will be down-converted by a digital mixer and low-pass filtered and decimated
to obtain the final increased resolution. This receiver can be a much more efficient so-
lution because of the suppression of the down-conversion in the analog-domain, which
can affect heavily the power consumption and spoil the signal integrity.

The implementation of a n-th order band-pass modulator required, in general, a
doubled complexity compared to a n-th order low-pass modulator. Effectuating the
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substitution 2 — —2z2 in the STF and NTF seen for low-pass modulator, the band-
pass functions are obtained. This substitution can be obtained straightforwardly by
a pseudo 2-path transformation of a low-pass modulator, which requires 2 low-pass
modulators [28] as in Fig.2.8.

fs/4 n* order Bandpass AX Modulator

I |
| Lowpass I
| n™" order |
| |

|

AT Modulator

o
Il o I
| Lowpass
| n*" order |
I AZ Modulator |
|

Figure 2.8: Block diagram of a fs/4 n'™ order A-Y. modulator.

An alternative way to implements a resonator at f;/4 with a single op-amp is by
means of periodically swapping of the integrating capacitors in the discrete-time inte-
grator. This technique has been exploited to implement system-level CHS for a low-
pass modulator [40]. A detail analysis is provided in 2.3.4.

2.2.4 Continuous-time A-Y. converter

So far, we have analysed the behaviour of discrete-time A-3 modulators. DT imple-
mentations sound very attractive due to their good linearity and accuracy, without strict
requirements on passive element matching. Moreover, the modulator transfer functions,
in the z-domain, are independent from the sampling frequency, so that it is very easy to
scale the sampling frequency. Finally, jitter does not have critical effects, once we have
guaranteed the correct settling time for all the blocks.

The other family of A-3 converter is the continuous-time one. Unlike DT modula-
tors, where the input signal is sampled at the very beginning before the loop filter, in
CT modulators sampling occurs just before the quantizer, after the loop filter (Fig.2.9).
This means that the low-pass response of the loop-filter, employed to suppress the quan-
tization noise, also acts like anti-aliasing filter before the sampling and the effective
quantization. This feature is very important because it allows the suppression of anti-
alias filters, which often represent the bottleneck of the ADC design in several appli-
cations. Furthermore, CT modulators are able to work with sampling frequency 2-4
times higher than the DT modulators, allocating the same power consumption for the
amplifiers, because there is not a severe degradation of linearity performance between
sampling frequency and the amplifier settling time as in switched-capacitor circuits.
These advantages make CT modulator very attractive for high-frequency applications,
where typically DT modulators are not power efficient, as it looks evident also from
the plots in Fig.1.5. It is worth noting that CT modulators suffer much more of noise
jitter in the DAC, because a variation on the clock period directly affects the amount of
charge accumulated in the continuous-time integrators. In general, for high-resolution
applications with low-frequency input bandwidths, DT modulators results more appeal-
ing due to their flexibility with the variation of the sampling frequency and robustness
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with respect to mismatch of passive elements and clock jitter.

CT Loop Filter

Figure 2.9: Block diagram of 2°"" CT A-Y. modulator.

2.3 Proposed A-Y converter

After this brief introduction, the design of a 2™ order, discrete-time A-Y ADC will
be described. This converter has been optimized for sensor acquisition systems with
elevate requirements of accuracy and resolution. It has been designed to work properly
with low-frequency input signals (from dc to few kHz), with a resolution of 16 bit. Par-
ticular attention has been spent for offset and flicker noise minimization, implementing
two different CHS techniques. A power-efficient solution to reduce settling-time errors
has also been developed and fully described. Preliminary measurements on a UMC
0.18 um prototype show its good performances for dc readout and low-frequency sig-
nal acquisitions.

2.3.1 High-level design

Among the possible modulator topologies explained in the previous section, we opted
for a second order, discrete-time, single-bit, Cascade Integrator FeedBack (CIFB) mod-
ulator. The choice has been dictated by stability, timing requirements and hardware
compactness. A second order modulators offers an optimum trade-off in these terms:
first order modulator does not provide sufficient quantization noise rejection, and it is
more prone to idle tones and dead zones. Discrete-time converters does not suffer of
jitter as continuous-time ones and they are more flexible with respect of the variations
of the sampling frequency. Single-bit modulator offers the great advantage of reach-
ing high resolutions without strict requirements on DAC matching properties. In fact,
single-bit implementation are typically more simple and compact, not requiring addi-
tional digital technique for the randomization of the DAC elements. In this work, we
focused on the design issues concerning the analog part of the modulator, leaving the
space for future developments. Possible improvements may concern the digital part,
involving the DEM technique for a multi-bit modulator.

High-level simulations in Matlab-Simulink (MS) environment are the first step to-
wards the design of a A-X modulator. The DSToolbox developed by R.Schreier [28]
allows the proper sizing of the coefficient needed in CIFB topology, taking into account
the possible limitation of the state variables (i.e. the integrators’ outputs) due to the sat-
uration of the amplifiers. Transient simulations allow the verification of the dynamic
performances of the converter, verifying if SQNR and SINAD are the ones targeted.
Eventually, the coefficient values a1,b;,c1,a5 are obtained and they will be implemented
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by means of capacitive ratios. The absolute value of the input sampling capacitor of the
first integrator, instead, will be obtained by means of thermal noise considerations.

Several tools for MS verifications have been developed [41—44] in order to take into
account as much as possible the modulator non-idealities. Amplifier finite dc gain and
non-linearities, amplifier finite bandwidth and slew-rate, thermal noise and jitter can be
easily simulated in a fast and accurate way in MS. In paragraph 2.3.4, a modification
of the MS tool developed in [41] has been proposed in order to take into account also
flicker noise and to simulate the proposed CHS technique.

A critical aspect in high-resolution A-3: concerns the thermal noise, in order to size
properly the value of the sampling capacitors Cg of the first integrator (Fig.2.11). It
is possible to model the error sources introduced by each single block as in Fig.2.10.
The error voltages v,,; and v,,5 include the Referred-To-Input (RTI) offset and noise rms
voltages of each integrator H(z). These noise contributions affect the output through
the following transfer functions in the z-domain:

NTHR(:) = =5 = 5= (2.15)
NTFy(z) = UYQ((Z;) — 21— Y (2.16)

It is worth noting from 2.16 that offset and low-frequency noise of the second in-
tegrator are intrinsically high-pass filtered, so that they do not give significant contri-
butions in the signal passband. The Fully-Differential (FD) Parasitic-Insensitive (PI)
integrator (Fig.2.11) can be used to implement the needed H(z) function. The expres-
sion of its RTI Noise Power and the effects on the ADC resolution can be evaluated as
follows (for more details, see appendix A). Let us start from the input spectral density
of the amplifier (A), which can be expressed by:

Jr Jr 1
Sn(f) = (1 + f) Spp = (1 + 7 ) 4kTGM (2.17)

where Spp is the thermal noise power spectral density (PSD), referred to an equiv-
alent resistance equal to 1/G s (G is the transconductance of the input pair of A)
increased by a factor 7 > 1, depending on the amplifier topology. Frequency f; is the
flicker corner frequency of the amplifier. To determine the thermal component of the
total integrator RTI noise power (P,;,), the integral of Sgp over the amplifier equivalent
noise bandwidth (B.,_,,) should be added to the kT/C noise coming from the switch
activity (doubled due to the differential structure) [41,45]:

kT kT
Py, =2— 4+ SppBeg—n = —(2 2.18

th CS+ BBDeq CS( +7) (2.18)

Py, is uniformly spread across the bandwidth [0, fs/2] due to the sampling operation

(noise foldover). It can be assumed that foldover affects less the flicker noise compo-

nent, leaving it practically unchanged. The electrical noise power at the output of the

converter can be obtained by integrating the integrator RTI PSD filtered by the low-pass
filter H(f):
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fs/2
0 :/f (f’“iBB + Pth%> \H(f)? df (2.19)

where f,,;, is the minimum observable frequency, roughly equal to the inverse of
the period of observation. From the expression of the effective resolution 2.3.1 (or
better the expression of the noise-free resolution), the quantization-noise power and
the thermal noise 2.19, it is easy to get the expression of the ENOB as a function of
the flicker corner frequency of the amplifier A, as well as a function of v and Cl.
From 2.15 and 2.19 it is also evident that offset and low-frequency noise of the first
integrator affect directly the converter performances and they must be faced with proper
techniques.

In section 2.3.4, the description of an alternative chopper technique adapted specifi-
cally for a A- modulator is widely discussed. Behavioural simulations help the under-
standing of its operating principle, while electrical simulations show its effectiveness
also for Electrochemical Impedance Spectroscopy applications. Finally, measurement
results confirm its effectiveness and its superiority against the standard CHS technique
in terms of offset rejection and flicker reduction.

min

Figure 2.10: Block diagram of a 2nd order discrete-time Cascade-Integrator-FeedBack (CIFB) A-3
Modulator, with error voltage sources of each integrator and quantization error.

The value of the sampling capacitor of the first integrator has been optimized, taking
into account the requirements of resolution, area and power consumption. According
to , it is possible to write the thermal noise of the first integrator (that is, as already ex-
plained, the dominant one even in a second order modulator) with the well-known form
of kT/C noise, including the factor -, which takes into account the amplifier topology.
Exploiting the definition of ER defined in , it is possible to find the value of sampling
capacitor C's needed for the fulfilment of a certain resolution, as a function of the over-
sampling ratio. A sampling capacitor of 4 pF represented for us a good trade-off, in the
light of the above-mentioned considerations.

2.3.2 Transistor-level design

In this paragraph, a brief insight on the transistor-level design of the proposed A-3
converter will be provided, with particular attention on the design of the first integrator,
the most critical block, and the amplifier employed in it. A Fully-Differential (FD)
approach has been chosen, due to its better performances in terms of interferences
rejection (as capacitive coupling to interfering lines, substrate noise and non-uniform
ground voltage), double output range range and increased linearity [15,46,47]. The
target supply voltage range goes from 1.8 V (the supply voltage of the digital core
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devices for the UMC 0.18 um process) to 3.3 V (the maximum voltage allowed for the
I/0 devices in the same process). The maximum sampling frequency is 1 MHz, high
enough to allow sufficient OSRs in order to achieve the target resolution of 16 bits in
the bandwidth of interest.

First integrator

The topology of the two integrators is a fully-differential, parasitic-insensitive (PI),
switched-capacitor integrator. The input capacitors C'J and C together with the input
switches, effectuate the sampling of the input signal. Due to the same value of the two
coefficients a; and b; (because of the desired unity gain for the STF of the converter),
the input capacitors C;f’_ also implements the subtraction of the input and the feed-
back differential signals. The charge proportional to the difference of the two sampled
voltages is transferred on the feedback capacitors C}r’_. The coefficient a; = by is im-
plemented by means of the capacitive ratio C's/Cr. More details about the behaviour
of this type of circuit is provided in appendix A, where the analysis in the ideal case
and in the presence of finite dc gain and noise are given for a single-ended topology.
As well known, the first integrator is the most critical block in terms of offset, noise
and non-linearities, because its contributions are one-to-one referred to the input signal
of the converter. Two non-overlapping clock phases are generated to properly drive the
switches, and a bottom plate sampling technique (BPS) [37] has been implemented to
reduce charge injection issues.
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Figure 2.11: Schematic view of the fully-differential, parasitic-insensitive, switched-capacitor integrator
which implements the first integrator.

The design of the amplifier employed in the integrator is very important and requires
great attention. High dc gain is required in order to reduce dead-zones, converter gain-
error and to improve quantization noise rejection. Differential output range should be
as large as possible, in order to exploit the whole dynamic range of the integrator; the
lower is the range, the higher are the coefficients a;,b;, which decrease converter per-
formances in terms of speed and area consumption. At the same time, minimization
of amplifier noise is a main concern, due to the high resolution required. In order to
minimize amplifier thermal noise power, transistor sizing is in contrast with the design
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for maximizing output differential range. About flicker noise and offset, higher area
consumption would be requested, with severe penalties in terms of occupation of sili-
con area and speed performances. The implementation of a CHS technique is almost
mandatory, considering the low-frequency band of interest.

Concernig the amplifier, a single-stage folded-cascode topology (Fig.2.12) has been
chosen, due to its excellent performances for high-resolution converters [48]. The
PMOS input pair has been used in order to realize the bulk-source connection and
reduce the body effect, achieving an higher input common mode range®. The high out-
put resistance guarantees a dc voltage gain high enough, because no resistive load is
present. The simplicity of a single-stage amplifier, compared to a two-stage amplifier,
in terms of common-mode stabilization and current consumption, has driven the choice
towards a single-stage amplifier.

Output common-mode voltage stabilization is realized by means of a dynamic Common-
Mode FeedBack (CMFB) circuit as the one described in [15] and shown in Fig.2.13.
Values of the CMFB capacitors C, and clock frequency as well, are critical in order
to not affect the amplifier gain, because of the equivalent resistive load caused by the
switching capacitors that may lower the output load. Capacitors C’ and C” realize a
kind of class AB common-mode control, acting only in ac. While the SC operations
stabilize the steady value of the output common mode, C’ and C” are able to correct fast
output common-mode variations, controlling the gate voltages of the common-source
stages.

To achieve better performances in terms of dc gain and speed, the common-source
stages are realized by means of trapezoidal-shape transistors (T-transistors) [49-51], as
shown in Fig.2.14-b. It is easy to demonstrate how, for the same area and the same
mirror ratio as the simple mirror of Fig.2.14-a, an increase of the output resistance is
obtained. In the same way, a lower area consumption is made possible by the T-mirror
compared to the standard one, for the same output resistance and mirror ratio. The
noise analysis of T-transistors can be found in [52].

In order to reduce the offset and flicker noise contribution of the amplifier, a dy-
namic offset cancellation technique [26] can be implemented. As it will be further
explained in paragraph 2.3.4, CHopper-Stabilization technique fits A-X converters per-
fectly because of the presence of the digital low-pass filter, which can be exploited
to reject the offset ripple. However, the straightforward implementation of the CHS
technique shown in Fig.2.15 would decrease the output resistance, due to the continu-
ous charge and discharge of the parasitic capacitances of the demodulator switches. For
this reason, the chopper demodulation has been realized at low-impedance nodes inside
the amplifier, more precisely between the sources of the common-gate stages and the
drains of the common-source stages of the cascode structures, as depicted in Fig.2.16.
In this way, offset and flicker noise contributions of common-gate MOSFETS is not re-
jected by CHS. Anyway, contributions from those transistors is typically negligible, as
explained in [15]. Besides the implementation of the described CHS technique, a novel
chopper stabilization technique has been adopted, in order to reject also offset contri-
bution from charge injection mismatches and other offset contributions of the whole
modulator. More details will be provided in paragraph 2.3.4 and measurements on the

3The process used for this design is a twin well CMOS process, than the bulk-source connection is allowed only for the PMOS
devices.
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Figure 2.12: Schematic view of the fully-differential folded-cascode amplifier with T-transistors.
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Figure 2.13: Schematic view of the common-mode feedback control circuit.

a) th b) lIOUT
[l [our M2

vi JH—[m2 w1 |- M2T

=

Figure 2.14: a) Simple NMOS mirror. b) Simple NMOS mirror with T-transistor.

prototype will also provide a comparison between the two CHS techniques.
In table 2.1, the sizing of each MOSFET device present in Fig.2.12 is reported.
Second integrator

The topology chosen for the second integrator is the same as for the first one. Due to
the different coefficients c¢; and as, it would not be possible to reuse the same sampling
capacitors to sample the output of the first integrator and the feedback voltage, in a

42



2.3. Proposed A-Y. converter

f
¢ch fch
, v
Vi, —fo--- +
in D - —\/
. Se, 7 out
e > LPF\ [ o
Vin -_—f---- out
modulator demodulator

Figure 2.15: Block diagram of a traditional chopper in a fully-differential system.
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Figure 2.16: Schematic vivew of the fully-differential folded-cascode amplifier with chopper modulation
technique.

similar fashion as described for the first integrator. Additional branches are required,
with consequent negative effects also on the first integrator loading. The sampling
capacitors, in fact, are periodically charged to the first integrator output and then dis-
charged, behaving like an equivalent resistance that can reduce the effective dc gain of
the first amplifier. For this reason, a different approach with respect to the conventional
one has been chosen (Fig.2.17). An additional DAC with a reference voltage V..o is
used to generate the feedback voltage for the second integrator. In this way, the sec-
ond reference voltage, obtained from an attenuation of the main one, implements part
of the coefficient a; needed in the second feedback path. Designing V.r» such that:
Viera = aViep, where a = ay /c1, a unique coefficient ¢; for the second integrator is
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Table 2.1: Sizing of the folded cascode amplifier:

Device Length (um) Width (um) Finger number Multiplier

MI1-2 0.9 72 1 4
M3-M4 4.8 0.8 10 6
M3T-MAT 4.8 0.8 10 3
M7-M8 1 10 4 1
MS5-M6 2 1.6 5 6
MS5T-M6T 2 1.6 5 3
M9-M10 3 15 5 2
M12 2 1.6 5 12
M13 2 1.6 5 6
Ml11 3 15 5 4

required. With this approach, the same sampling capacitors can be used to sample the
output of the first integrator and the attenuated feedback voltage. Thanks to the nega-
tive feedback of the A-3 modulator, virtual short-circuit is present between the mean
values of the two differential input signals of the two integrators (if a single coefficient
is present, as in Fig.2.17). Than, no loading effect (at low frequencies) is present and
the dc gain of the first integrator is not penalised.

Vin_+ z?! + |:> z! Vout
/ 1-z1 Z 1-z1 Q

VrefA

1-bit
Vref DAC /

1-bit

DAC /

Figure 2.17: Block diagram of the proposed 2nd order discrete-time Cascade-Integrator-FeedBack
(CIFB) A-X Modulator, with two different reference voltage Vref and Vref;.

As already mentioned, offset and noise contribution of the second integrator is typi-
cally negligible, due to the high-pass filtering function from the second integrator input
to the converter output. For this reason, no offset cancellation technique has been im-
plemented for this amplifier. Sampling capacitors are realized with a value ten times
lower compared to the ones for the first integrator, reducing the current consumption of
the amplifier. A folded cascode topology has been adopted also for the second integra-
tor, with considerably relaxed specifications in terms of power consumption, dc gain,
noise and offset. The second reference voltage is generated by means of a resistive volt-
age divider starting from the first reference voltage (generated by a bandgap reference
voltage or taking directly the supply voltage). Having low capacitance in the second
integrator, a relatively high overall impedance of the voltage divider is allowed without
degrading the speed performance (740 k§2). Furthermore, we do not impact heavily on
the power consumption: the current consumption on the resistive ladder is lower than
4.5 pA.

In table 2.2, the sizing of each MOSFET device of the folded-cascode amplifier
employed in the second integrator is reported, considering that the amplifier topology
is the same as the one depicted in Fig.2.12, without the T-MOS transistors (then M3T,
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Table 2.2: Sizing of the folded cascode amplifier:

Device  Length (um) Width (um) Finger number Multiplier

M1-2 0.9 36 1 2
M3-M4 2 4 1 2
M7-M8 1 30 1 1
M5-M6 1 12 1 1

M9-M10 0.9 12.6 1 1

M12 1 12 1 2

Ml11 0.9 12.6 1 2

MA4T, M5T, M6T and M13 are not present).

Comparator

Offset and noise of the comparator is further high-pass filtered, thanks to the second
order high-pass filtering function from the comparator input to the modulator output.
A latched comparator with a preamplifier, in order to reduce the comparator hysteresis,
has been implemented as shown in Fig.2.18. The preamplifier is a simple amplifier
with mirror load, while the comparator is depicted in Fig.2.18. Phase 1 is when the
comparison takes place, while phase 2 is the hold phase, where the two outputs of the
comparator stage are pulled-up to V4, so that the cascaded SR latch keeps the result of
the previous comparison, realizing a not-return-to-zero (NRZ) codification.

+

_Vout
_Vout

Figure 2.18: Block diagram of the whole comparator, made up of the preamplifier, the actual comparator
and the SR latch.
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Figure 2.19: Schematic view of the comparator.

The output of the comparator, which coincides with the modulator output, is fed-
back to the integrators through the two DACs of Fig.2.17, realized by means of two
inverters connected to the differential reference voltage (supply voltage and ground,
as in ratiometric application, or a differential reference voltage provided by a bandgap
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Table 2.3: Sizing of the comparator:

Device Length (um) Width (um) Finger number Multiplier

MO 2 25 1 1
MI1-2 1 4 1 1
M4-5 1 1.5 1 1
M3-6 1 1 1 1
M7-8 1 1 1 1
M9-10 1 1 1 4
M13-14 1 1 1 4
M11-12 1 1 1 1
M15-16 0.8 0.8 1 4
M17-18 0.5 0.5 1 1

circuit). The positive output of the comparator is also the input of the digital filter, as
the bitstream that must be low-pass filtered and decimated in order to obtain the filtered
data.

In table 2.3, the sizing of each MOSFET device of the comparator is reported.

2.3.3 Digital filter

As already mentioned, the Cascaded Integrator-Comb (CIC) is a hardware-efficient so-
lution to implement a digital, low-pass, decimator filter with sinc” frequency response.
The block diagram of the implemented 3™ order filter is shown in Fig.2.20. Three
accumulator stages work at the oversampling frequency, which is the throughput of
the modulator. After the decimation stage, characterized by a decimating factor OSR,
the comb stages work at the Nyquist frequency, which is also the output throughput.
Changing the oversampling frequency fs and/or the oversampling ratio OSR, it is easy
to change the notch frequencies of the filter, in order to reject specific spurs at well-
known frequencies.

The sizing of each intermediate register has been optimized as suggested in [39],
taking into account the programmability of OSR from 32 to 4096, an input bitstream
of 1 bit length and an output word of 20 bit. Furthermore, the CIC filter implements
the bitstream demodulation, when it is required during system-level CHS (see next
paragraph). A Hardware Description Language has been adopted to describe the CIC
filter, in order to effectuate the standard-cell synthesis and the place-and-route by means
of the automatic tools present in Cadence environment.

JOSR

Figure 2.20: Block diagram of a 3" order CIC filter.
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2.3.4 System-Level Chopper Technique

Several solutions have been adopted in the literature to reject low-frequency noise and
offset in A-Y modulators. One possible solution often employed in commercial prod-
ucts as in [34] implements the chopper modulation at the input of the modulator (or at
the input of the programmable gain amplifier preceding the ADC) and the demodula-
tion in the digital domain, after the CIC filter (Fig.2.21-a). Fig.2.21-b shows the output
code of the filter, between the demodulation and further averaging. As it looks evident,
the chopper frequency is limited by the filter settling time, reducing the effectiveness
of the CHS with respect to flicker noise rejection.
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Figure 2.21: a) Block diagram of the chopper technique implemented in commercial A-Y ADCs. b)
Output of the digital decimator filter and chopper clock signal.

Several offset cancellation techniques have been applied in the analog domain. CDS
techniques generally require more complex SC integrator topologies and they will not
be considered here [53]. On the other hand, CHS techniques can be easily implemented
in FD PI integrators in two alternative ways. The more straightforward one consists
in the synchronous periodic swapping of the two inputs and the two outputs of the FD
amplifier [26], as depicted in Fig.2.15. The second CHS technique requires the periodic
swapping of the integrator capacitors and the modulation of the integrator inputs at the
same chopper frequency (f.;) [54]. Chopped offset introduced by CHS techniques can
be rejected if the chopper frequency is a multiple integer of the Nyquist frequency, so
that the chopper artefacts coincide with the notches frequencies of the CIC filter. Both
techniques are fulfilled at high frequency to reject effectively flicker noise. After CHS,
in fact, the contribution of flicker noise on the integrator RTI PSD is [26]:

8
Stken = FSBBE (2.20)

f ch
However, a residual offset due to the mismatch of charge injection from the switches
is still present in both cases. Furthermore, high frequency transitions due to chopper
modulation lead to continual upsets of amplifier inputs and outputs, which can make
the amplifier prone to static gain decrease and total harmonic distortion rising. These
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drawbacks are partially solved by the system-level CHS technique, combined with the
traditional high-frequency CHS applied to the amplifier [S5]. The high-frequency CHS
rejects effectively the amplifier flicker noise, while the system-level CHS at f., =
fs/OSR rejects the residual offset. The system-level CHS (Fig.2.22-a) implements
the modulation of the input signal in the analog domain and the demodulation of the
output bitstream in the digital domain. A low-pass modulator would not allow the
straightforward implementation of this technique: this issue can be easily overcome
by means of the periodical flipping of the integrator capacitors, obtaining the flipped-
capacitor integrator (FCI) shown in Fig.2.22-b.
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Figure 2.22: a) Block diagram of system-level chopping; b) schematic view of FCI.
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The FCI has been already employed in band-pass A-Y. converters for Intermediate
Frequency (IF) data conversion using f., = fs/2 [56]. To our knowledge, in the liter-
ature there are no examples of A-3 converters employing FCIs at chopper frequencies
different from fs/2 and fs/OSR. We propose to extend the FCI chopper frequency
range for the system-level CHS. For this reason, we have studied the effects of the ca-
pacitor flipping at frequency f., on the integrator transfer function. The generic FCI
transfer function in the z-domain for f,, = fs/M, with M even number greater than 2,
is:

M/2 -
Vour(2) . 1 — ZJ—MJ,_I
Vin(z) - 1—2M

where k, represents the capacitance ratio C'4 /C'p in the integrator of Fig.2.22. Fig.2.23-
a shows the magnitude frequency response of the FCI, considering, for example, a
chopper frequency f., = fs/64. The peaks of |Hrc/(f)| at fon and odd order har-
monics lead to the NTF and the STF in Fig.2.23-b for a first order A-> modulator.
The NTF shows a notch-response at f., and odd order harmonics, while the STF is
nearly flat and equal to O dB close to those frequencies. The modulator shows the de-
sired frequency response, without the need of doubling the complexity as for band-pass
modulators [28]. When quantization noise is digitally demodulated, its power after the
filtering is the same as in a standard low-pass A-> modulator. On the other hand, off-
set and low-frequency noise of the whole modulator are only up-converted to f.;, and
then rejected by the digital decimating low-pass filter, choosing a chopper frequency

Hper(z) = (2.21)
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Figure 2.23: a) Magnitude response of FCI with fs=1 MHz and f.;,=fs/64; b) magnitude response of
STF and NTF of a 1*" order modulator with FClIs.

High-Level Description

Behavioural descriptions of A-3 modulators are very useful to estimate their perfor-
mances and simplify the sizing of the key blocks. As already said, several MS tools
have been developed [28,41] and, usually, amplifier flicker noise is neglected, assum-
ing the implementation of dynamic techniques of offset cancellation.

Typical mathematical modeling of flicker noise exploits algorithms like Moving Av-
erage (MA) or Autoregressive (AR) time series. Due to the limited memory resources,
the generated number sequence turns out to be stationary, and its PSD shows a flat
behaviour for frequencies lower than a limiting frequency depending on the available
memory [57]. A MS block called “coloured noise” is capable to generate a sequence
with 1/f PSD at a specified output sampling rate. This block exploits the AR algorithm
and suffers from PSD saturation at low frequencies, depending on the desired output
sample rate (red curve in Fig. 2.24). To overcome this issue, we have developed a sim-
ple solution alternative to [58]: the outputs of two “colored noise” blocks with different
sample rates are summed up to reach the 1/f behaviour from the sampling frequency
down to f.;,, With a good approximation (Fig.2.24). Choosing properly the two dif-
ferent output sampling rates, where one is multiple of the other, there is no need of
additional “sample and hold” blocks.

The proposed behavioural model of the FCI is shown in Fig.2.25-a: the capacitor
flipping is modelled by means of the product of the delay block output with a proper
signal (mod), whose temporization is depicted in Fig.2.25-b. The factor « represents
the effect of the amplifier finite dc gain.

Simulations

The effectiveness of the system-level chopper technique has been proved by means
of the proposed MATLAB/Simulink modeling, considering as amplifier case study a
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Figure 2.24: MS flicker noise PSDs: HF-PSD has a sampling rate of I MHz, LF-PSD has a sampling
rate of 1 kHz and it is represented in the same frequency range, S-PSD is the resulting PSD obtained
as depicted in the inset.
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Figure 2.25: a) Behavioural model of FCI; b) timing diagram.

fully-differential folded cascode, usually employed for SC PI integrators in DT A-3
modulators. The prototype was designed with the UMC 0.18 um CMOS process, con-
sidering a sampling frequency fs of 1 MHz and an input sampling capacitance of 4
pF. The total current consumption is 40 pA and the estimated area occupation is only
430 um?. From electrical simulations in Cadence environment, the RTI PSD shows a
broadband noise Spp of 3.42-10-16 V2/H z and a flicker corner frequency f; of 280
kHz. The digital low-pass decimating filter is a 3™ order Cascade-of-Integrator-Comb
(CIC) filter, implemented in MATLAB with a decimation factor of 512, obtaining a
throughput of 1.953 kHz. Applying the analytical model above mentioned, the esti-
mated resolution for a second order A-X converter with OSR = 512 based on the
amplifier prototype is 15.29 bits. MS simulations, exploiting the proposed flicker noise
model, provide an effective number of bits of 15.41, very close to the theoretical re-
sult. In all the tests, the contribution of the second integrator noise to the resolution
was confirmed to be negligible. Behavioural simulations show that the RTI offset of
the first integrator results directly in a converter offset, while a 10 mV offset of the
second integrator causes a converter offset of 29.56 uV, due to the finite DC gain of the
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amplifiers.

System-level chopper technique is implemented at f.;, = 2By, replacing the stan-
dard integrator model with the FCI model shown in Fig. 2.25-a. The effective resolution
of the chopped modulator is 17.33 (from the analytical model it is 17.5 bits), while the
residual offset is lower than the Least Significant Bit. Even if the CHS is applied at
low frequency, the increase of resolution and accuracy is evident also from Fig.2.26:
the PSD of the output bitstream applying CHS results to be flat and lower than the
PSD of the standard modulator. The ripple offset at f., and at odd-order harmonics
is rejected by the notch response of the CIC filter. Fig. 2.27-a shows the ENOB of a
standard A-> modulator estimated from MS simulations performed at different flicker
corner frequencies, compared with the theoretical curve. Fig.2.27-b shows the con-
verter effective resolution as a function of the chopper frequency: for high frequencies,
we obtain the same resolution (18.55 bits) as in Fig. 2.27-a without flicker noise, i.e.
flicker noise is effectively rejected. It is worth noting that the resolution growth, thanks
to system-level CHS, is evident even for low chopper frequencies, avoiding a signif-
icant onset of residual offset due to the charge injection from the modulator switches
and making it feasible as stand-alone technique. Preliminary measurements on a silicon
prototype confirm the effectiveness of the System-Level Chopper technique for offset
rejection (see paragraph 2.4).
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Figure 2.26: PSD of the modulator output applying system-level CHS at f ;= fs/OSR, without CHS and
magnitude response of the employed CIC filter.

System-Level Chopper for Electrochemical Impedance Spectroscopy

The proposed A-3 is designed for sensor interfacing applications. In particular, it is op-
timized for low-frequency signal conversions, as required for the acquisitions from ther-
mal sensors [59], sensors based on thermal principles [60] or electrochemical/biomedi-
cal sensors [61]. For the latter categories, the typical acquisitions techniques are poten-
tiometric sensing [62], amperometric sensing [63] or (EIS) [64]. While the first two are
related to the readout of dc signals, EIS is based on the sinusoidal stimulus of a Device
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Figure 2.27: Comparison between simulated and theoretical ENOB varying: a) flicker noise corner
frequency of the amplifier; b) chopper frequency.

Under Test in order to measure the real and imaginary part of its impedance. For exam-
ple, applying a sinusoidal differential voltage at a fixed frequency on the DUT, from the
readout of the current flowing in the DUT, we can obtain the amplitude and the phase
shift related to the DUT impedance at the stimulus frequency. Sweeping the frequency
of the sinusoidal stimulus in the interested range, we will obtain the information on
the frequency behaviour of the DUT impedance. A typical approach in EIS consists in
two lectures after the stimulus of the DUT at a certain frequency. Demodulating the
sensed current with a square-waveform at the same frequency of the input stimulus,
first in phase and then in quadrature, it is possible to obtain the information on the real
part and imaginary part of the generic impedance from the mean value of the demod-
ulated signals. A block diagram of the described EIS interface is shown in Fig.2.28.
A high-resolution low-pass ADC (typically a A-> ADC) is employed, preceded by an
anti-alias filter, in order to remove the even-order harmonics generated after the de-
modulation and extracting only the information about the mean value. Depending on
the frequencies of interest for the impedance analysis, the design of the anti-alias fil-
ter can be extremely expensive in terms of area consumption. Furthermore, offset and
low-frequency noise of the ADC can heavily affect the resolution of the whole system.

Introducing the above mentioned system-level CHS to reject offset and flicker noise
of the converter, the modified block diagram of the EIS readout interface is the one
shown in Fig.2.29-a. If the chopper signal Ch of the ADC coincides with the demodu-
lation signal m(t), it is possible to suppress the first two demodulators (Fig.2.29-b) and
send the sinusoidal signal directly to the modified A-Y modulator, implementing the
FCIs. The demodulation is fulfilled in the digital domain after the conversion. This
technique allows the reduction of the system complexity, removing the input demodu-
lation in the analog domain, which may introduce undesired artefacts, and relaxing the
specifications of the analog anti-alias filter.

Fig.2.30 shows the effectiveness of the proposed solutions by means of electrical
simulation with Spectre in Cadence environment on the designed converter. Simu-
lations with two different input signal frequencies and different amplitudes are per-
formed, in the case of in-phase demodulation. The output of the CIC filter represents
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Figure 2.28: Block diagram of the impedance spectroscopy readout to measure the DUT a) phase-
component and b) quadrature component.
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Figure 2.29: a) Impedance spectroscopy readout with system-level chopper technique applied to the
A-Y.. b) Impedance spectroscopy readout embedded with system-level chopper technique

correctly the amplitude of the input signals (multiplied for a factor 2/7, which is the
first coefficient of the Fouries series of the square waveform used for demodulating the
sinusoidal signal), not affected by converter offsets.

2.3.5 Slew-rate enhancement

Another error not discussed so far is the settling time error of the first integrator. Due to
the limited gain-bandwidth product and slew-rate of the amplifier, detrimental effects

53



Chapter 2. Design of high-resolution and high-accuracy Delta-Sigma for sensor
applications

] Jon=fuy e = My o

ol ' ' T~ 0.752/% | ol ‘ 0.75 2/n

03 03
o ]
02 4 02
— T o oEo/— — T S o=
o1} 0.252/m | 01 0.252/m -
00 e . . 00 4 i i
o 1 2 time (tf,) * 4 5 0 ! ? time (tf,)° 4 s

(a) (b)

Figure 2.30: (a) In the upper graph: input sinusoidal signals at fi, = fe, = fny with different
amplitudes. In the lower graph: relative output codes from the converter. (b) In the upper graph:
input sinusoidal signals at fi, = fen = 2fny with different amplitudes. In the lower graph: relative
output codes from the converter.

on the converter resolution could arise. Several works try to analyse this effect ( [41,
65—67], mainly with high-level descriptions and behavioural simulations. As for noise
and offset contributions, also non-linearities of the integrator affect the whole converter
performances, while contributions from the other blocks result in second order effects.

Depending on the amplitude of the differential signal that has to be integrated, the
amplifier could present a linear behaviour (i.e. with the typical exponential transient,
as for pole dominant amplifier) or non-linear behaviour, with part of the transient in
slew-rate regime. If the amplifier would not suffer of finite slew-rate, then the problem
of finite gain-bandwidth product would be reflected only in an attenuation of the coef-
ficient a; with respect to the nominal value, due to the incomplete settling of the output
voltage. In this case, no distortions would be added, but only a variation of the effec-
tive coefficient, which typically leads to slight modifications of the NTF, i.e. to small
increase of the final quantization noise power. A more critical effect is present when
also slew-rate transients are present (depending on the amplitude of the input voltage),
which introduce converter distortions.

To better understand this behaviour, it is worth looking at the commutation from
phase 1 to phase 2 depicted in Fig.2.31. Passing from a certain input voltage to the
feedback voltage, the left nodes of the sampling capacitors are affected by an instan-
taneous variation of the voltage (assuming ideal switches and transitions), which is
reflected at the input and at the output of the amplifier, due to the high-frequency feed-
forward path represented by the capacitor C’;’_ and C’I}L’_. The amplifier will respond,
depending on the amplitude of the input voltage variations, either with an initial slew-
rate transient followed by an exponential settling, or a whole exponential or a complete
slew-rate settling.

The following analysis aims to obtain a general expression of the integrator settling
time as a function of the main design parameters of the operational amplifier. The
effects of not completed settling on the A-Y converter performances can be evaluated
by means of behavioural simulations of the modulators, once obtained the expression
of the settling error as a function of the input voltage. For a simpler analysis, it is
worth considering a single-ended implementation of the parasitic-insensitive integrator
(the results can be easily generalized for the fully-differential circuit), as the one in
Fig.2.32.
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Figure 2.31: Example of a commutation from phase 1 to phase 2, with the relative waveforms at the
input of the integrator, the input of the operational amplifier and at the integrator output.

AV, V.-

Figure 2.32: Schematization of the problem as a voltage input step for the inverting amplifier with a
capacitive feedback network.

The circuit represented in Fig.2.32 can be used to model the transient corresponding
to a charge transfer operation from capacitor C's to capacitor C'r. We consider that at
the instant ¢ = 0, the input voltages is subjected to a step of magnitude AV%.

The initial condition for ¢ < 0 is:

Ve=0
Vin =0 (2.22)
Vo =V

In the instant just after the commutation from phase 1 to phase 2, i.e. after the
application of the step at ¢ = 0 in Fig.2.32, we have:

VS = Vs(0) = AVg
= Vn(0) = AV (2.23)
Vo = VO(O) = Voo + AVg

For charge conservation:

{[Vo(t) = Vo(0))] = [Vin(t) — Vin(0)]} Cr = {[Vin(t) — Vin(0)] — [Vs(t) — Vs(0))]}
(2.24)
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Since V() does not vary for any ¢ > 0, then Vg — V5(0) = 0. Solving 2.24 with
this consideration and taking into account 2.23 for V,(0) and V;,,(0) we find:

[Vo(t) = Vog — Vin(t) — AVs] Cp = [Vin(t) — Vin(0)] Cs (2.25)
which becomes:
Vi(t) — Vig = —AVs =2 4 V() 22EF (2.26)
Cr Cr
Note that the term:
AV, (00) = —AVSﬁ (2.27)
Cr

Is the asymptotic voltage increment that V,, undergoes, with respect to the initial
value of V,q, after an infinite time. Therefore, we can write the residual error on the
output voltage as:

Cs+ Cr
Cr

Since the input voltage asymptotically sets to zero (virtual short circuit), at any time
we can relate the residual error on V;,, (V.;,,) to the residual error on V,:

Veo(t) = Vo(t) = Vag — AV,(00) = Vin(t) (2.28)

_Cr
Cs+ Cr

The transient in V},, and V,,,; are represented in Fig.2.33.

Vein(t) = Vio(t) (2.29)

Figure 2.33: Amplifier input and output voltage during transient. First, the slew-rate behaviour (for
t < ts,) and then the exponential transient (for t > tg,.) can be noticed.

The interval up to ¢, is spent by the amplifier in slew rate, i.e. its output current
saturates at a constant value indicated with /,,,,.. In the slew rate period, we can write:

d‘/o o Ioma:r -7 CS + C'F
da  Cp " COpCy

where (', is the series of C'r and Cg. Relating to V;,, through 2.28, we get:

(2.30)
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dVin(t) _ dVo(t) Cr  lomas
a dt C r+Csg N Cs
We suppose that the amplifier instantaneously re-enters in linear region when V;,,
gets lower than Vp,,.... Then, t,,. can be approximated by:

b — (AVs — Vimas) 25— (2.32)

Iomam

(2.31)

As far as the linear part of the settling time is concerned (%;;,,), we can consider that,
just after the slew rate period, the amplifier starts a linear transient marked by a single
pole w,, = 1/, that coincides with the zero-db angular frequency of the feedback loop.
Then:

1_Gn Cr _Gn
T N CL Cs+CF - Cs
where G, is the effective transconductance of the single-stage amplifier, defined as

the ratio of the output current (/) over the input voltage (V/,,). The linear component
of the settling time is then given by:

hm:Tm(??w> (2.34)

(2.33)

wop ==

where V,;, is the tolerable residual error at the amplifier input at the end of the
clock phase (t = Ts/2), which is tied to the tolerable output error by 2.28. We can
conveniently express the residual output error V,, through the relative error (eg) with
respect to the ideal integrator increment given by 2.27. Then we can write:

(2.35)

b — ln VDmax C’F + CS o &ln VDmaaz i C’F + CS
o Veo Cr - G AVg €p Cr

The linear time constant can be related to the amplifier properties by 2.33, where the
G, can be written as a function of the input MOSFET transconductance g,,; through
the parameter k.

I
%z%w:%#” (2.36)
TE1

where I, and Vg are the drain current and the effective thermal voltage* of the
input MOSFETSs, respectively. We can introduce the following parameters:

IS’lL Iomax v max
= “supply o= =2 (2.37)
[Dl Isupply VTE'l
And write the total time ¢;,; = t;;, + to as:

4The effective thermal voltage of a MOSFET is defines as the inverse of its g.,/Ip ratio. A MOSFET biased in saturation
region has an effective thermal voltage equal to:

Vrg = — =

am

Ip % strong inversion
nVr weak inversion

where n is the subthreshold slope factor.
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ttot -

CS ’I"V'TEl VDmax 1 CF + CS CS 1
[ —_— —(A - max 2.38
n( AVs e Cg ) * (AVs = Vomas) - ( )

]supply kG Isupply o

It is useful to define the following parameters:

A
by = Vs

VDmax

(2.39)

In this analysis it is implicit that the input step AVy is large enough to make the
amplifier leave the linear operating region, thus AVs > Vp,... and k, > 1. If AV <
Vbmaz (kv < 1), only linear settling will be present and expression 2.35 can be em-
ployed. Then, using 2.39, the total settling time expression can be written as:

tiot = —— n|l————\)+—-(1—— 2.40
tot Isupply rkakG kV €R CS o KV ( )

It is worth recaping all the parameters introduced, with a brief description of their
meaning:

* « is the main parameter to model the slew rate efficiency of the amplifier. The
larger is «, the larger is the maximum output current for a given static supply
current.

* ky measures the magnitude of the input step with respect to the input linearity
range of the amplifier (Vp,,4,). For quick evaluations of the integrator settling
time, it can be set equal to the worst case value: maz(AVs)/Vpmae- Note that ky
is affected also by the amplifier sizing (in particular, of the input devices), through
the parameter Vp,q-

* kc measures the effectiveness of the amplifier topology in delivering high G,
from the same transconductance of the input devices. Multiplying current mirrors
or recycling topologies result in kg > 1.

* 1 takes into account the overhead of supply current with respect to the sole con-
tribution of the input devices. Multiplying current mirrors increases kg and r
together, so that the final effect in terms of linear settling times is negligible. Re-
cycling topologies are more effective in this respect [68].

* v relates the linear input range (Vp,q.) to the effective thermal voltage Vg, de-
fined as the reciprocal of the transconductance efficiency (g,,/Ip) of the input
devices.

e (Cs+Cp)/Cs =1+ A~', where A = C/Cf is the discrete time integrator gain
=|AV/AVs|. In A-Y modulators, we can have A << 1 (e.g. A=0.1), then the
(Cs+ CFr)/Cgs factor can be rather larger than 1, resulting in longer settling times.
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Behavioural simulations

The following simulations have been performed for a FD amplifier with k5 = 1 (typical
case) and kg = 2 [68]. Residual error was set to 2 - 107> (20 ppm), which has been
verified (through MS simulations) to be low enough to guarantee 17 bit of ENOB for
a 2" order A-Y modulator. In Fig.2.34, we have investigated the effect of k,. We
imagine starting with a (large) input voltage step AVs (e.g. 2 V) and then imagine
varying V..., changing the Vg of the input devices. A large ki means small V0.
(and then, since v is fixed, small Vg, i.e. a large transconductance effectiveness).
With AVg = 2V, a maximum ky of 20 (Vp,,.-=100 mV) can be considered feasible.
Results are normalized to the time AVsC's/ Iy, Which appears in 2.40. Note that,
with fixed I, C's and input step magnitude, larger kv (i.e. small Vp,,,,) are always
convenient. This seems in contrast with the common opinion that a large input range
mitigates the problem related to the slew rate. In fact, in single-stage amplifiers, the
higher transconductance effectiveness associated with a small input range dominates.

Fig.2.35 shows the effect of the current efficiency (parameter o) on the settling time.
For very high « values, the slew rate time becomes more and more negligible and
the settling time is dominated by the linear time. The asymptotic value is just the
normalized linear time (first term in the square bracket of 2.40). It is important to
observe that, to obtain a settling time only 30 % larger than the asymptotic value (max.
operating frequency 30 % slower) it is sufficient o = 2.3 for kg=1, while a = 3.5 is
necessary for kg = 2.

20 ————rr —rrrrr
kG= -

— k=2 i

0- X X R S R | X X RS S | X X P N S S
10° 10" 10? 10°

K

\

Figure 2.34: Settling time as a function of the parameter ky

Popular solutions present in the literature ( [68—72]) implements several techniques
as current-recycling, flipped-voltage follower, current starving, non-linear current mir-
rors and dynamic biasing in order to reach improvements both for the slew-rate settling
and the linear settling. All these techniques require modifications of the basic am-
plifier topology, acting on the same transistors which are crucial for offset and noise

59



Chapter 2. Design of high-resolution and high-accuracy Delta-Sigma for sensor

applications
|
4 |- .
L —kg=
3k ke .
32t -
>
2 |
N
1 -
0 " 1
0 8 10

Figure 2.35: Settling time as a function of the parameter o

optimizations. The proposed solution, instead, employs an auxiliary circuit to enhance
the amplifier slew-rate, without modifying the amplifier topology or transistor sizing,

optimized for high dc gain and low noise.

Slew-rate enhancement circuit

We can assume the presence of an auxiliary circuit called Slew-Rate Enhancement
(SRE), connected in parallel to the main amplifier and capable to supply a constant
current /,_gspp only during the slew-rate transient of the main amplifier and which
turns off when the main amplifier is in the linear region. A possible schematization is

the one of Fig.2.36.

Figure 2.36: Schematic view of the SRE circuit in parallel to the main amplifier A. On the right, the
characteristics of differential output current as a function of the input differential voltage for the two

blocks are represented.

60



2.3. Proposed A-Y. converter

The insertion of SRE will reduce the slew-rate time, depending on its slew-rate
efficiency (asrg) and its supply current (/,,,—srr), With respect to the overall current
consumption (/g,p—¢0t). It is worth defining the following parameters:

]o—SRE o ]sup—amp

QSRE — Isup—tot - Isup—amp + [sup—SRE (241)

Isup—SRE Isup—tot

asgrp represents the equivalent of the parameter « previously defined for the main
amplifier, here adapted for the SRE circuit. 7 represents the current budget allocated to
the amplifier with respect to the overall current consumption.

In the next analysis, we will start from 2.40, replacing [sypp1y With Lgyp,—i0r. The
overall current consumption is the same as before, but the current consumption for the
amplifier results lower, because of the addition of the SRE. The ratio between ;¢
and Ip; is then simply r/~, with r and ~ the same as before.

The slew-rate efficiency of the overall circuit (main amplifier plus SRE) can be
defined as:

[o—am + ‘[O— 1
or = P SEE _ [04 1 QspE (5 — 1)1 (2.42)

[supftot

Note that if n = 1, then ay,; = « and the following analysis converges to the
previous one.
The expression of the total settling time of 2.40 can be briefly expressed as:

AVCg

[supftot

ttot = (@ + b) (243)

Where a represented the contribution related to linear transient, while b the con-
tribution related to the slew-rate transient (both parameters are easily obtained from
expression 2.40). With the insertion of the SRE, the expression of the total settling time
becomes:

(2.44)

AVCg <a a ) AVCs |a b 1
tiot—SRE = =

Isup—tot n - batot Isup—tot n US| -+ 0‘52% (% — 1)

Considering that I, 1s equal to g, of 2.40 in the case of no SRE employed,
it is possible to compare 2.44 with 2.40. The linear time is increased by a factor 1/7
(1 1s lower than 1), because part of the previous I, is now budgeted to the SRE
circuit, while a straightforward conclusion about the slew-rate time cannot be drawn.
For n = 1, we have the same conditions of 2.40. For n» = 0, we have infinite linear time
and a slew-rate time decreased by the factor cggp /. The SRE circuit can be designed
to have agrp on the order of few tens (as in [73]), while it does not need to be designed
for noise, gain or offset optimization. Typical single-stage amplifiers as folded-cascode
or telescopic cascode, for example, shows av <= 1. In this way, it could be very easy
to obtain values of b higher than a, i.e. the slew-rate time is longer than the linear one.
Once known the values of a and b, and chosen the SRE circuit with the proper asrg,
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the total settling time with SRE is lower than without SRE, if the following condition
is verified:

1— b
eI

If this condition is true, it is possible to find an optimum value of 7 depending on
b,a and asgre/a.

One possible implementation of a slew-rate enhancement circuit is the one proposed
in ( [73]) and depicted in Fig.2.37. In order to have no differential current for small
input differential voltages and very high output currents for a differential voltage larger
than a certain value, the following operating principle is exploited. The tail MOSFET
MO is sized with a current 2/;. For a zero differential input signal, half of the tail
current flows in M1 and half in M2. Bias voltage V,, and sizing of M3-M4 is such
that their nominal current should be I, with the condition: Iy > I; and I, < 21;.
Because of these conditions, in the bias point (with no differential input signal), M3
and M4 are in triode regions and their drain voltages are close to V;;. Then, M5 and
M6 are off and no output current flows. When a differential input signal large enough to
unbalance completely the input differential pair is present, all the tail current 27; flows
in one of the two branches (depending on the sign of the input of the differential pair).
As a result, M3 or M4 enters in the saturation region and the drain voltage decreases,
turning on the relative output devices and sinking or sourcing a certain output current,
depending on their sizing.

Sizing the input pair of the SRE such that their Vj,,,, 1s the same as for the main
amplifier, the SRE increases the overall current and it turns off during linear operations
of the main amplifier. In this way, no effects of the SRE on the final value are present,
so that only accuracy and noise of the main amplifier affects the system performances.

Figure 2.37: Schematic view of the slew-rate enhancement circuit proposed in [73].

The circuit of Fig.2.37 presents some drawbacks during the turn-on and turn-off
transients, due to the speed of the mirroring operations through M7-M9 and M8-M10.
A delay in the turning-on of the SRE circuit will reduce the benefits of this additional
circuit because of the delay in providing an higher current. On the other hand, a delay
in turning-off may cause overshoot of the output current and then additional delay in
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the settling time. A possible modification presented in [73] employs two different in-
put pairs to detect the two different possible crossing of the input differential voltage,
removing the mirror path present in Fig.2.37. Additional diode connected MOSFETs
as M5,M6 and M14,M15 (Fig.2.38) limit the maximum swing of the output current,
limiting also the possible overshoot of the output voltage. Anyway, the presence of
the mirroring of M5-M7, M6-M8, M14-M16 and M15-M17 can slow down the turning
on transients, especially for high current mirror ratios. For this reason, a capacitor C
has been added between the sources of the two input differential pairs, as depicted in
Fig.2.38. When a fast variation of the input differential voltage is present, as the one
shown in Fig.2.31, also a rapid variation on the voltage across the capacitor will gener-
ate a large current flow C, which will turn on quickly the mirror branches and the output
devices, reducing the turn-on transient. Large values of the capacitor C will increase
the instantaneous current, but they will also require a greater time to recharge the ca-
pacitor during the steady-state period. A careful sizing of the capacitor C, verified by
eans of electrical simulations, is then requested.

Electrical simulations performed on the parasitic-insensitive integrator for very large
input swing, with and without the slew-rate enhancement circuit, are shown in Fig.2.39.
It is possible to appreciate the benefits in slew-rate increasing thanks to the additional
SRE circuit, especially with the proposed modification. The slew-rate improvement
in the case of SRE of [73] compared to case with only folded-cascode, is around 1.6
times, at the cost of an increase of current consumption of 10%. The proposed solution
increases the slew-rate with respect to [73] of 3.3 for the same power consumption,
thanks to the additional capacitor which is able to provide a large impulsive current at
the very transitions, reducing heavily the turn-on transient of the SRE circuit.

Fig.2.40 shows the robustness of the proposed technique to Monte Carlo variations,
including both global and local variations. With this kind of circuit, it is pivotal to
guarantee the proper starting of the circuit in presence of large input signal, as well as
the correct turning off when the circuit has almost reached the final steady-state. The
slope of the output voltage is always very steep in all the Monte Carlo realizations;
the difference among the initial and the final values of the different runs depend on the
presence of a different initial state of the integrator.

2.4 Measurement results

A prototype of the described A-Y converter has been realized with the 0.18 um CMOS
process of UMC. The final layout is shown in Fig.2.41, where the dimensions of the
whole modulator are highlighted. The test-chip is a 1525 pm x 1525 um miniASIC,
which includes several auxiliary blocks to improve the accuracy of the characterization.
First, there is a digital finite state machine (FSM) to increase the programmability of
the ADC. The clock signals are all generated as a division of the relaxation oscillator
present on the chip, working at 11 MHz. The dividers for the different clock signals (the
oversampling clock, the chopper clock, the CMFB clock), as well as the different enable
signals, are programmable by the user. A Python-based software sets the registers of
the FSM of the chip by means of an additional USB-to-SPI/I2C interface. All the bias
voltages and the reference voltages for the ADC are generated internally. The third
order CIC filter is embedded in the digital machine and the filter output data have been
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Figure 2.38: Schematic view of the proposed slew-rate enhancement circuit.
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Figure 2.39: Comparison of differential output voltage (upper graph) and differential output current
(lower graph) without SRE circuit (only folded-cascode amplifier), with SRE circuit of [73] and with
the proposed modification of Fig.2.38.

used for the dc characterization; the oversampling ratio is programmable via software.
The output bitstream of the modulator has been routed to an external pad, together with
the oversampling clock, and acquired by means of a digital oscilloscope. The data are
then processed by a MATLAB software used to calculate the spectra and the dynamic
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Figure 2.40: Differential output voltage of 10 Monte Carlo runs of the proposed SRE circuit.

parameters as SNR, SINAD, THD...

The chip has been placed in a JLCC44-holder in a general-purpose PCB designed
with KiCad free software and fabricated by means of a consolidated production stream
of FR4 substrate. Fig.2.42 is a picture of the basic measurement set-up. The board on
the left is responsible for the communication with the personal computer (from USB
to SPI/I2C). It provides also the supply to the board on the right, which is the general
purpose board with the holder for the test-chip.

For the specific characterization of the proposed ADC, because of the differential
input of the ADC, a custom electronic system for the conversion from the single-ended
signals provided by the bench instrumentations has been used.

Preliminary measurements have been done in order to estimate the performances of
the circuit, focusing on the characterization of the dc performances. Further measure-
ments will be done to fully-characterize the converter in all the possible configurations.

470 um

Figure 2.41: Layout of the converter prototype designed in UMC 0.18 um CMOS process.
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Figure 2.42: Picture of the test-chip measurement setup.

2.4.1 Dc Characteristics

The first measurements concern the dc characterization for different configurations,
with a supply voltage of 3.3 V and V,.; = Vy4. First, the dc characteristic with a
sampling frequency of 1 MHz, an OSR of 1024, without any chopper technique is
shown in Fig.2.43. A comparison with the dc characteristics with the internal chopper
on and with the system-level chopper on are shown in figs. 2.44 and 2.45, using for
both techniques a chopper frequency of 3.9 kHz. Not very useful information can be
obtained from the full-scale range characteristic, due to the high number of bit that we
are targeting. For this reason, more details about the converter offset, gain and integral
non-linearities are shown in the next paragraphs.

T v T v T v T T T T T T T
3 -
No chopper
2k -
1+ -
>
= OF -
)
O
1 -
2 .
3 .
1 1 1 1 1 1 1
-3 -2 -1 0 1 2 3
IN (V)

Figure 2.43: Converter DC characteristic without any chopper technique.

Offset and noise

In order to deeply characterize the offset performance of the converters, the short-circuit
of the input differential voltage has been implemented directly on chip, providing the
proper common-mode equal to half of the supply voltage. In Fig.2.46, the variation of
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Figure 2.44: Converter DC characteristic with the internal chopper on.

System-Level Chopper
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Figure 2.45: Converter DC characteristic with the system-level chopper on.

the offset and the noise standard deviation of the output voltage after multiple acqui-
sition has been plotted, sweeping the OSR. The output code is converted in voltage,
multiplying it for the quantization step A. The offset of the modulator is quite large, on
the order of -2.5 mV, without turning on any chopper technique. It is worth noting how
the noise standard deviation initially decreases very sharply every doubling of OSR.
In that regime, quantization noise is limiting the converter resolution, and a doubling
of the OSR means an increase of the resolution of 2.5 bit (due to the second order
noise shaping), i.e. a decrease of o of a factor 5.6. For further increase of the OSR, a
smoother decrease of the o is present, being in the region where the resolution is lim-
ited by the thermal noise. There, every doubling of OSR, only a resolution increase of
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0.5 1s gained, due to the oversampling effect. Converter offset, obviously, does not vary
with the oversampling ratio, a part from statistical fluctuations.
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Figure 2.46: Converter offset and noise standard deviation, sweeping the OSR.

In Fig.2.47, the performances of the internal chopper modulation technique are
shown. The comparison of offset and noise standard deviation, varying the ratio k
between the oversampling frequency and the chopper frequency (keeping the oversam-
pling frequency constant, i.e. sweeping the chopper frequency), for different oversam-
pling ratios are plotted. A value of offset around 250 puV shows the effectiveness of
the chopper technique, even if that value of residual offset could be still limiting in
high-accuracy applications. A o = 20uV/, for high values of k, guarantee an effective
resolution® of 16 bits.

Similar measurements have been repeated also for the system-level chopper tech-
nique and plotted in Fig.2.48. An offset lower than 20 pV is guaranteed for every chop-
ping frequency, proving the better performances of the system-level chopper technique,
compared with the traditional CHS. Also the standard deviation noise approaches 15
puV with an OSR of 4096, which means an effective resolution higher than 16.5 bit.

Graphs in figs. 2.49 and 2.50 show the comparison of converter offset and noise
standard deviation with and without the implementation of the two chopper techniques,
for different factor k and two different OSR. The proposed system-level chopper tech-
nique shows better performances in terms of residual offset and almost comparable
noise reduction, leading to the fulfilment of the target requirements. However, the
arising of dead-zones have been measured for high chopper frequencies, as shown in
Fig.2.51. The cause of this phenomenon is related to the parasitic capacitances of the
switches which effectuate the periodic swapping of the integrating capacitors in the PI
integrators. With high chopper frequencies, the equivalent resistance of the chopper
demodulators affects heavily the amplifier dc gain of both the integrator, increasing the
dead-zone amplitude. However, we need to investigate further this effect, because a

SFor these dc measurements, the definition of noise-free resolution has been used to evaluate the effective resolution:
log2(Vrs/(kon)), where k is two times the crest factor.
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Figure 2.47: Converter offset mean and standard deviation with

chopper frequency, for two different OSR.
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Figure 2.48: Converter offset mean and standard deviation with system-level chopper on, sweeping the

chopper frequency, for two different OSR.

smaller dead-zone amplitude has been measured with the highest chopper frequency.
The effect of dead-zones may also be recognized in Fig.2.48, where for values of k
lower than 64, the converter offset and noise standard deviation appear artificially close
to zero. Nevertheless, with system-level chopper frequencies lower than 60 kHz, no
dead-zones have been observed. Further improvements will concern the mitigation of
this phenomenon, even if the range of chopper frequencies which do not cause the
arising of dead-zones is already fine for most of the targetted applications.
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Figure 2.49: Comparison of converter offset without chopper techniques, with internal chopper on and
with system-level chopper on.

Measurements have been replicated also with reference voltage equal to 1.2 V (pro-
vided by a bandgap voltage reference), and with the converter supplied at 1.8 V and 1.5
V, both with ratiometric and bandgap reference voltages. Measurement results confirm
the functionality at lower supply voltages, especially concerning offset suppression and
low noise.

Gain error and INL

From the dc characteristics previously shown, it is possible to extrapolate information
on the gain error and the non-linearities of the converter in the different configurations.
In the next graphs in figs. 2.52 to 2.54, the converter INL for the whole dc input range
is shown. A maximum INL of around 250 uV in the three different configurations
have been measured, a value higher than the one expected from simulations. Problems
of non-linearities and harmonic distortions have been measured also in the spectrum
analysis of the output bitstream (see next paragraph). Further investigations will try to
better understand the cause of these distortions in order to improve the next version of
the converter design. Table 2.4 recaps the performances in terms of offset, gain error
and maximum INL for the converter without chopper techniques, with internal chopper
on and with system-level chopper on, respectively. System-level CHS shows the best
offset rejection, while it shows worse gain error, probably due to the amplifier dc gain
reduction witnessed also by dead-zones arising.
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Figure 2.50: Comparison of converter noise standard deviation without chopper, with internal chopper
and with system-level chopper; for a) OSR = 1024; b) OSR = 4096.

2.4.2 Spectrum analysis

In this section, an analysis of the dynamic performances of the converter has been
addressed. In Fig.2.55, a sinusoidal input of 3.3 V-pp with a frequency of 80 Hz
has been fed into the converter, and the spectrum analysis of the output bitstream has
been made through the Fast Fourier Transform (FFT) analysis of the output bitstream.
THD = —80.52d B limits the effective resolution of the converter, confirming the non-
linearity problems already seen with the INL. Table 2.5 recaps the performances from
the spectrum analysis, for different OSR. Considering the DR of the converter and the
definition of noise-free resolution, we obtain a resolution of 15.38 bit and 16.56 bit for
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Figure 2.51: Zoom of the dc characteristics around zero differential input, for different frequencies of
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Figure 2.52: Converter INL without chopper technique applied.

OSR = 1024 and 4096, respectively with F'oMg = 155.3dB and FoMg = 156.34dB.
Spectrum analysis have been repeated also with internal chopper enabled and system-
level chopper enabled, observing analogous performances, except for a slight worsen-
ing of the THD in the case of system-level chopper technique (T'THD = —79.22dB).
Considering the sampling frequency and the sizing of the amplifier, flicker noise does
not appear to be dominant in the bandwidth considered in these spectrum analysis.
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Figure 2.53: Converter INL with internal chopper technique applied.
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Figure 2.54: Converter INL with system-level chopper technique applied.

2.5 Discussion and conclusion

At the beginning of this chapter, a brief overview about the wide world of Delta-Sigma
Analog-to-Digital Converters is provided, focusing on the implications of the transistor-
level designs of each different topology. Targeting high-resolution and high-accuracy
for digitizing low-frequency input signals, a 2" order discrete-time modulator has been
choice. After the high-level and the transistor-level descriptions, especially concerning
the first integrator, the description of two novel techniques has been developed. The
system-level chopper technique is described, supported both by numerical simulations
in Matlab environment and electrical simulations with Spectre. The described tech-
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Table 2.4: Summary of static performance of the 2" order A-X, with the different chopper techniques
implemented

Offset (mV) Gain error (%) Max INL (u V)

No Chopper -3.76 0.066 246
Internal Chopper 0.286 0.046 213
System-Level Chopper 0.005 0.568 216

-180 -.I PR | Ll R | Ll T |
10° 10" 10? 10° 10* 10°
f (Hz)

Figure 2.55: Output bitstream spectrum, with a sinusoidal input at 80 Hz with 3.3Vpp.

nique can also be exploited in impedance spectroscopy readout interfaces with several
advantages compared to traditional systems. In order to face settling time errors in
the discrete-time integrator, a power efficient slew-rate enhancement circuits has been
proposed. Measurements effectuated on a silicon prototype in UMC 0.18 um CMOS
process, confirm the effectiveness of the proposed converter for high-resolution and
high-accuracy sensor applications, even if the presence of harmonic distortions, not de-
tected during the verification by means of electrical simulations, has been measured.
Thanks to the proposed system-level chopper technique, offset is reduced to values
lower than the LSB, two orders of magnitude lower than the residual offset after the
standard CHS technique.
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Table 2.5: Summary of the dynamic performances of the 2™ order A-X..

OSR Nyquist Rate Py SNR (@OSR=128) SINAD FoMg

(Hz) (W) (dB) (dB) (dB)
128 M 396 82.3 78.17 148.1
256 M 396 u 88.97 79.74  146.67
512 IM 396 u 90.84 79.98 143.9
1024 IM 396 u 91.77 80.2 141.1
2048 IM 396 u 95.07 80.44 138.3
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CHAPTER

Design of ultra-low voltage delta-sigma converter
for energy harvesting applications

3.1 Introduction

As already described in paragraph 1.5, technology scaling has driven the analog/mixed
design towards new horizons and new challenges. Together with newer technology
nodes, reduction of the supply voltages have followed the shrinking of the channel
lengths. While both the two phenomena have enhanced the performances of digital
circuits in terms of speed and power consumption, analog designers have not obtained
similar benefits. Technology nodes of the last two decades have been started showing
non-ideal effects of MOSFET behaviour, such as short-channel effect, well proximity
effect, gate leakage, etc., all detrimental for analog design. Basically, lower channel
lengths mean lower MOSFET intrinsic gains, and smaller dimensions also imply higher
device mismatches and process variations. Furthermore, the lower supply voltage has
not been followed by a proportional scaling of the threshold voltages, reducing the
available voltage headroom for each transistor.

For all these reasons, technology scaling is typically not worth for analog-centric
ICs. However, in complex SoCs where the digital core typically occupies the dominant
part of the silicon area and impacts the most the IC performances, it is unavoidable to
scale also the analog blocks. As widely discussed in the first chapter, Analog-to-Digital
Converter is one of the most crucial analog/mixed-signal block in several applications.
Thus, the design of ADCs with modern CMOS processes and low supply voltages has
become mandatory.

Apart from the technology scaling, other important factors moved the designers to-
wards low-voltage and ultra-low voltage designs. While for the definition of low-power
(LP) and ultra-low power (ULP) designs we can take [74] as a reference, for low-
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voltage (LV) and ultra-low voltage (ULV) designs it is trickier to define a boundary
between the two regimes. The continuous updates of the definitions due to technology
scaling and the different declinations that we can find, depending on the particular ap-
plication, can be often confusing. In this work we will consider as LV designs those
suitable with supply voltages of digital cores of the modern CMOS processes (0.7 -
0.8 V). With ULV designs, instead, we will consider the ones capable of working with
lower supply voltage, down to 100 mV.

In the last years, emerging technologies have start requiring electronic interfaces
compatible with lower and lower supply voltages. Energy harvesting devices, for ex-
ample, are able to derive energy from external sources to power wireless sensor nodes
or wearable devices. Energy harvesters exploit many different physical principles, such
as piezoelectric effect with MEMS resonators, Seebeck and Peltier effects for thermo-
electrics, wireless energy from ubiquitous radio transmitters or deliberate RF energy
sources (as in passive RFID), photovoltaic effect for solar energy harvesting, etc. The
power available from these devices are typically reduced: from tens of mW from solar
and kinetic harvesting, to fractions of mW from electromagnetic and thermoelectric
harvesting. Also the supply voltages generated are reduced, typically on the order of
few hundreds of millivolts [75].

Among energy-harvesting devices, biofuel cells deserve a special mention. They are
devices able to convert chemical energy to electrical energy, exploiting redox reactions
inside living organisms. There are two main categories of biofuel cell: (i) microbial
fuel cells, which exploit bacteria or try to mimic bacterial interactions; (ii) enzymatic
biofuel cells, which exploit enzymes as catalyst to oxidize its fuel. Typical examples of
enzymatic biofuel cells use the reaction between glucose and oxygen [76-78]. [76], for
example, generates a power density of 129 pWem~2 at 0.38 V, exploiting glycaemia
of human blood. These devices are extremely interesting in the optic of developing
self-powered biosensors. The increasing improvements in this field has leaded to a
great interest for wearable devices [24], which may have remarkable impacts on several
aspects of everyday life, from healthcare to defence and security applications.

Once a certain supply voltage is generated by the energy harvester, several alterna-
tives could be adopted to power the electronics. The simplest one consists in providing
(more or less) directly the generated supply voltage to the electronics. This supply volt-
age, depending on the kind of harvesting source, is usually not high enough to power
conventional monolithic ICs and the fabrication of a full-custom electronic interface
capable of working with such supply is not straightforward to design. An alternative
solution is to effectuate a step-up DC-DC conversion [79, 80], providing a supply volt-
age sufficiently high to power conventional electronics. The problem with the employ-
ment of a DC-DC converter is the lost of efficiency, considering the possible variations
of the voltages generated by the harvesters. Another solution requires the presence of a
device of energy storage: the energy derived by the harvester is accumulated until it is
sufficient to power the electronics for a short period, called burst.

In the perspective of InternetOfThings, InternetOfEverything and InternefOfWear-
able [24], a huge amount of sensor nodes or biosensors will be spread in the envi-
ronment, more or less easily accessible for the human operator. In this optic, energy
harvesting could provide almost infinite power supply, taken it directly from the en-
vironment, guaranteeing longer life to the node sensors and reducing the dependency
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from battery power. Furthermore, reduced installation and maintenance cost due to
the absence of cables and batteries would also increase the cost effectiveness of these
devices, as well as reducing the environmental impact. The presence of a low power
electronic interface, in order to properly condition the signal before the conversion in
the digital world, is essential. The digital data can be acquired periodically with a very
low power transmission, also with a long interval, or when a certain threshold of the
measured signal is reached.

In this chapter, the design of an ultra-low power and ultra-low voltage ADC op-
timized for sensor interfacing and supply voltages compatible with energy harvesting
and bio-applications (as [81]), is described. The proposed converter takes advantage
of an innovative switched-capacitor integrator suitable for inverter-like designs. Mea-
surements on a prototype designed in the 0.18 um CMOS process of UMC prove the
effectiveness of the proposed ADC.

3.2 ULV CMOS design

Working with very low supply voltages, several issues come from the design of CMOS
integrated circuits [82]. In the digital world, a reduction of the supply voltage means
a reduction of the dynamic power consumption (denamicoz\/;il fer) and of the maxi-
mum speed. Technology scaling, on the other hand, moves towards the increase of the
transition frequency and the decrease of the threshold voltage in order to allow faster
switching frequencies. The limit on the threshold voltage scaling is dictated by the
increase of the leakage gate current, that does not make worth the supply voltage scal-
ing any further. As a result, low voltage headroom for the CMOS devices represents
a critical issue, especially for analog/mixed designs. The low voltage headroom, in
fact, penalises the implementation of several circuit topologies. The number of stacked
transistors from the two rails ground and V, (in the case of single supply), is limited.
Cascode structures, for example, are difficultly implementable with supply voltages
lower than Vi, + 2(Vgs — Vin); the output range of an amplifier with a cascode output
stage, for example, is reduced of 4(Vzs — V;;,) respect to the maximum available range
of ‘/dd-

The interest for low-power and low-voltage design is related not only to the advanc-
ing in modern CMOS processes. Also in older technology nodes, LV and ULV designs
have become appealing for "more-than-Moore" applications. Wireless sensor networks
for IoT or wearable devices demands more and more compact and low-power electron-
ics for sensor interfacing. If powered by energy-harvesting devices as bio-fuel cells,
ULV design techniques become mandatory to achieve the required performances. Just
to contextualise the main issues of this kind of design, we can refer to typical switched-
capacitor circuits. As already mentioned, several blocks of data acquisition systems
are implemented with SC circuits, from the analog front-end to the ADC. They require
switches with small on-resistances and operational amplifier with sufficiently high dc
gain and input impedance. Both these circuits suffer from the reduced supply voltage,
and more in general all the analog/mixed signal blocks require additional cares.

Working with ultra-low supply voltages implies the biasing of MOSFETSs with gate-
source voltages close to their threshold voltage. MOSFETSs biased in subthreshold re-
gion (Vs < Vp) or weak inversion (Vizs — Vi, << 4Vr) has an exponential dependence
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of their drain current to the gate-source voltage, as expressed in [83, 84]:

Vas—Vin _Vps
Ip = Igye ™'r {1 —e ' ] (3.1

1474
Isyr = 2np,C)  — V2 (3.2)

where n is the slope factor (typical value are around 1.5-2), C’ _ is the gate oxide
capacitance per unit area, [, is the electron mobility in the channel (for the NMOS
devices) and V7 is the thermodynamic voltage, defined as K7 /q (where K is the
Boltzmann constant, 7" the absolute temperature and ¢ the charge of the electron). For
Vps > 4V, the dependency on the drain-source voltage is typically negligible. The
exponential dependency of the drain current with the gate-source voltage recalls the
expression of the collector current of a bipolar and its exponential dependency with the
base-emitter voltage. No coincidence, in fact, that MOSFETSs in weak-inversion are
recently used to realize bandgap voltage references, replacing bipolar transistors and
realizing all-MOSFETs, sub-1V voltage reference [85, 86]. Working with MOSFET
devices in weak inversion is advantageous in terms of transconductance, compared
to strong inversion region. The expression of the transconductance in saturation and
weak-inversion region is:

dlp Ip
Im = = — (3.3)
aVGs nVT
It is possible to compare weak inversion and strong inversion regions in terms of

effective thermal voltage (the inverse of the ratio g,,/Ip):

Vg =— =
Im

Working with MOSFETS biased in weak inversion or in subthreshold region is more
efficient in terms of trade-off between current consumption and speed/noise. Also the
design with regular supply voltages often exploits MOSFETSs biased in weak inver-
sion, e.g. the devices of input differential pairs, to reduce their noise contributions in
differential amplifiers, keeping the bias current unchanged.

Even the implementation of MOSFET switches can be critical: if the threshold volt-
age is on the same order of supply voltage, NMOS devices are in subthreshold region
for whatever input signal, even with an high level gate signal (analogous behaviour
also for the PMOS switches). Unless of sizing the devices with very large W/ L, the
on-resistance of subthreshold MOSFETs may be very high and not feasible for prac-
tical SC circuits. Even implementing pass-gates do not mitigates this effect. Boot-
strapping [87] or clock boosting [88] techniques become mandatory in order to reach
lower on-resistances without large areas. A part from the area consumption, reduc-
ing dimensions of the switches also lowers the parasitic capacitances related to them,
which may be detrimental in terms of non-linearities, charge injections and equivalent
resistive load in SC circuits.

Also the design of amplifiers become particularly challenging, mainly due to low
voltage headroom for each transistor. Several amplifier topologies have been specifi-
cally proposed for low-voltage supplies [89,90]. Another critical problem is related to

I Yas=Vin gtrong inversion
D { 2 8 (3.4)

nVr weak inversion
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the low intrinsic gain of MOSFET devices. Increasing the number of amplifier stages
increases also the power consumption and compensation complexity, while stacking too
many devices is not compatible with the supply rails. Longer channel length devices
are preferred to increase the voltage gain; however, high W/L are required to reach
sufficiently high bandwidths. Combined with long L, large device areas, with conse-
quent larger parasitic capacitances, have detrimental effects on the frequency response.
Alternative techniques as bulk-driven topologies ( [91,92]), DTMOS devices [93-95]
or dynamic biasing [96, 97], allow the fulfilment of amplifier requirements for ULV
design. However, as far as supply voltages lower than 0.5 V are approached (as 0.3
V of supply voltage provided by biofuel cell [81]) and not all the above mentioned
techniques are straightforwardly implementable, inverter-like amplifiers [98, 99] be-
come unavoidable. Also the cascade of more inverter-like stages is not an easy way
to go: two inverter stages realizes a positive voltage gain, that is not suitable for tra-
ditional feedback amplifier configurations; three inverter stages, instead, realizes the
well known ring oscillator, that is not employable as an amplifier without proper mod-
ifications as in ring amplifiers [100]. Fully-differential inverter-like amplifiers require
additional circuitry for the common mode control, not always easily implementable at
very low supply voltages. Of course, the several benefits of FD systems in terms of
common-mode disturb rejection and enhanced linearity can represent a worth incentive
to explore that kind of circuits. In this chapter, only single-ended implementations will
be described.

Two main topologies of single stage amplifiers can be distinguished: class-A in-
verter (common-source stage) and class-AB inverter (standard CMOS inverter) [101],
depicted in Fig.3.1. Both the amplifiers have a single inverting input and they cannot
replace one to one an operational amplifier. However, in SC circuits, the non-inverting
terminal is typically connected to a reference voltage (half of the supply rail in single-
ended circuits) and it is not effectively connected to any input or any passive device.
In such cases, inverters may replace traditional operational amplifiers. Fig.3.2-a shows
the equivalence between a traditional inverter CMOS and a differential voltage ampli-
fier. The output voltage of the amplifier is referred to V;,,,, the inversion voltage, that is
defined as the voltage that, put as an input of the inverter, gives the same voltage at the
output. In CMOS NOT gate for logic circuits, it is called switching threshold voltage,
here it will be called inversion voltage to not be confused with the MOSFET threshold
voltage.

Around that value, the inverter shows the higher value of the voltage gain (also
identifiable from the slope of the input-output characteristic shown in Fig.3.2-b). The
inverter, then, is perfectly schematized by the differential voltage amplifier, with the
non-inverting input terminal of the op-amp connected to V,, and the output voltage
referred to Vj,,, as in Fig.3.2. Thus, the inversion voltage could be considered as a
virtual ground of the circuit, without any loss of generality. With the typical sizing of a
CMOS inverter (i.e. with the aspect ratio of the PMOS sized to compensate the different
mobility compared to the NMOS), the inversion voltage is around the middle-rail, that
is a good value to maximize the linearity region of the amplifier. The just mentioned
considerations for the class-AB inverter are perfectly generalizable also for the class-A
inverter.

Table 3.1 recaps the main difference between the class-A and the class-AB inverter
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Figure 3.2: a) Equivalence between an inverter and an amplifier. b) Dc characteristic of an inverter.

shown in Fig.3.1, designed in UMC 0.18 um process, sized to have the same nominal
bias currents, with a supply voltage of 0.3 V. The main parameters taken into account
are:

the dc gain Ay;

* the gain bandwidth product GBW (with a load capacitance of 100 fF);
* the square root of the broadband power spectral density S}Bg_ RTIS

* the flicker noise corner frequency fy;

* the ratio between the maximum output current that the amplifier is able to sink
and source Io—sink/jo—source;

* the PSRR;

* the standard deviation of the inversion voltage 0,5 with respect to process varia-
tions and device mismatches;

* the quiescent currents in the case of corner SS and FF /g5 — Ipp;

* the quiescent currents in the case of -55 °C and 80 °C [_55.¢ — Igpec.

Class-A inverter takes the advantage of a fixed bias current. Variations of its bias
current with respect of PVT variations are reduced. However, less current efficiency
with respect of gain, bandwidth, offset and noise is present. In class-A inverters, in
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Table 3.1: Comparison between the performances of class-A and class-AB inverters, simulated in UMC
0.18 um CMOS process with Vg = 0.3V.

A() GBW S}B/BngTI fk Iofsink:/lofsou’r‘ce

(dB) (Hz) (mVHz™Y) (Hz) (A)
Class-A Inverter 21.8 514k 243 1.87k 24n/-220.5n
Class-AB Inverter 27 93.83 k 136 1.89k 101.9n/-222.8n
PSRR 0,5 Iss +Ipr I_55°¢c + Igooc
(dB) (mV) (A) (A)

Class-A Inverter 30.5 162 [225n+27n] [1.47n-+32n]
Class-AB Inverter 6 8.2 [593 p + 9n] [8.5p+3.2n]

fact, only Mn amplify the input signal. For this reason, only its transconductance con-
tributes for the dc gain and the gain-bandwidth product. Both the devices, instead,
contribute to the output resistance, that is the parallel of their differential output re-
sistance. Moreover, both devices generate noise and contribute to the variation of the
inversion voltage with respect to process mismatches. Concerning RTI noise and offset,
both contributions will result in higher errors than in a class-AB inverter. Eventually,
only sinking (with NMOS active device, as in the case-study here analysed) or sourcing
(with PMOS active device) capability of the output current is present.

Class-AB inverter, without a fixed bias current, shows larger fluctuations due to PVT
variations. In the process corner SS and/or at very low temperatures, the bias current
is very low and the inverter cannot work properly. More attention has to be spent on
the class-AB inverter sizing, in order to guarantee the minimum allowed performances
in all the possible corners. On the other hand, in the corner FF and with high tem-
peratures, the amplifier dissipates more static current but it will also show better speed
performances. Despite the low robustness of the circuit, it is often preferred to class-A
stages for its better efficiency. Ag and GBW are almost double compared to the class-A
stage, because of both Mn and Mp are active devices, acting in the signal amplification.
For this reason, RTT offset, thermal noise and flicker are lower (the corner frequency is
actually the same, but showing lower broadband noise, it will also show lower flicker
noise). Furthermore, because of its class AB operations, it is able to sink and source
almost the same amount of output current, much higher than its quiescent current.

In the following sections, we will consider inverter-based circuits exploiting only
class-AB inverter stages, due to their better efficiency. Fig.3.3 shows some interesting
behaviours of the inverter bode diagram, biased with V},, around V;,,, to use it as a
voltage amplifier. Fig.3.3-a,b show respectively the variations of the transfer functions
with respect of the channel length and the aspect ratio. Longer channel lengths impact
mainly only on the voltage gains, while higher aspect ratios allow the achievement of
higher gain-bandwidth products, at the cost of higher bias currents. Finally, Fig.3.3-c
shows the variation with respect of the supply voltage. It is worth noting how the dc
gain, excluding the case with V;; = 0.2 'V, does not vary consistently with the supply
voltage, while the GBW varies of several orders of magnitude due to the exponential
behaviour of the drain current. For V,; above 1 V, the GBW variations are limited
due to the passage from weak inversion to strong inversion (i.e. from an exponential
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dependency of the bias current with the supply voltage, to a quadratic dependency).
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Figure 3.3: a) Inverter amplitude bode diagram sweeping the channel length of both devices, with
W/L=70, C,=100 fF and Vgq = 0.3V. b) Inverter amplitude bode diagram sweeping the aspect
ratio W/L of both devices, with L=180 nm, C',=100 fF and V35 = 0.3V. c) Inverter amplitude bode
diagram sweeping the supply voltage, with L=180 nm, W/L=70 and Cy, = 100fF.

3.3 Proposed building block for ULV applications

After the brief introduction about the ULV CMOS design, a novel inverter-like switched-
capacitor integrator will be described, by referring to [102]. Thanks to the novel two-
stage topology, the integrator shows a finite dc gain proportional to the cube of the gain
of a single amplifier, employing only two amplifiers. For this reason, this architecture
is suitable for low-voltage and ultra-low voltage designs, using inverter-like amplifiers.
In fact, even if the inverter gain is on the order of few tens at very low supply voltages
and minimum channel lengths, the overall dc gain can easily reach several thousands.
Furthermore, it implements a novel CDS technique that rejects offset and flicker noise
components of the amplifiers. Both features encourage the employment of minimum
channel length devices for the inverter like amplifiers. Despite of the CDS technique,
the output voltage is always valid, in a sort of time-continuous fashion. After a brief
description of the discrete-time behaviour of the proposed circuit (more details will be
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provided in Appendix A), a description of the possible employment in continuous-time
application is given. Obviously, the validity of the employment of a discrete-time cir-
cuit for continuous-time applications requires the fulfilment of the Nyquist-Shannon
condition, and more often that the input signal bandwidth should be much lower than
the sampling frequency.

3.3.1 Circuit topology and operating principle

The proposed discrete-time integrator (DTI) is shown in Fig.3.4. Differently from pre-
vious solutions, the circuit uses two amplifiers, indicated with A; and As. This is not
a significant complexity increase in the case that A; and A, are simple CMOS invert-
ers. The integrator output is V., while V} and V5 are its inverting and non-inverting
inputs. Labels “1” and “2” in Fig.3.4 indicate the switch state in the two corresponding
operating phases. In single supply implementations, the reference node (indicated with
a small downward triangle) is generally a floating rail distinct from either V;;; or the
power supply ground (gnd). The circuit consists of two stages, indicated in Fig.3.4. In
phase 1, the first stage stores a charge proportional to V5, — V; into Cr. In phase 2, this
charge is transferred to the second stage (i.e. into capacitor C'r) producing a propor-
tional increment of the output voltage V5. The first stage uses the topology of [103]
to perform the mentioned voltage-to-charge conversion with reduced sensitivity to A;
gain and offset voltage.

The overall dc gain of the integrator is proportional to the product of the dc gain
Ay squared and the dc gain A,. The first contribution is due to the topology of the
first stage, similar to [103]. Also [104, 105] exploit the holding capacitor to close the
negative feedback of the amplifier during the phase that is not the integration phase,
obtaining a sensitivity to the square of the finite gain of the op-amp. The adding of
the second stage in Fig.3.4 boosts additionally the finite dc gain of the integrator of a
factor equal to the dc gain of A,. This increments is very important when working with
inverter-like amplifiers for ULV design, when the voltage gain of the single inverter
may be as low as few tens. Furthermore, the addition of the second stage makes the
output voltage always valid in both phases, differently from other topologies [105],
increasing the flexibility of this architecture.

(G121
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1£ - + 'Vo1
V,
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Figure 3.4: Schematic view of the proposed integrator. Vs is the integrator output. Other relevant
voltages are indicated.
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3.3.2 Detailed circuit analysis

The analysis described in this section does not take into account the effects of parasitic
input capacitances, amplifier non-linearity, finite bandwidth and switch non-idealities.
Finite gain effects and input offset voltages are intrinsically included by the presence
of non-zero amplifier input voltages, V;;, Vi2 (imperfect virtual ground). Fig.3.5 shows
the convention used in the following part of this document to indicate the clock phases.
All phases have a duration of T/2, where T is the clock period (f. = 1/T is the clock

frequency). Voltage polarities are specified in Fig 3.5 by +,- symbols. With Vi we
indicate generic voltage V. at the end of phase "i"

Phase —»

(n-1)T
(n-1)T-T/2 nT-T/2

Figure 3.5: Conventions used to indicate the phase sequence across two clock periods.

Let us start by considering the transition from phase 2p to phase 1. By standard
analysis based on charge conservation, voltage V,,; can be expressed by:

C C
‘/;(11) V + V(2P V(Qp) + =2 S (V(QP) ‘/2(1)> + _5(‘/;(11) . V;(f?)) (3.5)
CT C’T
In the following 1 — 2 transition, voltage 1}, becomes:
C
Vir) = Vi) +VE + G (Ve - V) (3.6)

Cr

where V(,. and V. are voltages across capacitors C'z and Cr, respectively. Con-
sidering that no charge flows across C' in the 2p — 1 transition, then it can be simply
found that:

C
Ve =V vy v o (v -vl?) - (v -vl)] e

Using 3.5, the following expression for the integrator output in phase 2 can be finally
found:

Ve =V + (B = V) 4 (L 20V - V) -

(3.8)
2 1 2

— V) = o (V) = Vi)

Notice that V;; and V5 are present only as difference of samples taken at different
instances. As a result, flicker noise and offset contributions that contaminate V;; and Vj,
are reduced by a CDS mechanism. Further considerations about thermal noise analysis
in this architecture are described in appendix A. Voltage V,, is maintained across the

following phase 1. Voltage V,; in phase 2 can also be easily found:
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Cs

v =vP vl 22w v+ 22 - v+ 2L
Cy Cy Cy (3.9)
. .
~Vi) + Vi = V)
H

3.3.3 Ideal behaviour

In the ideal case, the amplifiers have (i) infinite gain, (ii) zero offset voltage and (iii)
zero input noise voltage. In these conditions, V;; and V;, are zero in all phases and 3.8
becomes:

C T
Voo(nT) = Voo(nT — T') + C_S |:‘/2 <nT — 5) —Vi(nT — T)] (3.10)
F
where we have considered that the output voltage is sampled at the end of phase 2.
In the z-domain, 3.10 becomes:

Vioa(2) = Hy(2)[Va(2)2T? = Vi(2)] (3.11)
where
- Cg 21
.Hﬂd——agl_z_l (3.12)

is the ideal integrator function. Differently from the circuits in [104, 105], the trans-
fer function referred to the inverting input includes a one-cycle delay. This means
that the proposed circuit performs forward Euler integration instead of backward one.
Conversely, a half-cycle delay is present in the non-inverting transfer function, in con-
formity with traditional DTIs [104, 105].

3.3.4 Finite dc gain and offset voltage

Exact calculation of the transfer function taking into account the finite gain of the am-
plifiers is very complicated, and is beyond the scope of this work. We will limit our
analysis to the case where V; and V5 are dc voltages and the output voltage V,, has
reached the final asymptotic value. In these conditions, voltages do not vary from a
clock cycle to the next one. As a result, 3.8 becomes:

vl v =v,—v (3.13)

Indicating the input offset voltages of A; and As, with Vj,; and V., respectively,
the following expressions follow:

Vor = —A1(Vir + Vi); Ve = —As(Via + Vig2) (3.14)

By means of elementary but tedious calculations it is possible to solve the equation
set formed by eqs. (3.5), (3.9), (3.13) and (3.14), finding the dc output voltage:

VI = Ay(A2 + Ay 4+ 1)(Va — V2) + Vier Ay Ay — Vigp Ay (3.15)
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Equation 3.15 proves that the dc gain exceeds (A;)%?A,. For A; = Ay = Ay, we
get a dc gain of the order of (Ag)3. The effective input referred offset voltage of the
integrator (V;,_,+;) can be easily derived from 3.15:

‘/iolAl - ‘/i02 ‘/;01 ‘/io2
— = — 3.16
RV e WP (3.16)

Therefore, the integrator input offset is dominated by the input offset of the first
amplifier, attenuated by A; gain.

V;ofrti =

3.3.5 Discrete-Time simulations

Equations (3.5), (3.8) and (3.9) have been used to setup an ad hoc iterative discrete-
time simulator, written using the Scipy scientific modules of the Python language. The
simulator has been used to calculate the impulse response, from which the discrete-
time frequency response of the integrator has been estimated by means of the Fast
Fourier Transform (FFT). The only non-ideality taken into account is the finite gain
of the amplifiers, set to 28 (29 dB) for both A; and A,, in conformity with the actual
gain of the amplifiers used in the prototype described in next section. Other simulator
parameters are C's/Cr, Cp/Cs and Cy/Cy ratios. The first ratio (C's/CF) acts as a
multiplier factor in the ideal integrator response given by 3.12, hence the ideal unity
gain frequency fj is:

1 . Cy 1 Cq
= — R . —— 17
Jo= paresin (20F> 27T Cp 3.17)

The other two-capacitance ratios affect the transfer function only in the case of fi-
nite gain. Fig.3.6 shows the simulated magnitude and phase response of the integrator
for different C's/Cr ratios. In order to achieve a sufficient frequency resolution the
impulse response was simulated over an interval of 4x106 cycles. Notice that the dc
gain practically coincides with the ideal value (87.14 dB), given by 3.15. The phase
response is close to 90° over two or three decades, depending on the C's/Cr ratio. The
phase decrease at high frequencies is due to the delay term (z~!) which is present in
the ideal response 3.12, whereas the phase increase at low frequencies is the effect of
finite gain. Magnitude and phase errors with respect to 3.12 are highlighted in Fig.3.7.
The magnitude error exhibited at high frequencies is mainly due to the finite gain of
As, which prevents the charge in C from being completely transferred to C'r in the
1 — 2 phase transition. Due to this error, the unity gain frequencies of the DTI are
slightly smaller than predicted by 3.17, as shown in Table 3.2, where the phase error
at f0, calculated with respect to 3.12 is also reported. The effect of the Cr/Cy ra-
tio is shown in Fig.3.8 where the phase and magnitude error at f; are shown for the
case Cs/Cr = 1/4. Notice that increasing the Cr/Cy ratios reduces the phase er-
ror. Finally, simulations performed by varying the C'y/Cy ratio showed that C'y; has
negligible effects for f < f,.

3.3.6 Simulation of an inverter-like prototype

The inverter-like prototype is shown in Fig.3.9. INV-1,2,3 are identical CMOS in-
verters. All the switches are implemented with complementary p-n transmission gates
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Figure 3.6: Discrete-time simulation of the magnitude (top) and phase (bottom) response of the pro-
posed DTI for different Cs /Cr ratios, indicated in the figure. Other settings are: Ay = As = 28,

Cr/Cs = Cpy/Cs = 1.
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Figure 3.7: Magnitude and phase error with respect of the ideal forward Euler discrete-time integrator
described by equation 3.12 for the same parameters of Fig.3.6. Labels indicate different Cs/Crp

ratios.

(TG1-6). Device aspect ratios are reported in Fig.3.9 caption. Dummy switches are
placed on critical nodes to compensate for charge injection. INV-1,2 play the role of
Ay and A,, while INV-3 is used to create a floating rail at potential V., which co-
incides with the inverter inversion voltage (V;,,). The analysis of previous sections is
applicable to the circuit in Fig.3.9 if all voltages are referred to V,..; and V,,1, V,;» remain
within the linearity range of the inverter output characteristic.
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Table 3.2: Unity gain and phase errors for different C's /Cr ratios

Cs/Cr 1/16 1/8 1/4 172 1

fo error (%) -3.8 -4.1 -4.6 -6.4 -11
Phase error at fy -0.24° -0.48° -0.94° -1.74° -2.78°
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Figure 3.8: Magnitude and gain errors with respect to the Cr/Cs ratio for Cs/Cr = 1/4 and
Cu/Cs = 1.
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Figure 3.9: Schematic view of the proposed integrator, implemented with inverter-like amplifiers. MOS-
FET aspect ratios (width/length, in microns) are as follows: 1.8/0.18 (nmos), 7.2/0.18 (pmos) for the
inverter and 0.72/0.18 (nmos) and 2.88/0.18 (pmos) for the transmission gate.

The circuit has been designed with the 0.18 um CMOS process of UMC. Capacitors
Cs, Cr and Cy have been set to 1 pF whereas C' is varied from 1 pF to 16 pF to
produce the same C's/C ratios as in previous section. The inverter has been designed
to allow operation up to clock frequencies of 1 MHz with the mentioned capacitance
values and a supply voltage of 0.9 V. Aspect ratios are tuned to obtain V,.; ~ Vjq4/2.
The dc gain of the inverters, estimated for V;,, = V.. = Vip,, is 28 (~29 dB). The
circuit in Fig. 3.9 has been simulated using the Spectre™ (Cadence) electrical simula-
tor. Periodic state AC simulations (PAC) have been performed since it is not feasible
to simulate the impulse response over a time interval long enough to collect the same
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number of samples as in the discrete-time simulations of previous section. Notice that
the high dc gain of the DTI, combined with residual charge injection contribution, hin-
ders the achievement of a periodical stationary state. To overcome this difficulty, the
closed loop test-bench of Fig.3.10 has been used. An ideal feedback network with gain
B is implemented with the voltage-controlled voltage source F;. The output voltage is
sampled at the end of phase 2 and held by the ideal switch SH and capacitor C'y;. FE»
prevents (', from loading the integrator. The relevant waveforms are represented in
the bottom right corner of Fig.3.10. Neglecting the duration of phase 3 pulses (=0.01
T), the time-continuous frequency response Hep(w) = Viui/Vin of the test-bench is
tied to the discrete-time frequency response of the DTI, H;(e/*T), by:
6‘7§HI (eij)

= 11 BHI(eij>
where sinc(x)=sin(x)/x and w=27f with f < f../2.

Hep(w) [ F o) (3.18)

>

| h
(n-)T  nT-T/2 (n-1)T  time

Figure 3.10: Test bench used to simulate the integrator frequency response with sketch of the main
waveforms (bottom-right).

Inverting 3.18, H;(e/“T) was estimated from H¢,(w), obtained with the PAC simu-
lations. The feedback factor 3 was set to 1073 to reduce the sensitivity to the simulator
accuracy. Fig.3.11 shows the discrete-time frequency response (magnitude and phase)
of the integrator in Fig.3.9, obtained with a clock frequency of 1 MHz, V;; = 0.9 V and
three different C's /C' ratios. The dc gain is around 85 dB, which is slightly lower than
the theoretical limit. Preliminary investigation showed that this discrepancy is due to
parasitic charge transfer caused by the drain-body and source-body capacitances of the
transmission gates.

The curves in Fig.3.12 represent the magnitude and phase difference between the
electrical simulations performed on the prototype of Fig.3.9 and the discrete-time sim-
ulations of previous section (Fig.3.6), for the particular case C's/Cr = 1/4, and dif-
ferent combinations of supply voltage, clock frequency and Cg value. Starting from
the case f.,.=1 MHz and V;4;=0.9 V, the gain discrepancy varies between -1 dB and
-2 dB across the whole input frequency range. A noticeable discrepancy between the
phase responses progressively develops at high frequencies. Both phenomena can be
ascribed to incomplete charge transfers between capacitors due to the transmission gate
on-resistance and/or limited bandwidth of the inverter-like amplifiers. This is confirmed
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by the curve obtained by keeping the same supply voltage and slowing down the clock
to 100 kHz. In this case, both the gain and phase differences are strongly reduced.
Errors at high frequencies can be reduced also by keeping the same clock frequency (1
MHz) and scaling down all capacitors by a fixed factor. The result for a scaling factor
of 0.5 is shown in Fig.3.12 (dotted curve). However, this operation degrades the dc
gain, due to the higher sensitivity to the mentioned stray charge paths caused by para-
sitic capacitances. The possibility of operation at reduced supply voltage is proven by
the curve at V; = 0.6 V. In this case, the clock frequency was reduced to 50 kHz to
maintain acceptable performance.
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Figure 3.11: Magnitude and phase response extracted from electrical simulations performed on the
circuit of Fig.3.9, for V34=0.9 V, fer,.=1 MHz, and three different C's /Cr ratios indicated with labels.

In particular, the dc gain loss at V;; = 0.6 V 1s only 2 dB. The supply current is
5.6 pA at Vg = 0.9 V and drops to 140 nA at V;; = 0.6 V. Fig.3.13 shows the result
of 100 Monte Carlo transient simulations, including both global and local variations,
performed on the integrator mounted in unity-gain, closed-loop configuration, imple-
menting a first-order, lowpass filter (cut-off frequency = 40 kHz). In the first 5 ps, C'r is
shorted by means of an auxiliary switch (not shown in Fig.3.9), so that Vo1 coincides
with V;ny of INV-2. The high initial dispersion is recovered by the mentioned CDS
mechanism, and the final dispersion is shown by the histogram. Finally, the impact of
the inverter non-linearity was characterized by stimulating the same first-order filter as
in Fig.3.13 with a 1 kHz sinusoidal waveform of 0.7 V peak-to-peak magnitude (78%
of V4), obtaining a THD of -56 dB (15 harmonics) that drops to -65 dB if f.x is reduced
from 1 MHz to 500 kHz.

3.3.7 Employment as time-continuous operational amplifier

The proposed SC integrator presents important features that allows its employment as
a time-continuous operational amplifier. First of all, the integrator output is always
valid, despite the implementation of a CDS technique to reject offset and flicker noise.
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Figure 3.12: Magnitude and phase difference between the discrete-time and electrical simulations for
Cs/Cr =1/4 and different clock, supply voltage and capacitance Cs combinations, indicated in the
figure.
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Figure 3.13: Results of 100 Monte Carlo runs performed on the test bench shown in the left inset (unity
gain, low pass filter), stimulated with a 70 ps pulse of 100 mV magnitude. The histogram on the right
shows the dc error distribution estimated over 100 Monte Carlo runs.

It presents two input terminals, a non-inverting terminal (V%) and an inverting terminal
(V1). Furthermore, it shows a very high dc gain due to the presence of C'y and a
very high input impedance due to the use of the same capacitor C's for both the input
terminals. Of course, a limitation on the signal input bandwidth must be provided by
means of an anti-alias filter, because of the sampling operation that is introduced.

The integrator transfer function in the z-domain is 3.12. We can express it in the
frequency domain, considering also the hold function of the integrator:

92



3.4. ULV Data Converter

eijWchk k ef.jZﬂ-chk
' T) = k—F7— 3.19
sine(fTe) 2im fT,ck (3.19)

H(f) =k o~ 327 [T 2jsin(pifTor,) gi2m [ Tor

where k is the capacitive ratio C's/Cr. H(f) is equivalent to the frequency response
of an ideal time-continuous integrator, with an additional delay of one clock cycle.
This frequency response is applied to the (differential) input signal after sampling. If
the Nyquist-Shannon condition is ensured, then the discrete-time integrator behaves as
a time-continuous integrator.

If we employ the TD integrator in a feedback network as the one in Fig.3.14, we
obtain:

k21

1— 271

Vout(2) = (Vin(2) 22 — BVt (2)) (3.20)
Vour(2) kz=1/2
Vin(2) 1 — 2711 — Bk)

The z-transfer function of the integrator in negative feedback configuration H () is
the one of an amplifier with low-pass response, with dc gain 1/ and cut-off frequency
in f, = fre/(27(1 — Bk)). For k = g = 1, for example, the circuit acts as a half
cycle delay. It can be considered a time-continuous buffer which introduces a linear
phase delay and it performs the zero-hold function. With 5 < 1, the circuits shows a
certain amplification 37! and a low-pass filtering response. Actually, sizing properly
the product Sk is possible to move the cut-off frequency of the circuit to infinity even
keeping the amplification constant. Stability of the amplifier is guaranteed if Sk < 1.

Vin

Hy(z) = (3.21)

kz?! Vout
1-z1

B

Figure 3.14: Block diagram of the proposed DT integrator in negative feedback configuration, with a
feedback network (3.

3.4 ULV Data Converter

As already mentioned, technology scaling of the last years has seen the scaling also
of the maximum supply voltage. With the shrinking of channel lengths of MOSFET
devices, also the width of the gate oxide has been reduced, forcing a decrease of the
maximum electric field allowed, and then to the maximum supply voltage. Last tech-
nology nodes allows maximum supply voltages for the core devices already below 1
V from 32 nm node, and I/O supply from 1.1 V to 1.8 V. The smaller channel lengths
together with the lower supply ranges have leaded to huge benefits for the digital cir-
cuits, as correctly foreseen by the Moore’s Law. The scaling of dynamic and leakage
power, together with the improvement of switching performance and, of course, of
the area density are the main benefits from the advancement towards new technology
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nodes. However, the design of analog/RF blocks, necessary even in mainly digital
chips, like bandgap voltage references, temperature sensors, sense amplifiers for mem-
ory cells, PLL, analog-to-digital converters, has become more and more challenging.
Several non-idealities of MOSFET devices with channel length lower than 100 nm are
detrimental for analog blocks, like short-channel effects, well proximity effects, shal-
low trench isolation stress effects and so on. Even device modelling is not optimized
for analog design. Furthermore, small channel lengths unavoidably reduce MOSFET
intrinsic gains, while the supply voltage scaling, not followed by threshold voltage scal-
ing (at least not with the same steepness), limit the voltage headroom for the transistors
and the number of circuit topologies available in analog design. Smaller dimensions,
of course, lead also to greater variability of neighbour MOSFETsS on the same die. Fur-
thermore, even typical digital issues like clock, power and data distributions in digital
cores are becoming more and more analog problems.

A part from the problem related to the Moore’s law, low-voltage design is also very
interesting in More-than-Moore applications. In the last years, in fact, several emergent
applications have started requiring electronic circuits able to work with supply voltages
lower than 1 V down to few hundreds of mV. Energy scavenger able to take energy
from the human body through could provide supply voltages as low as 0.38 V. Design
of analog front-end for sensor interfacing at such low frequency, providing sufficient
resolution and accuracy, is a great challenge. Working with supply voltage on the order
of the threshold voltage means necessarily to work with MOSFET devices biased in
weak inversion or even in deep subthreshold region. Very low headroom, low driving
capability and small bandwidths are the main concerns in ULV design, and ADCs are
not an exception.

Several works have been presented in the literature to exploit low-voltage or ultra-
low voltage operations. SAR converters, due to their intrinsically similarity with digital
operations (most of the operations, in fact, are realized after the comparator decision,
in the digital domain), can match quite well the supply voltage scaling [106], [107].
The main limitations are given by the design of an ULV comparator with decent per-
formances in terms of speed and noise. Similarly, full-flash converters may reach
supply voltage as low as 0.2 V [108]. Converter architectures implying linear am-
plifiers, such as pipeline or two-step converter, may be penalized by the supply scal-
ing. DT A-Y modulators, for example, requires amplifiers to realize the switched-
capacitor integrators. Several inverter-based solutions have been presented in the litera-
ture [96,97,109-112], capable to reach high performances due to high-order topologies
or dynamic biasing techniques. Other interesting topologies as VCO-based A-¥ mod-
ulators take advantage from the intrinsic digital nature and the time-based architecture
of a VCO-based quantizer and can reach higher sampling frequency [32, 113].

3.5 Proposed ULV A-Y Modulator

The proposed two-stage SC integrator described in paragraph 3.3 presents several fea-
tures that match perfectly the requirements of a discrete-time A-> modulator. In par-
ticular, the high dc gain and the CDS technique reduce significantly the complexity of
ULV design. As well known, high dc gain reduces the amplitudes of the dead-zones
and the gain error of the converter. CDS technique, on the other hand, allows the re-
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jection of offset and low-frequency noise, particularly detrimental in sensor interfacing
applications, where the bandwidths of interest go from dc to few hundreds of hertz or
kilohertz. Here, the description of a DT A-3 modulator suitable for supply voltage as
low as few hundreds of millivolts is presented [114].

For the sake of simplicity, we chose the typical discrete-time (DT), second order,
Cascade of Integrator FeedBack (CIFB) modulator. This architecture is depicted in the
block diagram of Fig.2.6, where INT1 and INT?2 are the first and the second integrator,
respectively; ADC is simply a comparator and DAC is a 1-bit Digital to Analog Con-
verter. A schematic view of the proposed single-ended, inverter-based implementation
is shown in Fig.3.15. Supply rails for the inverters are V,;; and ground, with the excep-
tion of the inverters in the DAC, for which the power supply is the reference voltage of
the converter (V,..), which sets the full-scale range. V,,,, represents an additional float-
ing rail, which is simply generated by a unity-gain connected inverter (I9 in Fig.3.15).
In addition, as far as quantization noise floor and dead zones are concerned, this A-3
structure behaves as a fourth order modulator, while maintaining the stability properties
of a second order one.

Figure 3.15: Schematic view of the 2" order, inverter-based, A-Y Modulator.

3.5.1 Firstintegrator INT1

The behaviour of the proposed DTI is here recapped, highlighting only the interesting
features concerning A-> modulators. INT1 is composed by two stages: the first stage
samples the difference between the global input (U) and the feedback voltage (FB) into
(s and transfers the corresponding charge into Cp. Then, the second stage receives
this charge, which is transferred into C', realizing the required DT integration. The
z-domain transfer function of the proposed integrator is the following [102]:

Voi(2) Cs 27!

U(2)2'/2 — FB(z) Cpl—2z1

It can be observed that the input U is sampled with a half clock cycle lead (factor
21/2) with respect to FB. The purpose of C'; is to hold the output voltage of I1 during
phase 1, reducing the charge-transfer sensitivity to the dc gain of I1 from a 1/A4, to a
1/A2 dependence [103]. Considering also the second stage, formed by 12, it can be
easily shown that the overall dc gain of the proposed integrator is proportional to A3.
This means that, even employing inverter-like amplifiers with minimum-length devices
(showing very low dc gain, e.g. Ay =26 dB), the overall dc gain of INT1 may approach

H(z) = (3.22)
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80 dB. In addition, all mentioned charge transfer acts involve a CDS mechanism, so that
offset and low frequency noise of the inverters are rejected. The dominant contribution
to INTTI offset is due to the mismatch between the switching threshold of I1 and V;,,,.
Fortunately, the Referred-To-Input (RTI) contribution of this mismatch is divided by I1
dc gain and thus its effect is significantly reduced. Coefficients a; and b; in Fig.2.6 are
equal and are given by the capacitive ratio C's/CF.

3.5.2 Second integrator INT2

INT?2 is a typical parasitic-insensitive, inverter-based integrator. Its low dc gain A is
not critical, thanks to the contribution of the first integrator, which allowed us to reach
an adequate overall dc gain for modulator loop filter. Its offset, even if not rejected with
a specific dynamic cancellation technique, gives a negligible contribution since it af-
fects the ADC input through division by the high dc gain of INT1. The two coefficients
¢1 and ay coincide with the capacitive ratios Ciso4/Cre and Cgop/Clre, respectively.

3.5.3 ADC and DAC

The 1-bit ADC in the A-Y loop is the clocked comparator of Fig. 3.15 (ADC-1bit).
In phase 2, the output of the second integrator is amplified by the inverter-like ampli-
fier 14; then, in phase 1, the output of the second integrator and its amplified version
provide the initial unbalance to the two cross-coupled inverters 15 and 16. The positive
feedback ensures a decision fast enough; the reset of the latch 15-16 and amplifier 14 in
the alternative phases guarantees no hysteresis of the comparator. The correct data is
present at the end of phase 1, that is also the moment when INT1 and INT2 samples
the feedback signal. In phase 2, the output of the ADC corresponds to the output of
INT2. The output of the comparator is fed back through the DAC, which is simply the
cascade of two inverters. The feedback signal FB is, thus, a two-level quantized signal,
assuming V,.. or zero as value. In this work, we adopted the supply voltage Vg as V..

3.5.4 Clock boosting

The very low supply voltage forced us to size the inverters employed in the integra-
tors, in the comparator, and in the DAC with a great W/L ratio. This was done in
order to increase the bias currents, which are usually very low when operating in sub-
threshold region. Another critical aspect was represented by the on-resistance of the
MOSFETs that were used to implement the switches, which worked in subthreshold
region with an even smaller overdrive voltage than the inverter devices. This issue was
made worse by the need of avoiding minimum channel lengths to reduce leakage in
the off state of the switch. Therefore, the very high W/L ratios necessary to obtain
reasonable on-resistances led to pass gates with very large gate areas. This resulted in
an excessive capacitive load for the clock drivers and in critical charge injection prob-
lems that could not be satisfactorily compensated by the insertion of dummy-switches.
To overcome these issues, we designed an original clockboosting circuit (Fig.3.16-a),
which improved the clock signal levels and accelerated the capacitor charges and dis-
charges. This circuit behaves like a positive and negative charge pump, being able to
boost both high and low level of the clock signal. When the input clock signal clk is
high, Cyp is charged to V,; analogously, when clk is low, C'pow v is charged to — V.
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Then, in one phase, a voltage equal to the supply is added to the input clock signal,
while in the other phase it is subtracted from the clock. The net result is that the high
clock level becomes ideally 2V;;, while the low one is "V, ;. The implementation of
the two switches driven by clk and its negated version is not straightforward, due to
the level-shifting of the clock levels. For these reasons, transistors M2-M3 and M5-M6
implements a sort of bootstrapping technique, providing the correct value to turn-on
the switches (0 for the PMOS M1, V,, for M4), while to turn them off, the gate-source
voltage is forced to zero.

Due to the exponential characteristic in subthreshold region, this introduces a dra-
matic improvement of the on-resistance of both n and p MOSFETs of the switches and
at the same time reduces leakage in the off-state. Since the proposed A-Y modulator
requires a two non-overlapping phase clock, and each phase consists of two comple-
mentary signals, four individual clockboosting circuits are used.
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Figure 3.16: a) Simplified schematic view of the proposed clock boosting circuit. b) Complete schematic
view of the proposed clock boosting circuit.

3.5.5 Device sizing

The structure previously described was designed with the UMC 0.18 pum process using
the software Cadence Virtuoso™. We reported the size of every MOSFETs in Table
3.3. All the inverter-like amplifiers present in the circuit were nominally identical, with
the exception of the DAC inverters that could be designed with smaller aspect ratios
without affecting the maximum clock frequency of the ADC. Table 3.4 lists the sizing
of the capacitors employed in the modulator. The values of C7 and Cy were chosen
equal to C'r to avoid the saturation of the output voltage of I1 (Fig. 3.15), which may
increase the harmonic distortion of the converter.

Similarly to what has been described in 2.3.1, the value of Cs has been chosen to
meet the requirements of resolution, area and power consumption. Targeting medium
resolution and wanting to develop an ultra-low power modulator, a value of 106 fF has
been chosen.

3.5.6 Simulation results

The modulator was simulated by means of the Cadence Spectre™ electrical simula-
tor to prove its functionality and to verify robustness against temperature and pro-
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Table 3.3: Sizing of MOSFET devices

Loyvios  Wamos Lpmos Wpmos

Inverters 180 nm 126 um 180nm 50.4 pm
Pass gates 180nm  960nm  180nm 1.92 um
Inverters (DAC) 180 nm 5 um 180 nm 10 um

Table 3.4: Capacitor values

Cs Cr=Cg=Cr Cgs2a Cs2p Cp2
106 fF 1 pF 187fF 70fF 1pF

cess variations. In all the tests, we chose V,.; = V;; while the oversampling ratio
OSR = fu4/(2By) was set to 128, where Byy is the bandwidth of the input signal
and f.; is the clock frequency (oversampling frequency). With f., = 20kHz, By
resulted to be 80 Hz, which is suitable for interfacing a wide variety of sensors. Fig.
3.17 shows the Power Spectral Density (PSD) of the output bitstream for V3 = 0.3 V
and an input tone of -12 dBFS at a frequency of 10 Hz. The result of a transient sim-
ulation performed taking into account electrical noise (transient noise simulation) is
compared with a standard (noiseless) transient simulation. The significant contribution
of the electrical noise (mainly amplifier and kT/C noise) is well visible in the baseband.
The Signal to Noise and Distortion Ratio (SNDR), estimated from the transient noise
simulation, was found to be 69.9 dB over the bandwidth of 80 Hz, and the correspond-
ing Effective Number Of Bits (ENOB) was 11.32. The average power dissipated by the
whole modulator (including the nonoverlapping clock generator and the clock boosting
circuits) Pp was only 15.47 nW, thus resulting in the following Figure Of Merit (FOM):

Pp
9ENOBO R,

Transient simulations performed by varying the operating temperature showed that
the SNDR is practically constant over the 0 °C — 110 °C interval. For lower and higher
temperatures, the SNDR starts to drop due to bias current decrease (low temperatures)
and junction leakage increase (high temperatures). Corner analysis did not show critical
issues with the exception of the slow-p, slow-n corner, where the estimated SNDR loss
was around 20 dB. In this case, the problem was due to excessive reduction of the
inverter bandwidth. Slowing down the clock frequency to 10 kHz lead to a partial
recover (10 dB) of the SNDR.

FOM = (3.23)

Comparison with an ADC based on standard integrators

In this paragraph we will highlight the benefits of using our original two-stage integra-
tor, instead of a classic topology. Therefore, in the schematic of Fig.3.15, we replaced
the first integrator with a simple parasitic insensitive one, which had a much lower dc
gain. We will call this modulator MOD-Standard. Performances of MOD-Standard
were poorer as the SNDR decreased to 64.8 dB in the same simulation conditions of
Fig.3.17, considering also electrical noise. Fig.3.18 compares the dc behaviours of the
proposed modulator and of MOD-Standard. It is evident from the inset of the absolute
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Figure 3.17: Comparison of the Power Spectral Densities of the proposed modulator with and without
electrical noise. The input signal is a sinusoidal waveform with amplitude -12 dBFS at 10 Hz.

error and from the different slopes of the dc characteristics that the gain error of the
proposed modulator is much lower, thanks to the high dc gain of the first integrator. In
order to demonstrate the effectiveness of the CDS technique of the proposed integrator,
we run 20 Monte Carlo simulations that showed an RTI-offset standard deviation of our
modulator of about 925 uV, while the standard deviation of MOD-Standard offset was
around 3 times higher. However, the offset spread of our modulator was higher than
the value that could be estimated considering only the mismatch of the inverter switch-
ing voltages. The excess offset is probably due to charge injection mismatch between
switches and dummy switches.

Performances at 0.5 V supply voltage

The modulator was designed and optimized for working with a supply voltage of 0.3
V. Increasing it did not affect the SNDR (and then the resolution) but the maximum
operating frequency increased as well, as expected. This is proven in Fig.3.19, where
the behaviour of the SNDR as a function of f.; at V;; = 0.5V (red curve) is compared
with the case of V;; = 0.3V (black curve). Note that the SNDR starts to drop for
frequencies greater than 30 kHz for V;; = 0.3 V, whereas the SNDR drop is shifted up by
more than one order of magnitude for V;; = 0.5 V. Obviously, the power dissipated also
increased with the supply voltages, due to the exponential dependence of the inverter
bias current with V;. Nevertheless, the power dissipation for V;; = 0.5 V was still
around 350 nW, preserving suitability for low power applications.

Comparison with the state of the art

Table 3.5 compares the performances of the proposed A-3 modulator with other works
on this subject. Our work showed an excellent FOM mainly due to the exceptionally
low power consumption. This is true for both the supply voltages that we considered.
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Figure 3.18: Comparison of the dc performances of the modulator using: the standard integrator (black
curve) the proposed integrator (red curve).
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Figure 3.19: SNDR vs. clock frequency, with Vqq = 0.5V and with Vg = 0.3 V.

On the other hand, the signal bandwidth was one of the lowest, although it was ap-
propriate for interfacing a wide range of sensors (e.g. temperature, atmospheric or tire
pressure, chemical sensors). It should be observed that some designs included also
the digital power dissipation, while we considered only the power dissipated by the
modulator.
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Table 3.5: Comparison with other ULV A-Y Modulators

This work  This work  [110] [111] [112]

Technology 0.18 pm 0.18 ym 65nm 0.13um 0.18 ym

Vaa [V] 0.3 0.5 0.7 0.25 0.3
By [Hz] 80 800 20k 10k 62
Pp [nW] 15.5 353 15210%  7.510° 37
SNDR [dB] 69.9 68.4 89 61 533
FOM [f)/step] 38 103 165 410 790

3.6 Measurement results

In this section, measurements effectuated on a silicon prototype of an ULV A-3 con-
verter are shown. To prove the effectiveness of the proposed SC inverter-like integrator,
for the sake of simplicity a first A-X modulator on UMC 0.18 pm process has been de-
signed. Even if 1* order modulators present several limitations, mainly due to the high
sensitivity to the integrator finite dc gain, thanks to the appealing features of the pro-
posed ULV block. Moreover, the first order modulator is the most compact A-> ADC
and can find application in high-volume testing for complex SoC as [115]. Compared to
the modulator of Fig.3.15, the parasitic-insensitive integrator implementing INT2 has
been suppressed, keeping the same structure and sizing for the first integrator, the com-
parator and the DAC. The same CIC filter already described in the previous chapter has
been exploited also to filter the bitstream of this modulator, before proper translations
of the digital levels to 1.8 V, the supply compliant with the digital core. Here, prelim-
inary measurements to characterize the static and dynamic performances for different
supply voltages are shown. The design has been optimized for working at V;; = 0.3V
However, supply voltages as low as 0.2 V and up to 0.7 V have been tested. The pic-
ture of the final layout is shown in Fig.3.20, where it is possible to notice the compact
dimensions of the whole modulator.

The modulator is inside the same test-chip described in Chapter 2. The supply volt-
age of the modulator is separated from the rest of the chip and it is provided from a
specific pad. The same generation of the clock has been used, except for the level-
shifting of the clock levels from the digital voltage (1.8 V) to the modulator supply
voltage. A measurement set-up similar to the one already described in Chapter 2 has
been used, with the difference of the single-ended input.

3.6.1 DC characteristics

Fig.3.21 shows the output code of the converter for different oversampling frequencies,
with dc input voltage equal to half of the full-scale (i.e. the V;;). The measurements
have been repeated for different supply voltages. It is evident how, for high sampling
frequency, the modulator is not able to work properly, as it can be recognized from the
sudden drop of the output of the filter. For the different supply voltages, a maximum
sampling frequency can be identified, and they are shown in Table 3.7.

Fig.3.22 shows the dc characteristics for different supply voltages. It is worth re-
marking the characteristic reported for V; = 0.208V. Even if the measure has been
effectuated on a single sample, and the modulator is able to work only with oversam-
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Figure 3.20: Layout of the converter prototype designed in UMC 0.18 pm CMOS process.
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Figure 3.21: Output code (on 20 bit word) with a dc input equal to Vyq/2, sweeping the oversampling
frequency fo,s for different Vyq.

pling frequency lower than 3 kHz, still we are able to distinguish the functionality of
the ADC, even if optimized for a higher supply voltage. Fig.3.23 shows the INL for the
different supply voltages, while a recap of the static performances of the converter has
been reported in Table 3.6. Offset values higher than expected from simulations have
been measured, despite of the CDS technique implemented. From preliminary investi-
gations, the cause of the offset arising is to be found in mismatch of charge injections
in the SC integrator. FD implementations should mitigate this issue.

3.6.2 Spectrum analysis

From FFT analysis of the output bitstream, it is possible to evaluate the SINAD and then
effective resolutions of the proposed converter. The measurements have been repeated
for the different supply voltages and the obtained spectrums are shown in Fig.3.24, in
the range from 0.25 V to 0.7 V. Table 3.7 reports a recap of the dynamic performances
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Figure 3.22: DC characteristics for different supply voltages.
Table 3.6: Summary of static performances for different supply voltages.
Supply Voltage  Offset  Gain error INL
V) V) (%) (LSB on 7 bit)
0.208 -5.6m 3.75 1.68
0.22 -6.5m 0.3 1.35
0.255 -72m 1.66 0.67
0.3 -8.6 m 2.16 0.54
0.497 39m 3.16 0.87
0.702 -19.6 m 2.17 0.88
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3.7. Discussion and conclusion

and the power consumption of the proposed ULV converter at the different supply volt-
ages. FoMy of 147 fl/conv at 0.25 V is very promising, in the optics to implement
the 2™ order modulator already proposed in [114]. For higher supply voltages, higher
power consumptions limit the FoMy, as expected due to the employment of class-AB
inverters as amplifiers, sized with high W/L aspect ratios to reach sufficiently high
GBW at the lowest supply voltages.
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Figure 3.24: Spectrum results at different supply voltages, sampling frequencies and input tone frequen-
cies. a) Vgqg = 0.25V; fo = 4.3kHz; fip, = 12Hz b) Vyqg = 0.3V, f, = 8.6kHz; fin, = 32Hz. ¢)
Via =05V, fo =250.TkHz, fin, = 640Hz. d) Vqq = 0.7V; fs =1.1MHz; f;,, = 3.2kHz

3.7 Discussion and conclusion

In this chapter, the full description of an Analog-to-Digital Converter capable of work-
ing with ultra-low supply voltages, thought for energy harvesting scenarios, is provided.
First, general considerations about microelectronic design in the presence of small sup-
ply voltage ranges are given. A novel switched-capacitor integrator capable of reaching
very high dc-gain even employing low-gain amplifier allowed the realization of a full
inverter-like A-3 modulator optimized for working with V; = 0.3 V. Furthermore, the
proposed integrator implements a correlated double sampling technique to reject off-
set and flicker noise. Measurements on a silicon prototype fabricated with UMC 0.18
um CMOS process confirm the effectiveness of the proposed solution for a first order
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Table 3.7: Summary of dynamic performances for different supply voltages.

Supply Voltage Max. Sampling Frequency P4 SINAD (@OSR=128) FoMy

V) (Hz) W) (dB) (pJ/conv)
0.25 5k 1.5n 51.4 0.147
0.3 17k 10n 48.46 0.688
0.5 1M 127 55.1 1.395
0.7 10M 231 53.3 7.084

modulator. Future works concern the design of the second order A-3> modulator already
proposed in [114] and proven by means of electrical simulations. Another improvement
will consist in a fully-differential implementation, that can guarantee more robustness
to common-mode disturbs and better linearity. The starting point will be the design
of the fully-differential switched-capacitor integrator, that requires a FD inverter-like
amplifier.
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CHAPTER

Design of high-speed cryo-CMOS ADC for
quantum computing

4.1 Introduction

Since the first time quantum computing was proposed [116], a lot of effort has been
spent on searching and developing new devices for the implementation of the quantum
bit (or qubit). A qubit is the basic building block of a quantum computer, i.e. the equiv-
alent of a bit in traditional computers. Explaining the working principle of a quantum
computer is far from the goal of this chapter. In the next section, only a brief introduc-
tion to quantum computing is provided, mentioning the possible applications where it
would overcome the actual technology due to its exponential speed-up of computational
power. A concise overview about the main differences between quantum and classical
computing is presented, concentrating on one of the possible physical implementation
of qubits.

The aim of this chapter, actually, is to make the reader aware of the challenging
engineer problem related to quantum computing, in particular concerning the design
of the electronic readout interface. First, the issues of designing integrated circuits for
an extreme environment (i.e. for temperature down to 4 K), as requested for quantum
computing applications, is presented. Then, the specifications for the qubit readout
chain, and in particular about the ADC, will be drawn. Finally, the design of an ADC
for radio-frequency (RF) reflectometry interface in qubit readout is explained, starting
from the high-level specifications, dwelling upon the architectural choices and concen-
trating on the details of transistor-level design. This ADC aims to enrich the library of
Intellectual Properties (IPs) for qubit readout designed in the Applied QUantum Archi-
tecture Department (AQUA) of TU Delft, where this project has taken place. Further-
more, if proven by experimental measurements, this circuit would be the first example
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of high-speed ADC for cryogenic applications.

To the best of our knowledge, the fastest cryogenic ADC present in the literature is
[117], proven to work at 15 K with an effective Nyquist rate of 30 MHz and an effective
resolution of 6 bit. Being implemented in an FPGA, [117] has a power consumption of
750 mW, that is not comparable with the one of ASIC solutions. A flash converter [118]
has been proven to work at 4.3 K with 8 bit of resolution at a sampling frequency of
12.5 kHz; a delta-sigma converter capable of working from room temperature (RT) to
cryogenic temperatures [119] shows a resolution of 11 bit with a power consumption
of only 70 uW, for an input bandwidth of 5 kHz.

Among the different ASIC data converters designed for cryogenic temperatures, the
successive approximation ADC is the most popular, and in 4.3.1 the motivation will
be given. SAR converters presented so far for cryogenic applications [120-126] show
low-medium sampling frequency (maximum of 20 MHz), with medium resolution (up
to 10).

The proposed SAR ADC targets a sampling frequency of 1 GHz, with a resolution
of 6 bit and a maximum power consumption of 1 mW. Additional reconfigurability
features have been implemented in order to explore different design spaces, facing the
effects of cryogenic temperatures on a standard CMOS process and extend its feasibility
also to different fields of applications.

4.2 Quantum computing

Quantum computing is a model of computation that is not based on the principles of
classical mechanics, as a traditional computer. A quantum computer is implemented
with qubits, the corresponding building block of classical bits for traditional computers.
The main differences between classical bits and qubits are entanglement and superpo-
sition. Due to the latter, the value of the qubit, instead of being either 1 or 0, can be a
superposition of the two, so that the actual value is represented as an array in the Bloch
sphere (figure 4.1). Quantum operations on the qubit can be seen as rotations of the
array. Moreover, qubits can be correlated one another, due to the entanglement effect,
increasing exponentially the information that they can carry on.

Figure 4.1: Representation of the Bloch sphere, reproduced from [127].

This exponential speed-up in computational power promises to solve complex prob-
lems that can not be faced with traditional computers. Fields like quantum cryptogra-
phy, quantum simulations for synthesis of new drugs and materials and complex op-
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timizations could be finally explored by means of quantum computers. If Neven’s
Law [128] will take over the Moore’s Law [129], i.e. that the computing power (thanks
to quantum computing) will increase with a doubly exponential rate instead of the well
known doubling every two years of classical electronics, "quantum supremacy" will
really come true.

However, there are several issues that make the realization of quantum computers
still far from the reality. One of the most critical is related to decoherence. Due to the
interaction with the environment, the quantum state of the qubit can be corrupted and
the information lost. Every qubit technology, in fact, is characterized by the decoher-
ence time, that is the average time qubit keeps the information. Decoherence time must
be long enough to guarantee useful operations on the qubit before the lost of the infor-
mation. In order to solve this issue, algorithms of Quantum Error Correction (QEC) has
been implemented. As a fundamental principle of quantum mechanics, the measure-
ment of the quantum state of a qubit is destructive due to the collapse of the quantum
state. Furthermore, it is impossible to copy the state of a qubit on another qubit, as
stated in the no-cloning theorem. The only way to have access to the qubit information
is through the addition of extra qubits, called ancillary qubits. Thanks to the entan-
glement of the ancillary qubits with the data qubits, it is possible to detect and correct
errors on the state of data qubits. Lot of effort has been spent in the recent years on
QEC because of its importance towards the realization of useful quantum computers.

There are several implementations of qubits, based on different physical principles,
that are promising candidates for a mature implementation of a quantum computer, ac-
cording to the famous DiVincenzo’s criteria [130]: superconducting qubits [131, 132],
spin qubits [133], ion-based qubits [134, 135] and diamond-based qubits [136]. At the
moment, the most mature technologies are based on transmons, a type of supercon-
ducting charge qubit, and spin qubits. In this work, we will concentrate our attention
on the latter topology, due to its advantageous small dimensions, compatibility with
technology scaling, and relative long decoherence times.

gate

depleted
_ region
Ohmic
contact

AlGaAs
2DEG
GaAs

Figure 4.2: Schematic view of a quantum device, reproduced from [133].

As the name suggests, in spin qubits the information is stored in the spin of the
electrons. The difficulty consists in the manipulation of a single electron for each single
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qubit, by means of quantum dots. Fig.4.2 shows a possible physical implementation of
a qubit, where the substrate is GaAs and on top there is a deposition of AlGaAs, in order
to obtain a 2D electron gas at the interface of the two materials. GaAs is not the only
substrate available: several works of spin qubits realized in silicon have been presented
( [137-139]), opening the way to a full integration of qubits and classical electronic.
Manipulating the voltages on the electrodes shown in Fig.4.2, a deplete region small
enough to trap a single electron can be formed. Controlling the other electrodes, the
spin of the electron can be manipulated or read out. Due to the limited dimensions of
the quantum dot, the energy levels allowed for the electron are quantized. In the lowest
energy level only two electrons can be present, with opposite spin. Applying a strong
magnetic field, due to the Zeeman effect, it is possible to obtain two sub-levels with
a single electron each, with opposite spin. As can be easily foreseen, the energies in
play are really low, so that the thermal energy must be lower than the Zeeman splitting
AE, in order to avoid unwanted jumps of the electron to other energy levels. This is the
reason of the very low temperatures needed for the quantum computer (usually on the
order of hundreds of mK).

In order to read the spin of the qubit, a conversion from spin to charge is developed.
Controlling the voltages of the electrodes around the quantum dot, it is possible to
vary the tunnelling barrier from the dot to the reservoir, depending on the spin of the
electron. The presence of the electron in the dot determines the conductivity of the
channel next to the dot due to electrostatically coupling. The resistance of this kind of
sensor, called Quantum Point Contact (QPC), is on the order of 25 k€2, with a variation
due to the spin of the electron in the quantum dot on the order of 1%. A more sensitive
charge sensor is the Single-Electron Transistor (SET), whose resistivity variations is on
the order of 10%. Two different approaches for reading the state of the qubit by means
of QPC or SET will be discussed in paragraph 4.4.

4.3 Electronic controller and readout

The actual state-of-the-art quantum processors are the "Bristlecone", a 72-qubit quan-
tum chip by Google, and "Tangle Lake", a 49-qubit superconducting test chip by Intel.
Other multinational corporations leaders in the technology field, as IBM or Microsoft,
are investing considerable amounts of money on the research on quantum computing.
Even if the goal of a quantum processor with million of physical qubits is far from the
reality, huge steps have already been made.

All these qubits must be served by a classical electronic controller, in order to feed
them with high frequency electrical signals to realize useful operations on them, and
acquire the electrical signals for reading their logical states. In the actual measurement
setups (Fig.4.3), the electronic interface is placed at RT, and wired directly to the qubits
in the coldest stage of the dilution fridge. In an intermediate stage, around 4 K, only
few electronic blocks are placed, such as the Low Noise Amplifier (LNA) for a first
preamplification of the acquired signal, and an attenuator of the control signals, as
the one shown in Fig.4.7. This solution is still feasible for interfacing a few number
of qubits. With the scaling up of the computational power a change in the electronic
controller will become necessary. The large number of connections from the mK stage
to RT, in fact, will become a problem for the scalability of an useful quantum computer,
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considering the presence of thousands or millions of cables carrying GHz signals for
several meters, increasing not only the space occupation but also the thermal load.

Figure 4.3: Dilution fridge at Raytheon BBN Technologies in Cambridge, Massachussets. Picture taken
from: https://'www.raytheon.com/news/feature/quantum_computer

An alternative solution presented in [127, 140] suggests the implementation of a
cryogenic controller, placed in the dilution refrigerator as close as possible to the real
quantum processor, as depicted in the block diagram of Fig.4.4. The best compromise
between the lowest temperature for electronics and the highest cooling power available
is given by the liquid helium temperature stage (4.2 K). This stage in the dilution fridge
is close enough to the real quantum computer and allows around 1 W of cooling power.
Several technologies have been tested at such low temperatures. Among them, CMOS
technology is one of the most promising, considering the development and the maturity
of the process, already diffused for industrial and military temperature range (down to
-55 °C) and tested experimentally to work at 30 mK [141]. Difference in the behaviour
of MOSFET devices, compared to RT, has been measured, as reported in [142-144].
Furthermore, relevant differences between the different processes, especially between
long channel and short channel processes, have increased the interest on the charac-
terization of cryogenic CMOS processes. The efforts to realize a complete modeling
procedure for those CMOS processes candidates for cryogenic temperature is becoming
mandatory, even if still few examples are present in the literature, such as [143-145]. A
better insight of cryogenic behaviour of standard CMOS processes will be given in the
next paragraph; for an extensive analysis of the topic, the reader is invited to consult
the cited works.

The proposed solution of integrating the electronic controller at the 4 K stage would
provide great benefits in terms of signal fidelity, scalability and thermal load reduction.
Furthermore, [139] explores the possibility to increase the operating temperature of
silicon qubit from tens of mK to 1.5 K, very close to the stage of electronic controller,
with a view on the implementation of the qubits and the electronic at the same stage
(possibly on the same substrate), in order to reduce the connections from the different
stages in the dilution fridge and room temperature as much as possible.
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Figure 4.4: Block diagram of the Cryo-CMOS controller presented in [140]

4.3.1 Cryogenic CMOS

As explained in the previous section, the necessity of designing the classical controller
and readout compatible with temperatures very close to the quantum computer, has
pushed the research to find a process suitable for such extreme conditions. The standard
CMOS process has been revealed as one of the most interesting candidate, due to its
low cost and high maturity. However, CMOS processes are usually characterized until
-55 °C for military application. As a result, the models provided by the foundry are not
available for cryogenic temperatures, and the changing of the physical behaviour of the
devices is not fully understood so far. Cryogenic CMOS is also source of interests for
many other applications, such as electronics for space applications, physics experiments
and medical imaging systems, just to cite the most important ones. A brief overview
of the most noticeable effects of cryogenic temperatures to standard CMOS process is
provided, taking [146] as a reference for the measurements.

It is well known the increase of mobility due to less phonon scattering at very low
temperatures. Other scattering mechanisms like surface scattering and ionized impurity
scattering, instead, increase at lower temperatures due to the lower kinetic energy of the
electrons. Low temperatures leads also to an increase of the electrical field values which
generate velocity saturation. The final result is an increase of mobility of nearly two
times compared to room temperature.

In older CMOS processes, a kink of MOSFET drain current for high drain-source
voltages has been measured [147]. However, this effect, particularly detrimental for
analog design, caused by impact ionization and freeze-out effects, is not present in
thin-oxide processes and small channel devices (e.g. in 40 nm devices, as it looks
evident from measurements shown in Fig.4.5).

Another well known effect is the threshold voltage increase of MOSFET devices
at low temperatures. This means that a higher gate voltage is needed in order to form
the inversion layer and start the conduction in the channel, as depicted in Fig. 4.6.
The increase is on the order of 100 <+ 150 mV, affecting heavily the design of analog
blocks due to the reduced voltage headroom, considering the typical supply of 1.1 V or
lower of modern CMOS processes (e.g.: 1.1 V for 40 nm technology, 0.7 V for 10 nm
technology).
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Another important effect is the increasing of the subthreshold slope. The subthresh-
old slope is defined as the slope of the drain current expressed as a function of the gate-
source voltage in a logarithmic scale. It coincides with the expression of the equivalent
thermal voltage for a MOSFET in subthreshold (see paragraph 3.2). Being directly
proportional to the absolute temperature, a decreasing of almost a factor 100 from RT
to 4 K would represent an increase of the same order of the subthreshold slope. Actu-
ally, the subthreshold slope increases sublinearly with temperature decreasing, due to
the increase of the non-ideal factor n present in the equation of the drain current of a
MOSFET in subthreshold region (equation 3.1).

Other effects that must be taken into account are the increase of the n-well resistance
due to the freeze-out of the substrate and the linear dependence of the drain current to
the gate-source voltage caused by the velocity saturation.

Concerning the noise, thermal noise reduces at lower temperature, but it does not
go to zero as expected. It is limited by the shot noise of the transistor [148], especially
in small channel lenghth devices, while a definitive theory is not present about flicker
noise. [149] shows a decreasing of flicker noise measured down to 87 K, but further
investigations needed to be made for a better understanding. Concerning device mis-
match, it has been measured an increase of the mismatch at cryogenic temperatures,
even if the reasons are not completely understood so far [150].

4.4 AQubit readout

The readout of spin qubits is basically related to the measurement of the electrical
resistance of the SET or QPC. Then, two different approach can be exploited: dc mea-
surement or RF reflectometry. Both techniques are here described, highlighting the
advantages, the drawbacks and the practical considerations that leaded us towards the
reflectometry readout.

4.4.1 Baseband readout

The dc or baseband readout consists in the direct reading of the value of the resistors
of the SET. Using a TransImpedance Amplifier (TIA), it is possible to detect the value
of the resistor and then the logical state of the qubit. Unfortunately, the parasitic ca-
pacitance of the transmission line limits the frequency response of the transimpedance
amplifier. Furthermore, a high-pass filter is usually added at the input to filter out noise
coupling from the amplifier to the SET. This solution is limited by the flicker noise of
the amplifier and by the parasitic capacitance of the line going from 20 mK to 4 K. This
issue forbids the possibility to use frequency division multiplexing access (FDMA). An
alternative solution could be time division multiplexing access (TDMA), if the switches
were implemented close to the qubits at the lowest temperature stage; the efficiency of
the compression, in that case, grows exponentially with the number of control bits for
the multiplexer.

4.4.2 RF Reflectometry

The other possible readout, that is the one taken under analysis in this chapter, it is
the RF reflectometry. The SET is matched to 50 (2 through a LC matching network
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from [146]

at the mK stage, as shown in Fig. 4.7. A directional coupler at the 4 K stage is used
to provide the stimulus to the SET and to bring the reflected wave to the LNA. The
matching network, made up of the parasitic capacitance C'p of the SET (mainly due
to the pad, on the order of hundreds of fF) and the inductor L, matches the nominal
resistance of 25 k(). The value of the inductor is on the order of 0.9-1 puH, that is one of
the limit of this approach, especially considering the FDMA, where multiple inductors
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of the same order of magnitude are required. Depending on the spin of the electron, the
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Figure 4.7: Block diagram of RF reflectometry readout for SET.

electron may tunnel through the dot, generating a temporary variation of the channel
resistance of the SET, that can be detected as a variation of the reflection coefficient of
the matching network. In order to read the information, an incident waveform at the
resonance frequency of the matching network is applied. Depending on the value of the
electron spin, no reflected wave or a reflected wave with an amplitude proportional to
the variation of the reflection coefficient will be present. The maximum power that can
be applied to the SET F,,,, 1s on the order of -99 dBm, limited by the possible harmful
interactions with the neighbouring qubits. The quality factor of the matching network

182
Q= /BB 993 (4.1)
Rs

considering the nominal value for Rggr of 25 k(2 and the line resistance Rg of 50
(2. With a parasitic capacitance of 730 fF, the value of the inductor needed to match the
SET resistance is 910 nH, obtaining a resonance frequency of around 195 MHz, while
the bandwidth of the resonator is 8.5 MHz. The reflection coefficient at the resonance
frequency is:

B Z5, — Zy B RQicc — Rs B L — RopcRsC

N ZL+ZO N RQTflcc_‘_ZO _L+RQPCRSC

4.2)

Considering a 10% variation of the SET resistance due to the electron tunnelling
from the quantum dot, the variation of the reflection coefficient is around 5%. Than,
the amplitude of the reflected waveform at the input of the LNA at the 4 K stage is:

vV Pras2R I
Vieflected = 5 SET ~ 1800V (4.3)

The shot noise of the SET at the input of the LNA has an equivalent noise tempera-
ture of 0.5 K. This leads to a SNR, considering only the noise contribution of the SET
source, of 6.5 dB on a bandwidth of 10 MHz.

4.5 Design of Cryo-CMOS ADC

The reflectometry RF interface can be analysed from a system-level point of view, as a
receiver of On-Off Key (OOK) modulated signals. Due to the value of the electron spin,
and consequently the value of the resistance of the SET, the reflected signal will have a
zero amplitude, or the one evaluated in 4.3. This signal will be the input of a LNA, and
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Figure 4.8: FDMA in RF reflectometry readout shownin [151]. (a) Block diagram of the FDMA readout.
(b) GaAs double dot device. (c) Optical micrograph of the multiplexing chip. (d) Optical micrograph
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after a proper amplification, it will be converted by an ADC. Through Matlab-Simulink
simulations, it is possible to evaluate the performances of this "receiver" in terms of
BER after an ideal decision-maker, as a function of the several parameters (source
noise, LNA gain and noise, ADC resolution and linearity, etc.). The performances of
the system are already limited by the signal-to-noise ratio of the source, i.e. of the SET
sensor. Great steps have been made by the physicists in the last two decades, and many
other steps are yet to come, in order to improve the performances of the sensor close to
the qubit. The LNA will be then the most critical block of the electronic interface, as
stated by the Friis formulas. The ADC is not the bottle-neck of this acquisition system,
but some specifications can be drawn from the high-level descriptions. Targeting the
FDMA readout of 20 qubits, a SINAD of 60 dB and a sampling frequency of 1 GHz
would be enough to reach a BER of 1e-3, that is the fault tolerance error threshold for
one cycle of QEC. Considerations about the power consumption are heavily affected by
the process involved. If CMOS is used for the LNA, the power consumption divided by
the number of qubits read in parallel with FDMA is around 1 mW/qubit. This means
that the cooling power of the actual dilution refrigerator (1 W of cooling power for
the stage at 4 K) would guarantee a maximum number of 1000 qubits. This would
be already an optimum result considering the actual state-of-art, but still far from the
goal of millions of qubits needed for an useful quantum computer. Silicon-Germanium
LNAs, on the contrary, show a power efficiency of 10 uW per qubit, and they are really
promising candidates.

In order to have a power budget for the ADC negligible in the case of CMOS LNA,
or comparable with the power budget of a SiGe LNA, a target power consumption of
40 uW/qubit is desirable. This leads to a total power consumption of the ADC of 800
uW. It is quite easy to evaluate the Walden figure-of-merit that we are targeting:

Pp 800 pW

FoMy = QENOB = . 10H: 12.5 fJ/conv 4.4)

This is already a challenging specification, considering the high sampling frequency
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and looking at the state-of-the-art for ADCs working at RT (Fig.1.19). Furthermore, the
ADC should work properly at 4 K. This complicates the design of the ADC, considering
also the lack of proper device models for the simulations at such low temperatures.

Looking one more time to Fig.1.19, it looks evident how the main candidate to
achieve the target resolution and sampling frequency with low power consumption is
the Successive Approximation Register (SAR) ADC [152]. Another possible solution
is a Time-Interleaving SAR, which requires anyway the optimization of a single SAR
slice. In the last years, SAR and TI SAR are leading the trends of high-speed converters,
due to the introduction of new techniques as asynchronous timing [153, 154], 2 bit-
per-stage SAR [155, 156], alternate comparators [157] and loop-unrolled topologies
[156, 158].

In order to have more flexibility, we focused on the design of a SAR ADC capa-
ble of reach an higher resolution than the one strictly required by the RF reflectometry
readout, exploiting the time-interleaving principle to increase the sampling frequency.
Thanks to the addition of programmability inside the ADC, it is possible to configure
the resolution from 6 to 9 bits, with a maximum sampling frequency that goes respec-
tively from 1 GHz to 600 MHz.

4.5.1 SAR

The SAR seems a promising candidate for working at cryogenic temperatures for differ-
ent reasons. First af all, the main bulding blocks of this kind of converter are: compara-
tors, logic gates, switches and capacitors. All these devices benefit from the technology
scaling; the same does not happen for most of the analog circuits. No linear circuit such
as residual amplifier are employed, differently, for example, from pipeline converters.
Most of the operations in the SAR are effectuated after the comparator decision, i.e.
in the digital domain. This looks very appealing, also considering the problems of de-
signing for cryogenic temperatures without proper device models available. We know
that the increasing of the threshold voltage and the mobility of the transistors are the
most dominant effects. This means that the time to turn on a transistor will increase,
but it will have more driving capability and it will be faster in charging and discharging
capacitors.

Using a dynamic comparator, standard CMOS logic and a Capacitive DAC (CDAC),
no static current consumption is dissipated. SAR represents a very high efficient solu-
tion for medium resolution data converter. In order to increase the sampling frequency,
time-interleaving solution can be adopted, where the single slice is a SAR. In the next
subsections, each building block of the SAR will be analysed, discussing each choice
and focusing mainly on the specific strategies adopted for the cryogenic application.
The design and implementation of the necessary auxiliary blocks for the proper work-
ing of the ADC, such as the clock receiver, the digital interface and the SRAM for the
storing of the converted data, will not be discussed in this work.

4.5.2 Comparator

The conventional SAR architecture requires one dynamic comparator. In the literature
there are several possible different topologies of comparators [159, 160]. All of them
have in common, at least partially, the typical latch structure, in order to provide a
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positive feedback which guarantees the regeneration of the output levels to the full
CMOS levels. One of the most popoular dynamic amplifier is the so called Strong-
ARM comparator [161], presented the first time in 1993 as a latch sense amplifier. The
behaviour of this circuit has been studied deeply in [162—-164], due to its important in
several applications, from memories (as a sense amplifier) to ADCs. In Fig.4.9, the
version proposed in [165] is depicted.

clk

Figure 4.9: Schematic view of the Strong-ARM comparator with nMOS input differential pair.

The input differential pair M1-M2 provides a differential current proportional to
the input differential signal into the latch composed by M3-6 (cross-coupled inverter
configuration). Current is supplied through transistor M7, which is driven by the clock
signal that controls the comparison and the reset phases. When the clock signal is low,

no current is drawn from M7, and both the couples of nodes P,Q and V,|,, V.. are
shorted to the supply rail through the reset switches S1-4. When the clock signal goes
high, current starts flowing in the circuit through the input differential pair. Depending
on the input differential signal, the parasitic capacitances C'p start to be discharged
with a different rate, leading to a differential voltage on the respective nodes P,Q. When
the voltages at nodes P,Q go lower than V;; of a threshold voltage, M3-M4 turn on and
the regenerative behaviour starts. In a similar way, V., and V,, are discharged by M3-
M4 until they fall below V,, of a threshold voltage. Then the whole latch made up of
M3-M6 is on and depending on the sign of the input differential voltage, the decision
is taken, leading one of the output to a rail and the other output to the opposite rail. At
the end of the decision phase, no static current is flowing in the circuit, because either
the PMOS or the NMOS of the two branches of the latch is off.

The absence of static current consumption, together with the current recycle for the
dynamic preamplifier (made up of M1-2, C'p) and the dynamic latch, made the stron-
gARM comparator a very promising candidate for low-power SAR. Furthermore, the
gain provided by the intrinsic dynamic preamplifier allows us to get rid of an additional
preamplifier. A preamplifier would be beneficial to reduce the referred-to-input ther-
mal noise, offset and differential kickback present in the dynamic comparator, but at

the cost of very high power consumption, considering the targeted high speed. The
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dynamic amplifier implemented by M1 and M2 provides a voltage gain Ay from the
input to the nodes P,Q, integrating a differential current proportional to the differential
input voltage on Cp for a time ?4mp. tamp is the duration of the amplification phase,
and it lasts from the rising edge of the clock signal until the common mode current of
M1-2 discharges P,Q, turning on M3-M4.

_ AVeo _ gmi2

A tam 4.5
Cpo Cpo
tomn = Vi = =1V, : 4.6
P A Iom a4 Im1,2VTEL2 (46)

where /), 1s the common mode current flowing in M1 and M2. Replacing (4.6) in
(4.5) and considering the input pair working in strong inversion, the expression of the
voltage amplification provided by the input pair is:

Vins.a
Av Ver — Vin 2 *7)

After the amplification phase, M3-4 turn on and start discharging the load capac-
itances C, present on the output nodes V"~ The output nodes are discharged with
an exponential behaviour. Depending on the value of C';, and Cp, this phase may
already provide some regeneration [162, 164]. When the output voltages V,/»~ reach
Vaa — |Vins.6|» the regeneration phase takes place, leading one of the output to V,; and
the other one to ground, with a positive exponential behaviour (with time constant pro-
portional to the latch transconductance).

From (4.7) it is already possible to foresee some of the critical aspects concerning
the comparator design. Indeed, the voltage gain Ay affects the circuit performances:
the higher is Ay, the smaller is the effect of the dynamic latch in terms of offset and
noise. The value of Ay is on the order of few units to ten, depending on the input
common mode voltage. Actually, this is a pivotal issue of this kind of comparator.
The input common mode affects heavily the speed and noise/offset performances. An
higher input common mode implies an higher common mode current and then a faster
discharge of the nodes P,Q, leading to a smaller ?,,,, and then a faster decision. But a
smaller ¢,,,, also implies a smaller Ay, and then an increase of offset and noise.

The offset of the comparator is usually dominated by the threshold and the /5 mis-
match of the input differential pair, because of the contribute of M3-4 is divided by the
voltage gain Ay provided during the amplification phase [164]:

AB12 Ver — Vi o
B1,2 2

Also a difference in Cp affects the offset of the comparator. This effect can be
exploited to calibrate the offset of the input pair, adding properly an additional capaci-
tance on node P or Q [162].

Considerations about the thermal noise are similar to the one made for the offset:
most of the contribution comes from the input differential pair, considering a sufficient
gain Ay .

Vi = AVip12 +

(4.8)
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251tamp 1 _ Vou — Vi kT 4y 2VOM — Viniz
Cho AY Vinsa  Cpq Vins.a

(Vp_in)? = (4.9)

where S} is the power spectral density of the drain current noise of M1,M2. + is the
excess of noise of a MOSFET in saturation region compared to the noise of a resistance
with value 1/G,.

A trade-off between the speed and the RTI noise of the comparator is clear from
eqs. (4.6) and (4.9), and an optimum value of the input common mode can be found.
In Fig.4.10, the behaviour of the rms noise and the comparator delay (with a differen-
tial input voltage of 1 mV and a supply voltage of 1.1 V) for different input common
modes of a StrongARM comparator with NMOS input pair is shown. RTI offset of
the comparator has a behaviour similar to RTI noise with the variations of the input
common-mode, as depicted in Fig.4.11. This offset variation may lead to converter
non-linearities, if the input common-mode is not kept constant during the different
bit-cycles of the SAR. CDAC switching scheme as [166] are thought to keep the com-
parator input common mode constant during the whole conversion in order to avoid
these harmonic distortions.
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Figure 4.10: Delay time and thermal noise standard deviation of StrongARM Comparator varying the
input common mode, at 27 °C.

Until now, no considerations about the modifications of comparator behaviour from
RT to cryogenic temperatures are mentioned. Because of the absence of proper models
of the adopted process at 4 K, simulations at -55 °C were performed. Fig.4.12 shows the
differences in terms of comparator delay for a NMOS and a PMOS input pair compara-
tor (sized with the same power consumption) at RT and -55 °C, performing a sweep of
the input common mode. A part from the intrinsic slowness of the PMOS comparator
compared to the NMOS comparator even at RT, an increasing of the comparator delay
at 4 K for input common mode close to mid-rail is present. The variation of comparator
performances has been one of the main concern of this design, due to its pivotal role in
the SAR converter.
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Figure 4.11: Comparator offset varying the input common mode.
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Figure 4.12: Delay time of NMOS and PMOS input pair StrongARM Comparator varying the input

common mode, at 27 °C and -55 °C.

4.5.3 CDAC

The DAC is another key block of the SAR. As already explained, it is used to approx-
imate the input signal that has to be converted. Any source of error injected in the
DAC affects one-to-one the performances of the whole ADC. Then, a SAR converter
with a resolution N must employs a DAC with the same resolution (and with similar
requirements about noise and linearity). Among the different possible DACs, the typ-
ical implementation for a SAR is a capacitive DAC, which shows several advantages.
First of all, it does not suffer of static current consumption, and this is particularly
important for all the low-power applications where SAR converter leads the trends.
Second, the capacitances implemented in the CDAC can be used also to implement the
Sample&Hold circuit. From now on, only a fully-differential implementation will be
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discussed, because of its several benefits in terms of disturb rejection and linearity.

About the sampling, two main techniques are usually implemented: the bottom plate
sampling and the top plate sampling. In the bottom plate sampling, the input signal is
sampled on the bottom plate of each capacitor of the DAC. This reduces the parasitic
capacitance on the top plate of the CDAC, and reduces the effect of charge injection.
The drawbacks are that it requires one switch for each capacitance (increasing the cir-
cuit complexity and the load for the driving buffers), and it requires an extra switch for
the MSB decision. The top plate sampling uses the top plate of all the capacitors for
sampling the input signal. It requires only one switch for the sampling, and it allows
to save the first switching cycle, because the input signal is already present at the input
of the comparator just after the opening of the sampling switch. However, the pres-
ence of the input switch on the top plate increases the parasitics, reducing the linearity
and increasing the effect of charge injection. Considering the target requirements of
resolution, speed and power consumption, top plate sampling has been implemented.

Concerning the noise of the CDAC, two main contributions can be recognized. The
sampling noise is given by:

2kT

-Pn—samp - OS (410)
where (' is the sampling capacitance, that can be split up in two parts: C'p a¢, that
is the overall capacitance of the DAC, and (), that is the attenuation capacitance due
to the parasitics present on the top plate (made up of the parasitic capacitances of the
switch, of the routing and of the input MOSFETs of the comparator). The factor 2
comes from the differential implementation. The other noise source comes from the

buffers driving the capacitors and it can be written in the form of KT/C noise too:

2kT Cpac
Cs Cy

The sampling noise is inversely proportional to the sampling capacitance, and then
inversely proportional to C'pac. The expression of the noise of the DAC is inversely
proportional to the sampling capacitance but depends also on the ratio between Cp ac
and C'g. If the parasitic capacitances are on the same order of the overall DAC capaci-
tance (that is often the case in low power design), the noise from the DAC is the same
as the sampling noise. Both noise sources are anyway not limiting in the choice of
Cpac. Considering for example a full-scale range of 1 V, an overall capacitance of 105
fF leads to a noise power equal to 10 bit quantization noise power. Furthermore, both
sources of noise, deriving from thermal noise, are expected to decrease moving from
RT to cryogenic temperatures.

Another consequence of the value of the DAC capacitance is the attenuation of the
full-scale range given by the partition of C'p4¢ and sC),. The attenuation of the full-
scale range means an attenuation of the same order of the quantization step A. The
attenuation worsens the requirements on the thermal noise power, especially the one
coming from the comparators.

Concerning the linearity, a variation of the value of the DAC capacitors due to mis-
match can introduce DNL errors. The most severe condition is given by the mid-code
transition, since all the capacitors are switched in a binary-scaled DAC. The typical

Po-pac = (4.11)
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requirement is of a maximum DNL lower than half LSB. A relative matching error
between two nominally identical capacitors lower than 1.5 % would guarantee the lin-
earity requirement for an 8 bit CDAC [167]. Lastly, the value of Cp¢ and C}, also
affects the linearity, considering the non-linear behaviour of C,.

The dynamic power consumption of the CDAC depends on the switching algorithm
chosen, but can be expressed with the general expression:

P,_pac = afsCpacVia (4.12)

where o depends on the switching algorithm and f, is the sampling frequency. In
order to reduce the dynamic power, a low value of C'p 4o would be preferred. The
minimum value of C'p4¢c can be obtained from the noise and linearity specifications
above mentioned.

The layout chosen for the CDAC has been inspired by the one proposed by P.Harpe
in [167] and shown in Fig.4.13. Custom-designed MOM capacitor using only two metal
layers are used, in order to obtain very low values of the unit capacitor (around 500
aF). The values of the real unit capacitor and the parasitic capacitances are obtained by
means of parasitic-extraction tools after layout. The advantage of this approach is the
possibility to implement capacitor with every desired values of capacitance (limited, of
course, by the minimum spacing of the metal layers, and by the amount of parasitic ca-
pacitances present), that is not typically possible with parametric MOM cells provided
by the foundry. Moreover, this approach is totally scalable to other technologies and
it takes advantage of technology scaling, due to the improvement in photolithography
and shrinking of the minimum pith between different metal traces. Fig.4.14-b shows
the final layout of the implemented 9 bit CDAC. For the last bit, a capacitor equal to
two times the unit capacitor, that will be driven by a voltage reference equal to a quarter
of the nominal V,.¢ is used. The reason of this choice is mainly motivated by low risk
design considerations. For the target application, already a resolution of 6 bit would
be sufficient. In order to explore further the design space, a maximal resolution of 8
bit looked appealing in term of optimization of power, speed and comparator noise.
Actually, a comparator sizing in order to have a thermal noise power equal to the dou-
ble of the quantization noise power for 8 bit of nominal resolution has been targeted.
However, in order to exploit (and also to explore) the decreasing of thermal noise at
cryogenic temperatures, we have been motivated to increase further the maximal res-
olution to 9 bit. However, the value of the unit cap of 500 aF has been preserved for
linearity issues, deciding to implement the additional bit without reducing further the
unit cap. The possible solution, then, is to keep the same unit cap and half the reference
voltage. An additional V,..ro = V,.s/2 would not be a good choice in terms of DAC set-
tling time. In fact, considering a V,..; = Vg4, an intermediate V,..; would be detrimental
for the r,, resistance shown both by PMOS and NMOS used for charging the capacitor.
Eventually, we opted for a reference voltage V,.r2 = V,.s/4, that would be sufficiently
low to guarantee a correct driving by means of only NMOS switches. Requirements on
Vier and V,..r» matching are not particularly critical, considering that V.. r» is used only
for the least significant bit. A simple resistive divider would be sufficient to provide
V;“efQ from ‘/ref~

The criteria to choose the switching algorithm among the tens present in the lit-
erature are: sampling typology, value of MSB capacitor, dynamic power consump-
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Figure 4.14: 9 bits CDAC: a) schematic view, b) layout.

tion, complexity and effect on DAC common mode voltage. Some of the most popular
switching algorithm are described in [87, 166, 168, 169].

The monotonic algorithm, also called "set and down" [87], is one of the simplest
switching algorithm. It is allowed only in fully-differential CDAC implementation and
it requires a MSB capacitor equal to 2V =2, where N is the number of bit and Cj is
the unit capacitor. It does not require additional reference voltages as in many other
algorithms [166]. During the sampling phase, all the capacitors are charged to V.,
and then during the SAR operations, depending on the comparator decisions, for each
branch only a capacitor on one side is discharged to ground. This means that the settling
of the CDAC is characterized only by discharging through NMOS switches, that are
faster than the PMOS ones. The charge to V,.¢, through PMOS switches, takes place
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during the reset phase at the end of the conversion, and it does not require fast settling.

Two main problems are related to this algorithm. The DAC common mode voltage,
starting from the input signal common mode, can only decrease of a quantity equal to
Vie f(% — 27N, This also implies that only dynamic comparator with PMOS differen-
tial input pair can be used. As discussed in paragraph 4.3.1, at cryogenic temperatures
MOSFET devices show an increase of their threshold voltage. At 4 K, for this process,
an increasing of around 100 mV for the NMOS devices and 150 mV for the PMOS
devices have been measured. This limits heavily the performances of the comparator,
especially considering that for the first decisions it should work with an input common
mode close to half of the V,.; (i.e. 0.55 V in our project), where the input differen-
tial pair is very close to the subthreshold region. Considering the smaller delay of the
NMOS comparator and the smaller increasing of threshold voltage at 4 K, the NMOS
comparator sounds more efficient and more reliable for cryogenic operations. This
choice forces a modification of the switching algorithm respect to the "set-and-down"
one. Keeping in mind the low complexity of the monotonic algorithm, a slight modi-
fication is necessarily required. Instead of pre-charging all the capacitors to V,.; and
then executing only the discharging to ground during the conversion, the two largest
capacitors of each side of the CDAC are connected to ground. For the two most sig-
nificant bits, then, the algorithm is inverted, implementing a "set-and-up". During the
first 2 decisions, the capacitors of one side are charged to V;..¢ through PMOS switches.
This leads to an increase of power consumption respect to the classical algorithm, but
it allows the use of a NMOS comparator.

Instead of keeping the "set-and-up" algorithm for all the bit cycles, a change of al-
gorithm is performed, switching to the "set-and-down" for the remaining bits. Keep
increasing the input common mode is not an efficient solution, as shown in figs. 4.10
and 4.11. Comparator thermal noise and offset, in fact, continue increasing while the
delay time does not benefit sufficiently. Furthermore, the charging of the capacitor
would still use PMOS switches, with lower efficiency. A change of algorithm after the
first two bits from "set-and-up" to the conventional "set-and-down" is chosen, improv-
ing the efficiency in the DAC settling and the performances of the comparator in terms
of speed-power trade-off. The behaviour of the comparator input common mode and
differential mode are shown in Fig.4.15 during the normal operations of the converter.

It is well known how a variation of the comparator input common mode leads to
a variation of the comparator offset during the different bit cycles, i.e. to a converter
distortion. On the contrary, a constant input common mode would guarantee a constant
offset, that it reflects as a converter offset and then easily calibrated off-line. We decided
to avoid a switching algorithm capable of providing a constant input common mode,
because of the chosen SAR topology, that it will be described later. In the chosen
topology, N different comparators are implemented for the N different comparisons.
Thus, intrinsically they will have different offsets, regardless of the switching algorithm
used. A calibration procedure in order to get rid of the comparators’ offset will be
implemented, allowing also the introduction of the proposed switching algorithm.

4.5.4 Asynchronous logic

One important choice in the design of a SAR converter regards the timing of the com-
parator operations. The main classification is between synchronous and asynchronous
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Figure 4.15: a) DAC common mode variation during different conversion cycles: the first 2 bits follow
the "set-and-up" algorithm, the leftovers the "set-and-down". The dashed red curve is the input signal
common mode. b) DAC differential mode variation during different conversion cycles. It is possible
to recognise the sampling phase, where the DAC differential signal is equal to the input differential
signal (red dashed curve); during the conversion, it converges to zero, following the typical binary
approximation algorithm of a SAR.

timing. Synchronous SAR employs a clock signal that is derived from the sampling
signal, with a frequency that is a fraction of the main clock signal one. The clock fre-
quency is equal to the sampling frequency divided by the number of bit of the converter
resolution. For each bit, the dynamic comparator must be triggered and then reset af-
ter it has taken the decision. The clock period must be long enough to guarantee the
proper decision of the comparator, the storage of the result in a latch and then the reset
of the comparator. If the comparator is proper designed, only one of the decision in the
whole conversion is critical and can induce metastability. Metastability occurs when
the input signal of the comparator is so small that the output of the comparators has
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not reached the full CMOS levels. Consequently, the CDAC could be not driven prop-
erly and an error in the output code will be present. The type of switching algorithm
also contributes to the metastability and can mitigate this kind of code errors. Another
solution to reduce the probability of metastability consists in spending more time for
each bit-cycle, so that the comparator can take the correct decision even for smaller
inputs during the single critical cycle. In synchronous SAR, this solution may mitigate
metastability issue with severe penalties of speed performance. In fact, to reduce the
metastability of one possible critical decision in each conversion period, every bit cycle
must be enlarged.

A clever solution is represented by the asynchronous SAR. Presented for the first
time in [153], the asynchronous SAR does not need an external clock for the comparator
operations. After each comparator decision, a digital block detects it and generates the
clock signal to reset the comparator and than trigger it for the next bit cycle. In this
way, each bit cycle can have a different time period, depending on the input amplitude
and the relative criticality. The only condition that must be guaranteed is that during
a conversion cycle, all the decisions take place (depending on the requirements on the
converter BER).

The main differences between the two timings are depicted in Fig.4.16. In asyn-
chronous SAR, in order to reduce the possibility of metastability, only one bt cycle has
to be longer, instead of all bit cycles as in synchronous SAR, increasing significantly
the speed performances. The complete analysis on metastability in synchronous and
asynchronous SAR can be found in [170, 171].
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Figure 4.16: Waveform diagrams of: a) synchronous SAR, b) asynchronous SAR.
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4.5.5 Loop Unrolled SAR

The conventional SAR topology presents a limitation of the maximum achievable speed
due to the critical path length, even with asynchronous timing. As shown in Fig.4.16,
after each decision of the comparator, the result must be store in a memory element
(as a latch) which will drive a branch of the CDAC, according to the chosen switching
algorithm. Meanwhile, the comparator can be reset in order to be ready for the next
comparison. An alternative SAR topology, called loop unrolled, proposed for the first
time in [158], employs a different comparator for each bit cycle, instead of a unique
comparator (Fig.4.17). In this way, each comparator, after its decision, does not need
to be reset, but thanks to its latch behaviour, can store the result and drive the respective
branch of the CDAC. Thus, the critical path is shortened because of the suppression
of the latch time in each cycle. It is worth noting that employing a dynamic compara-
tor as the StrongARM comparator, which does not dissipate static power, the power
consumption for the comparators is exactly the same. In fact, instead of a single com-
parator triggered N times in a conversion cycle as in a traditional SAR, there are N
comparators triggered only once for conversion cycle. Actually, this mechanism miti-
gates the electromigration and self-heating, having reduced the switching activity in the
comparator. This architecture allows speed up and power saving, due to the removal
from the critical path of the latch for storing the result of each comparator decision.
The reset of all the comparators takes place at the end of the conversion cycle, and it is
relaxed since it is not in the critical path any more. As a result, also the speed require-
ment of the reset switches S1-4 in the StrongARM comparator (Fig. 4.9) are relaxed,
allowing minimal size transistors and then less parasitic loads on the critical nodes of
the comparator. It is worth noting from Fig. 4.17 that the intrinsic principle of loop
unrolled SAR is asynchronous, because after each decision, a proper circuit detects it
and triggers the next comparator, waiting a proper delay longer than the DAC settling
time. A possible circuit which generates the ready signal for the following comparator
is shown in Fig.4.18. The first nand gate determines the comparator decision, while the
following logic gates recognizes the end of the conversion or the beginning of the sam-
pling phase. An additional programmability has been added in the path, because of the
possible variations at cryogenic temperatures. It is possible, by means of an additional
configuration bit, to add two inverter delays in the path of enable signal generation. In
this way, more settling time is allowed for the DAC, in the case of arising of settling
time errors due to changings of device behaviours at 4 K.

The typical clock waveforms of asynchronous timing in loop-unrolled SAR is de-
picted in Fig.4.19. In this architecture it is also straightforward to run the converter
faster, at the cost of less resolution. In fact, by means of the addition of few logic gates
and configuration bits, it is possible to disable the ready signal that triggers the last
comparator (or also the second to last and so on).

The main drawback of the loop unrolled architecture is, a part the increasing of
circuital complexity due to the presence of N comparators instead of only one, the effect
of the comparators’ offset on the converter resolution [172]. In a traditional SAR, an
offset of the comparator, as long it does not vary from cycle to cycle, is reflected into a
converter offset, that can be ignored in many applications or easily calibrated off-line.
In a loop unrolled SAR, on the contrary, the offsets of the different comparators may
introduce distortion, in a similar fashion as in flash converter. Then, the need of an
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Figure 4.19: Timing of asynchronous clocks in loop unrolled SAR. On top the sampling signal provided
from outside, below the clock signals that enable the different comparators.

offset calibration for each comparator becomes mandatory.

The use of N different comparators for the N different bit-cycles, beyond the advan-
tage of reducing the critical path, allows also the optimization of each comparator in
terms of noise/power. As well known, the last bit-cycles during the SAR conversion
are the most critical. In fact, the differential voltage of the CDAC is halved every bit
cycle; then, the probability of making a mistake during the comparison due to thermal
noise increases exponentially with the number of cycles. A possible optimization on
the power allocation for the comparators has been proposed in [173]: sizing differently
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each comparator according their respective bit cycles, it is possible to save power for
the comparators allocated for the first bit cycles and spending more power for the com-
parators employed for the last decisions. The net result is a power saving compared
to the traditional design of N equal comparators, tarketing the same effective resolu-
tion. A simpler approach that allows power saving without introducing the complexity
of N different comparator sizings and layouts, consists in using two different sets of
comparators: a low power/high noise sizing for the MSB comparators, and a high pow-
er/low noise sizing for the LSB comparators.

4.5.6 Calibration network

There are several ways to implement the calibration of the comparator offset. Two
main categories of calibration will be discussed: background and foreground. The
background calibration runs continuously and it is usually implemented in circuits
where it is needed to track continuously the variations of the quantity that must be
calibrated. It is also a solution frequently adopted in the literature with loop unrolled
topologies [172]. Usually, an additional bit cycle is allocated for the calibration of all
the comparators. In this extra cycle, the differential inputs of the converter are shorted;
the N comparators decide all together and their decisions are used to correct the offsets.
The offset correction occurs by means of a self-calibration circuits, one for each com-
parator. This procedure is also beneficial for metastability. In the case that metastability
occurs, in fact, the extra cycle used for calibration is skipped and the period is used for
solving the metastability. Typically, the missing of one cycle of calibration does not
impact on converter performances.

In the application for which this data converter is designed, fast PVT variations are
not expected. Actually, working at cryogenic temperatures in dilution refrigerators,
the environmental conditions are well controlled and stable because of the qubit re-
quirements. For this reason, we opted for a foreground calibration. The foreground
calibration runs only at the start-up of the converter, or it can be duty-cycled during the
normal operations. After the calibration loop has been run, the configuration bits are
stored in a memory and the calibration network works statically.

The introduction of a static DAC for the calibration of the offset of each compara-
tors is required. As already mentioned in paragraph 4.5.2, a possible way is to add
programmable bank of capacitors on the comparator internal nodes P,Q (Fig.4.9). How-
ever, this approach can limit severely the maximum speed of the comparator and it is
preferred in higher resolution, lower speed application. An alternative solution [174]
implements a current DAC which injects currents on the nodes P,Q to compensate the
unbalance due to the offset; it has the drawback of introducing an additional static
current consumption, function of the offset that needs to be corrected.

The calibration network chosen for this design consists in a 6 bit resistive DAC,
which provides the differential signals for two differential pairs added as shown in
Fig.4.20. The two additional pairs are used to split the calibration in a coarse and a
fine part, in order to reduce the DAC complexity. The pair for coarse calibration made
up of M1c-M2c is a scaled version of the input pair M1-M2, with a width ratio equal
to 1/4. The common mode voltage from the resistive DAC is set to 3/4V4, thus the
differential voltage (V.. — V._) generated by the DAC can be set to a maximum value
of 0.55 V, that implies a maximum calibratable offset voltage of 0.55V /4 = 0.1375V
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from the coarse DAC. The coarse calibration has only 4 bits, while the fine one exploits
all the 6 bit of the DAC resistor string. The additional pair M1{-M2f is sized with an
additional width ratio of 1/4, in order to calibrate offsets lower than 1 mV (i.e. less
than 1 LSB). Part of the calibration network is used by all the comparators employed
in the loop-unrolled SAR, sharing the same resistor string. In order to avoid cross-talk
from the different comparators, decoupling MOSFET capacitors have been added for
every devices of the additional calibration pairs.

This kind of calibration, employing additional differential pairs connected to the
internal nodes P,Q, also provides a speed up of the comparator delay time, at the cost
of increasing the comparator thermal noise. The same principle has been exploited
in [175] in the so called "gm-boosted Strong-ARM comparator. The additional pair
connected to the clock signal in [175] provides a common mode current that reduces
the amplification time. From 4.9, it is straightforward to evaluate the expression of the
comparator thermal noise with the presence of the additional pairs. A more efficient
result could be obtained by increasing the dimensions of the input pair, at the cost
of more attenuation of the full-scale range and more kickback due to the increased
parasitic capacitances.
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Figure 4.20: Schematic view of the Strong-ARM comparator with additional input pairs for calibration.

As already stated, the foreground calibration procedure is performed before starting
the conversions. Depending on the switching algorithm, the different comparators in
the loop unrolled topology may work with different input common modes. It is very
important to provide, during the calibration loop, the same input common mode present
during the normal conversion operations. In background calibration for loop unrolled
SAR [172], all the comparators are calibrated at once, providing the same input com-
mon mode for all of them. If that is the case, only switching algorithm able to guarantee
a constant input common mode are allowed. The chosen algorithm, optimized for fac-
ing the comparator behaviour changing at cryogenic temperatures, is based just on the
common mode variations of the DAC voltage and would not be suitable for background
calibration.

The easier way to guarantee the right calibration of the comparators’ offset, taking
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into account the input common mode variations, is to emulate the normal SAR opera-
tions during the calibration phase. Calibration is performed after shorting the top plates
of the CDAC as shown in Fig.4.24. During the sampling phase, only an input common
mode voltage equals to the one of the input signal that needs to be converted is present.
Then, the first comparator will receive a zero differential signal, with the same input
common mode as during normal operations. The decision of the comparator will de-
pend on the sign of the offset, and the result of the comparison will update the differen-
tial signals from the resistive DAC for the calibration pairs. After the decision, the first
branch on one side of the CDAC will be driven accordingly to the switching algorithm,
modifying only the common mode on the top plates. The same procedure is repeated
for all the comparators, emulating perfectly a normal SAR conversion. The result of
the decisions of each comparator will be used to update the digital input of the resistive
DAC. After M identical cycles of the calibration loop, where M is the number of bits
of the resistive DAC (the sum of the resolution of the coarse and the fine DAC), the
calibration loop is completed and the offset of each comparator is calibrated. Actually,
this procedure can run slower than the normal SAR operations and it will be repeated
several times in order to average the results of each calibration loop and achieve an
accuracy on the residual offset below the thermal noise level of the comparators.

4.5.7 Ping-pong SAR

Another critical block is represented by the input sampling switch. Considering the
maximum target frequency of 1 GHz, the linearity of the sampling switch can be a
major concern. A fundamental aspect about the requirements of the sampling switch
regards the sampling period, that is the fraction of the conversion cycle allocated for
the sampling of the input signal. Typically, in a single channel ADC the sampling
period is in the order of 10-20 % of the conversion period. This would mean that
only 100-200 ps are allocated for the sampling. As an example, in order to reach an
accuracy of 8 bit, a on-resistance of the sampling switch lower than 500 €2 would be
needed. This specification would be considering an input driver with a 0 {2 impedance;
considering also the output impedance of the input driver, than the sampling switch
resistance must be even lower and also the power consumption to guarantee a sufficient
driving capability would be very high. The design of the input driver will not be part of
this work; from now on, the focus will be only on the sampling switches.

Simulations on pass-gates performed at different input frequencies show that they
are not even sufficient to guarantee 6 bit of linearity at -55 °C. Fig.4.21 depicts the
comparison of pass-gate THD at RT and -55 °C: a deterioration of the THD at lower
temperatures due to the increase of the threshold voltage looks evident. Also tech-
niques of body biasing are not enough to reach a sufficient linearity at high frequency
and low temperature. This problem is well known in the literature also for RT design;
typical solutions employ bootstrapping techniques for the sampling switch as in [87].
However, these techniques require additional power consumption, as well as complex-
ity increasing; the risk of malfunctions of this critical block at cryogenic temperatures
dissuade us from the implementation of bootstrapped switches. We decided to adopt
a safer approach, choosing the available thick oxide devices present in the design Kkit,
that allows a maximum gate voltage of 2.5 V. With such a gate voltage, even at -55 °C,
a simple NMOS shows a sufficient linearity even at high frequency (Fig.4.22). This
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solution does not come for free: an increasing of the complexity and the power con-
sumption of the clock chain, in order to guarantee a sufficient low jitter on the higher
voltage clock needed for the sampling switch, is the cost that we have to pay.

T

——PG@27°C
——PG@-55°C

-35

-40

THD (dB)

-45

-50

55 .

0 20 40 60 80 100
., (MHz)

Figure 4.21: THD of a pass-gate varying the frequency of the sinusoidal input signal, compared at RT
and -55°C.
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Figure 4.22: THD comparison of a PG, a PG with body-biasing and a thick-oxide NMOS at RT and
-55°C.

Another improvement concerning the sampling switches, and in general the speed
requirement for every block of the ADC, comes from the implementation of time-
interleaving techniques. Adopting a ping-pong approach, i.e. a time-interleaving ADC
with two slices, half of the conversion period is allocated for the sampling of one slice
while the other is converting; the opposite occurs during the second half (Fig.4.23).
Moreover, it is possible to reach the target sampling frequency of 1 GHz with a single
slice SAR capable of working at 500 MHz, relaxing the speed requirements for the
comparators and the logical circuits. Speed improvement due to time-interleaving are
not gained without any drawback. A part from the obviously doubling of the area and
power consumption, time-interleaving ADCs require matching conditions between the
different slices [12]. Gain, offset and bandwidth mismatch, as well as time-skew be-
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tween the two sampling clock edges, may introduce additional spurs on the converted
signal spectrum. Additional calibration circuitry must be implemented to limit these
sources of errors, together with off-line calibration of the whole ADC.
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Figure 4.23: Block diagram of ping-pong architecture and waveform of clock, input and output signals.

4.5.8 Final architecture

The proposed SAR converter implements a ping-pong architecture in order to double
the final sampling frequency. Problems of gain error and linearity mismatches between
the two slices will be calibrated off-line, while offset mismatch will be almost com-
pletely compensated with the foreground calibration implemented for each single slice.
Time skew between the two sampling signal will be calibrated by means of a fine align-
ment of the two clock signals, provided by an additional circuitry. The results of the
conversion will be stored in a SRAM with sufficient size to effectuate the spectrum
analysis of slow input signal down to 10 MHz. Each single slice is a SAR converter
with a programmable resolution N (from 6 to 9 bit). The converter architecture is a
loop unrolled that employs 9 different comparators. An optimization of the compara-
tor sizing is present, with two different sets of StrongARM comparators, one for the
least significant bits and the other one for the most significant bits. A modification
of the "set-and-down" algorithm has been implemented, in order to modify the input
common mode and to face the threshold voltage increase at cryogenic temperatures.
Additional programmability has been used to set two possible delays in the generation
of the asynchronous clocks, to mitigate potential settling time errors not observed from
simulations due to the lack of proper device models for cryogenic temperatures. The
foreground calibration loop allows the offset compensation of each comparator even in
presence of input common mode variations, differently from typical solutions present
in the literature. Fig.4.24 shows the final schematic view of the proposed SAR slice
designed for cryogenic environment.

4.5.9 Simulations and results

Due to the lack of proper device models at 4 K, simulations have been performed at
-55°C, that is the minimum temperature at which the models provided by the foundry
are fully characterized. Electrical simulations performed with Spectre simulator were
used to verify the behaviour of the single slice SAR ADC. The following simulations

134



4.5. Design of Cryo-CMOS ADC

PROGRAMMABILITY

Bt =
>R/ >R/>R/ S MSB MSB-1 LSB+2 LSB+1 LSB
64, 32¢, C, x| T ——F—r—T— 1

. l( —I— T ...—r —rl n Il 1 ~ I| ~
\ﬁ" .«: :/ cal samD\e:—> READY :: J— READvl»: . : - J—; READY :: J—
anpe L _L_L 1T " , 1 )"
oe, T 2T ¢ oL 1+ 1 UL L
<
I I I
1 I
1
librati M
control bits ™7~ CALIBRATION NETWORK

Figure 4.24: Overall schematic view of the SAR slice.

take into account only the post-layout parasitic extraction of the CDAC; for the other
blocks, the pre-layout schematic views were used.

Fig.4.25 shows the INL curves for all the possible resolution configurations, in nom-
inal conditions. Maximum INL of 0.54 LSB in the 6 bit configuration and a maximum
INL of 0.8 LSB in the case of 9 bit resolution have been observe. A worsening of the
linearity performance may be ascribed partially to the sampling switches and mainly to
the CDAC, that was designed for 6 bit linearity.
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Figure 4.25: Converter INL for the four possible nominal resolution.

To characterize the dynamic performances of the converter, spectrum analysis of
transient simulations (with and without electrical noise) have been performed, by means
of the FFT on the output converted data. Here, 9 bit and 8 bit configurations spec-
trum are shown (figs. 4.26 and 4.27), which represent the most critical case in terms
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of resolution. From transient noise simulations, a SINAD of 47.08 dB and 44.56 dB,
respectively in the configurations of 9 and 8 bit, have been obtained. The total har-
monic distortion simulated is sufficiently low for the target application. A total power
consumption of 274 pA in the 9 bit configuration confirms the great power efficiency of
the SAR converter and in particular of the adopted loop unrolled topology. Considering
a doubling of the power dissipation due to ping-pong approach, 13.7 uW/qubit would
be the result obtained from simulations. It is worth remarking that only parasitic extrac-
tion for the CDAC has been taken into account: an increase of the power consumption
for the comparator and the logic blocks is expected, and particular attention has to be
spent on the layout of each block.
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Figure 4.26: SAR output spectra with 8 bit nominal resolution, compared with and without electrical
noise.
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Figure 4.27: SAR output spectra with 9 bit nominal resolution, compared with and without electrical
noise.

Table 4.1 recaps the dynamic performances and the power consumption of the con-
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4.6. Discussion and conclusion

Table 4.1: SAR ADC performances in 9 bit and 8 bit configurations

Resolution fs SQNR SINAD THD Ppac Piogic  Pemp FoMw
(bit) (MHz) (dB) (dB) (dB) (LW) WW)  (uW)  (fJ/conv)

8 500 48.07 4456  -6597 109.24 101.73 30.51 3.75
9 500 53.58 47.08 -64779 11044 109.80 54.44 2.98

verter in the two configurations with highest resolution. The power dissipation has
been split in the different contributions: from the CDAC, the logic blocks and the com-
parators. A FoMy of 3 = 4 fJ/conv is obtained from simulations at -55°C. A slight
worsening is expected after the extractions of the post-layout parasitics of the whole
converter, while it is not easy to predict the performances at cryogenic temperatures.
Higher threshold voltages could limit the comparators’ speed (even if proper counter-
measures have been adopted during the design), but thermal noise drop could further
increase the SINAD in the 9 bit configuration. However, if the reported FoMy would be
confirmed (or at least its order of magnitude), even at RT the proposed converter would
be competitive with the actual state-of-the-art. Concerning cryogenic temperatures, it
would represent a big step forward respect to the works present in the literature. Its
characteristics make it appealing for present setups of qubit RF reflectometry readouts,
and still suitable for the coming years.

Fig.4.28 shows 10 MC runs of the SAR converter, highlighting the effectiveness of
the proposed calibration. Calibration has been run for the first 150 ps at lower fre-
quency respect to the normal operation frequency. At the end of the calibration phase,
a sinusoid has been applied. In the graph on the right, a zoom on the converted si-
nusoudal waveforms of the 10 MC runs show the effectiveness of the calibration. In
all the 10 MC runs, dynamic performances are confirmed. A part for a small residual
offset, different gain errors in the 10 realizations are noticeable. This kind of error, that
could introduce additional spurs in a ping-pong architecture, will be calibrated off-line.

4.6 Discussion and conclusion

This chapter presents the description of a full-custom design of a SAR converter for
cryogenic applications in 40 nm CMOS technology of TSMC. The converter is thought
for quantum computing applications, more precisely for radio-frequency reflectometry
readout interface of spin qubits. A brief description of quantum computing and cryo-
CMOS design is present, in order to contextualize this work. The focus is on the most
challenging requirements for conventional electronics aimed to work in an extreme
environment as the liquid helium stage in a dilution fridge. A ping-pong approach,
with two loop unrolled SAR slices, has been adopted to reach a maximum sampling
frequency of 1 GHz and a programmable resolution from 6 to 9 bit. This work has
concentrated on the optimization of the single slice, implementing ad-hoc techniques
for cryogenic applications. Electrical simulations performed at -55 °C, taking into
account also electrical noise, show a FoMy around 3 fJ/conv, which is comparable
with the actual state-of-the-art. If proven to work at cryogenic temperatures, this ADC
would be the fastest converter operating at 4 K.
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Figure 4.28: 10 MC runs of transient simulations of the SAR output, converterd in voltage. a) Complete
transient with initial calibration procedure and conversion of the sinusoidal input signal. b) Zoom of
the previous graph of the 10 MC runs of the converted sinusoid.
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APPENDIX

Time-discrete analysis of switched-capacitor
circuits

A.1 Switched-Capacitor circuits

Switched-Capacitor (SC) circuits find their natural implementation in the CMOS pro-
cesses, due to the possibility of realizing good switches and operational amplifiers with
high input impedance. Thanks to the capacitive ratios employed for realizing precise
gains, no resistors are needed, avoiding a resistive load for the amplifier. In this way, the
amplifier may be designed with a single stage topology, achieving a large gain thanks to
the high output impedance, thus reducing a lot the design complexity. Furthermore, SC
integrators allow large and precise time constants without large values of the passive el-
ements. The basic principles of SC circuits are: 1) the sampling of the input voltage on
a capacitor; ii) the transmission of the charge proportional to the input voltage on other
capacitors. Both operations must be performed correctly; amplifier finite dc gain, noise
and offset may affect heavily the overall performances. Due to its intrinsic discrete-
time nature, this kind of circuits is extremely popular for sampled-data systems, as in
Analog-to-Digital Converters.

The limit of SC circuits, of course, is related to their application for time-continuous
signals. Because of the intrinsic sampling operation, a proper relationship between the
circuit clock frequency and the input signal bandwidth must be ensured. Furthermore,
the operational amplifier speed must be high enough to guarantee a proper settling of
the capacitor voltages in half of the clock period.

The two pivotal SC building blocks are SC integrators and amplifiers. In this ap-
pendix, we will focus on the first category, due to its importance in DT A-3 modulators,
as analysed in chapter 2 and 3. Besides a general analysis of the parasitic-insensitive
integrator, considering also the effect of finite dc gain and noise of the operational am-
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plifier, we will deeply analyse the behaviour of the novel two-stage, high dc gain, SC
integrator proposed in [102].

A.2 Parasitic-Insensitive Switched-Capacitor Integrator

The parasitic-insensitive integrator is one of the most important switched-capacitor cir-
cuits, very diffused in A-X and time-discrete analog filters. The circuit, shown in
Fig.A.1, is made up by an operational amplifier with a dc gain A, two capacitors C
and CY, and four switches driven in two alternative phases. The name of this circuit
is due to the low sensitivity of the charge transfer from the parasitic capacitors of the
switches. In this configuration, the two input signals (V; and V%) are sampled at the
end of phase 1 and phase 2, respectively; a charge proportional to the difference of the
input signals is periodically transferred to the integrating capacitor C'z, implementing
the accumulation (i.e. the time-discrete integration function).

C. Ci
o
\tr { | Vout

V, =

Figure A.1: Schematic view of the parasitic-insensitive switched-capacitor integrator.

In this first analysis, the ideal behaviour of the circuit will be studied, neglecting
the effects of amplifier offset, noise and finite dc gain; switch non-idealities will be ne-
glected as well. In order to study the circuit, the charge accumulated on each capacitor
at the end of each phase can be derived from the differential voltage on the capacitor
itself. Then the charge transfer from one phase to the following one allows us to derive
the final expression of the output voltage at the end of each phase. It is possible to write
the differential voltages on the capacitor C's and C'r in the two phases, considering the
signs as expressed in Fig.A.2. The timing diagram of the clock cycle which controls
the two sampling phase is reported in Fig.A.3. It is worth mentioning that two non-
overlapping phases are required in SC circuits, to not spoil the correct charge transfers
during the clock transitions. With V}c(z), it is indicated the value of the voltage V. at the
end of the phase i.

1) _ 1)
{ ‘f%g o 1) (A1)
VC(‘? _ ‘/2(2)
{V(Q) _ _V(Q) (A.2)
Cp out

The voltage on the capacitor C'r at the end of the phase 2 can be written as the
voltage on the same capacitor at the end of the previous phase, plus an increment of
voltage due to the variation of charge transferred from the capacitor Cs from phase 1
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Figure A.2: Configuration of the PI integrator in the two phases: a) phase 1, b) phase 2.

1-2-12ﬂ
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Figure A.3: Timing diagram of the clock signal that drives the switched capacitor circuit. The two
phases are indicated. The sampling instants at the end of each phases are represented as the se-
quence: nT-T, nT-T/2, nT, +++

to phase 2:
(1—-2) (1—2)
vy, AQc, —yW® 4 AQA (A.3)
Cr Cr CF Cr Cr .
AQ4 = Cs(VE = Vi) = s =) (A4)

It is possible to write the output voltage at the end of the phase 2 combining equa-
tions egs. (A.1) to (A.4) and obtaining:
W, Cs

Vit =Vour + & (V" = 2?) (A5)

Considering that the output voltage during phase 1 is the same as in phase 2 (phase
1 is called the hold phase), we can write the output voltage at the end of phase 2 and
the next phase 1 as:

(A.6)

out

Vot = Vo + &0 = 13?)
Vo = Viaud + CS = - 1)
Cs/CF is also called the integrator gain, from now on expressed with k, and it sets

the integrator unity gain-frequency.
It is possible to write the expression of the output, for example in phase 1+, in

the z-domain, typically used to describe the behaviour of discrete-time circuits as the
switched-capacitor ones:
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Vout (2) = Vour(2) 271+ k(Vi(2)27 ! — Vz(z)z’lﬂ) (A.7)

Defining the input signal V;,(z) = Vi(z) — Va(2)z'/2, we can write the integrator
transfer function in the z domain as:

Vour(2) k27!

Viny 1 —271
The last expression is the ideal transfer function of an integrator with delay, also

called forward Euler integrator. Using the substitution z = e/>™/T where T is the

sampling clock frequency, it is easy to obtain the integrator transfer function in the
frequency domain:

H(z) = (A.8)

%ut(f) B ke—jwaT/Q
Vinpy — 2Jsin(2mfT/2)

Fig.A.4 shows the comparison of the magnitude Bode plot of the discrete-time (DT)
integrator transfer function, compared to the continuous-time (CT) integrator (1/j27 f)
and the frequency response obtained by means of the Tustin transformation of the CT
integrator. It is worth noting how the DT integrator approximates almost perfectly the
CT integrator, for frequency lower than a decade of the sampling frequency. The z-
transformation of the CT integrator approximates better the DT integrator response but
stills introduces some errors for f close to the sampling frequency.

H(f) =

(A.9)
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Figure A.4: Comparison of magnitude Bode plot of discrete-time integrator, continuous-time integrator,
and the z-transformation of the continuous-time integrator.

The integrator unity-gain frequency, as it looks evident from the graph in Fig.A.S, is
directly proportional to the gain k of the integrator.

A.2.1 Finite dc gain

In order to study the effect of the amplifier finite dc gain on the integrator transfer
function, it is possible to replicate the calculations done in the previous paragraph,
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Figure A.5: Comparison of the magnitude Bode plot of the z-transform function sweeping the integrator
gain k.

considering a constant amplifier gain A. Due to the finite gain, at the inverting input of
the amplifier, it will not be present zero (perfect virtual ground), but a voltage equal to:

- out/A-
Than, it is easy to rewrite equations egs. (A.1) and (A.2) as:

[ o
(1) Vil (1) ‘
Ver = =75 = Voui
(2)
V@ _ @ 4 Vil
Os = 72 A (A.11)

2 v.2) 2
V) = - Yot — V3

From those, repeating the same algebraical calculations seen before, the expressions
of integrator output at the end of phase 2 and 1+ are:

‘72 ‘72’ ‘71 ‘72 V(z)

o(ut) = o(ut ) 1+AA]€( 1( ) 2( ) OAM) (! 12)

Vv 1 V 1 V 1 V. 2 V(l ) '
o(ut = o(ut) 1+A4 k( 1( ) 2( ) OuAt )

The integrator transfer function in the z domain, considering the finite gain A, can
be written as:

‘/out(z) A k21

Viny 1+ k+ AT — 1A

H(z) = (A.13)

It is easy to verify how, for the limit of A to infinite, the integrator transfer func-
tion becomes the expression in A.8. This transfer function is equal to the one of a
continuous-time low-pass filter, with dc gain equal to A and cut-off frequency around:
g—ﬂk/(l + A), as shown in Fig.A.6.

In this condition, the integrator is also called "leaky integrator”, and it is possible to
express its transfer function with the following generic expression:
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Figure A.6: Comparison of the magnitude Bode plot of the z-transform function sweeping the integrator
gain k.

Vour(2) . Azt
V; (2) N 1—az!
where ) is the integrator gain error and p is the integrator phase error. Typically,

the phase error is more critical in many applications like state-variable filter or A-3
converter. For the parasitic-insensitive, the two errors are:

H(z) = (A.14)

A= A 1 _ _1+k
TO1+k+A T 1+k+A

A (A.15)
T O14+k+A T 1+k+A

Both errors are inversely proportional to the dc gain of the amplifier.

A.2.2 Noise analysis

In this paragraph, we will concentrate our attention on the noise analysis. About the
offset, it is straightforward to notice that an amplifier offset is reflected directly in a
input-referred integrator offset.

The following noise analysis of the parasitic insensitive integrator follows the one
proposed in [45]. The referred-to-input (RTI) noise of the SC integrator can be evalu-
ated considering the expression of the output noise in the z-domain, and then dividing
for the integrator transfer-function. In this analysis, we will be considered only ther-
mal noise, neglecting flicker noise component. The RTI power spectral density of the
amplifier can be expressed in a general way as: 4k7T'/G 7y, where GGy is the transcon-
ductance of the input pair, while v is a multiplicative factor that takes into account the
amplifier topology. With that expression, the amplifier noise looks like the one of a
resistor equal to 1/G, with an excess of noise 7.

Fig.A.7 shows the equivalent circuit for the noise analysis in the two phases. The
switches are represented with their r,,, resistance and the relative thermal noise source.
The amplifier, instead, it is represented with its input impedance (Fig.A.8-a) and the
RTI noise source.
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Figure A.7: Schematization of the PI integrator in the two phases, considering the on-resistance and
the noise from the switches, and modelling the amplifier with its input impedance and RTI noise. a)
Phase 1; b) phase 2.

In order to consider the input impedance of the amplifier, we will consider a single-
stage amplifier topology (as a folded-cascode amplifier, that is a standard choice in
several implementations). Under the hypothesis of output resistance much higher than
the inverse of the input transconductance, (that is the typical case), it is possible to
consider Z;, constant, equal to 1/G},, as it can be easily derived from the small signal
model depicted in Fig.A.8-b.
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Figure A.8: a) Input impedance of the operational amplifier with capacitive feedback. b) Small signal
model of the operational amplifier.

During phase 1, the voltage noise on capacitor C's can be expressed in the frequency
domain as:

o Uni +Un2
1+jf/fp1

where f; is the cut-off frequency of the RC circuit of phase 1, i.e. f,; = 1/(272r,,Cs).

In the transition from phase 1 to phase 2, the noise voltage on capacitor C'g is sam-
pled, leading to noise fold-over.

In phase 2, in addition to the noise contributions from the switches, there is also the
noise contribution of the amplifier, filtered by a different RC network:

Vaes(f) (A.16)

Un3 + Un4 + Un—oa
L+ 351/ fo

where f,» = 1/(2m(2r,, + 1/Ga)Cs). A charge proportional to the difference
of the sampled noise voltages at the end of the two phases is then transferred to the
integrating capacitance C'r. It is possible to evaluate the noise power of the difference
of the noise voltages in the two phases as:

Va—cs(f) = (A.17)

A‘/n—Cs (f) - Vn—Cg(f) - Vn—Cs(f) (A18)
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_ Snl —f- Sng + Sn?, + Sn4 + Sn—oa
L+ (f/fn)? L+ (f/fp2)?

Under the condition of r,, < 1/G} (i.e. the circuit settling time is not influenced
by the switch on-resistance), we obtain:

Sav(f) (A.19)

T ™ kT
Pay = (Snl + Sn2)fp1§ + (Sn?) + Spa + Sn—oa)fp2§ = 0—(1 + ’)/) (A.20)
s
The expression of the output noise voltage in phase 1+ is then:
C
Vngi—;)ui = Vn(i)out + UﬁLlj;)a - 'U1(117)oa + C_SAVCS (Azl)
F

Rewriting the last equation in the z-domain:

AV
1— 21

Dividing this expression for the integrator transfer function, we obtain the expres-
sion of the RTI noise voltage:

Vn—out(z> = Vn—oa(z) +k (A.22)

1— 2zt AVCS
kz—1 271
The amplifier noise is multiplied for (1 — 271), that is the operation of the derivative
in the z-domain. We will demonstrate in the next paragraph that it is easily negligible.
Thus, it is possible to write the expression of the RTI power spectral density in the
frequency domain, and from that evaluating the RTI noise power:

(A.23)

Ve rr1(2) = Vi_oa(2)

Sn—rri(f) = Sav(f) (A.24)
kT

Po_grrr = Pav ~ C—(l + ) (A.25)
s

The RTI noise power is practically the same of the sampling capacitor Cg. It is
difficult to go below the limit of kT/C noise, a part from few exceptions [176]; defini-
tively, it is important to minimize the factor v, optimizing the amplifier topology and
sizing. In case of fully-differential implementation, due to the presence of two sampling
capacitors, the contribution of sampling noise is exactly doubled.

A.3 High-gain Switched-Capacitor Integrator

In this paragraph, the description of the two-stage, high-gain switched capacitor in-
tegrator [102] is provided. The novel integrator is thought to be implemented with
inverter-like amplifier in order to work with ultra-low supply voltages. It presents in-
teresting features, as a very high dc gain and the implementation of correlated-double
sampling technique, making it appealing for inverter-like designs. Furthermore, having
the output always valid (differently from typical switched-capacitor circuit with CDS
technique), it can be employed as a continuous-time operational amplifier for feedback
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A.3. High-gain Switched-Capacitor Integrator

amplifier configurations, if the input signal bandwidth is much lower than the sampling
frequency and anti-alias filter is placed before the integrator [103].

As seen for the parasitic-insensitive integrator, the analysis of the ideal behaviour of
the circuit is described. Than, the effects of amplifiers’ finite dc gain and noise are will
be taken into account.

Cr ,
Cs _—I 1
o
ARG
ke~

3

Figure A.9: Schematic view of the proposed two-stages, high dc gain integrator.

The study of the circuit behaviour is similar to the one used in the previous section
for the parasitic insensitive integrator. It is possible to write the differential voltage on
all the capacitors in the two phases depicted in Fig.A.10:

Figure A.10: Configuration of the proposed integrator in the two phases: a) phase 1, b) phase 2.
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Appendix A. Time-discrete analysis of switched-capacitor circuits

(Ve = Vil - v

Ve, =V = VY (A26)
Ve =V |

\Vey =V - v

(VD =V -1

V) =V - v A2

Vi = Vi = Vi '

\Vey =V - Vg

To obtain the expression of the output voltage in phase 2, it is necessary to start
analysing the circuit from phase 2- (whose expressions are the easily obtained from
A.27). From the charge transfer from Cs to C in the transition from phase 2" to 1, it

1s possible to evaluate Vo(ll):
AQE " e 898

(1) 27)
VCT = VC('T + -~ = VéT CT

Cr (A.28)

AQE 7Y = s (VY —vE ) = sV — v v — VP (A29)

Gs
Cr

To evaluate the expression of the output voltage V., the charge transfer from C7 to
C'r during the transition from phase 1 to phase 2 is derived:

Vv = v v =vE v v 22 v v vy (a30)

2 1 c G c
V2 =V + o Ve (A31)

AQe,” = Or(VE) = V&) = CrlVy = Vi) = (Vi = Vi)

C - _ (A.32)
- O—j(VF L A VA 4D
C - C -
VS =v2 v =vi + 2 —vE ) + (1 25 (v - vg )
C O -
— o V=V - v =)
(A.33)

It is possible to write the expression of the output in the z domain, neglecting the
effect of amplifier finite gain, offset and noise (V;; 2 = 0):
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A.3. High-gain Switched-Capacitor Integrator

Vout (2) = Vour(2)27" + %(vgzl/2 —Viz ™ (A.34)
F

Indicating with Vj,(z) = V52'/2 — V4, we can write the integrator transfer function
in the same form of the ideal one:

‘/;)ut(z) - CS Zil

H(z) = Vin(z) COpl— 21

(A.35)

A.3.1 Noise analysis

In order to study the effect of amplifiers’ noise on the overall integrator performances,
we need to consider the RTI noise v,,; » of each amplifier in the terms V;; 5 and replace
them in A.33:

_ C _
= ol (14 G5 0 - o3)
F

(A.36)
Or @ ey - Cs o ey
CF nl nl
It is now possible to write the expression of the sampled output noise in the z do-
main:

CF (Unl Unl

o)1 = 7 = (14 5 ) a1 = +7) = a1 = =)
F F
C (A.37)
— ()2 (1 = 272
Cr

Cr Cr Cy 1/2(1 -z 1/2)
— + — - _ = ~ - 7 A.
Unout(z) (1 O )UnQ(Z) C Unl C Unl(Z)Z 1 e 1 ( 38)

With the inverse z-transform, we can write the following expression of the sampled
output noise sequence:

C
Vnout(NT) = (1 + —T> Un2(nT') — C—ivnl(nT)

S (A.39)
— 2N " o (kT — T/2) — vy (KT — T)]

k

where it is possible recognize two different kind of contributions: the first two terms
are the sampled noise of A; and A, multiplied for proper capacitive ratios; the last term
is given by the accumulation of the differences of two noise samples of Al. As a result,
a part from the CDS mechanism, the time-discrete integration of Al noise implies that
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Appendix A. Time-discrete analysis of switched-capacitor circuits

this is the leading contribution of the integrator noise. It is interesting also to evaluate
the expression of the RTI noise:

Unrrr(2) = (1 + ﬁ) Vpa(2)2(1 — 271 — ﬁUm(z)z(l —2z7h
Cr Cr (A.40)
— %Um(z)(l _ 2—1/2)2,1/2
Cr

Unrrr(NT) = (1 + %) (Vne(T +T') — vpe(nT +T))

C C
— Lo (0T +T) — ;1 (nT +T)) — == (01 (kT + T/2) — vn1 (kT))
CF CF
(A41)
Referring to the input, it is still possible to recognize the two different kind of con-
tributions. In a similar way as discussed in [15], we can consider the two fictitious

transfer functions that filters the time-continuous noise v, (t) and v,3(t), before the
sampling operation:

() = (14 5 ) o 2(0) = o (D H () = & (O
F F F
(A42)
Hyp(f) = 2jsin(m T, )e ™/ Tk (A.43)
Hypo(f) = 2jsin (g chk> eti5 /Lo (A.44)

|Hr/2(f)]? is periodic with period 27, (where T is the inverse of the clock fre-
quency) and the sum of the odd and even harmonics give a constant contribution [15].
|Hr(f)|? is periodic of period T, and its contribution is noticeable only for f ~ f./2.
It is easy to verify that the contribution related to Hr(f) is negligible. Then, the RTI
PSD of the integrator results in:

2 kT 2
Srri(f) ~2Spp1Beg-n1— = 27— (A.45)
fck C(S ck

Basically, the RTI PSD has the general expression of the KT/C noise from the sam-
pling operation of the capacitor C's, considering also the factor v, that is the excess
noise of the first amplifier. The noise contribution of the second amplifier is negligible,
as well as the flicker noise of both amplifiers, thanks to the CDS operations.

A.3.2 Finite dc gain and offset

Performing detail calculations about amplifier finite dc gain A; and A,' is very tedious
and we do not have reach so far a close expression in the z domain as equation A.13 seen

'With A; and As we will refer to both the amplifiers and their dc gain.
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A.3. High-gain Switched-Capacitor Integrator

for the PI integrator. Basically, it would be sufficient to replace V; with the expression
which takes into account the finite gain of the amplifier (as A.46, which takes into
account also the amplifier offset). Here, we propose a different approach that allows an
easily evaluation of the finite dc gain and RTT offset of the integrator, as a function of
the amplifiers’ dc gain.

The general expression of the amplifier output voltage, taking into account both
finite dc gain and offset, is:

V,=—AV; + V) (A.46)

Analysing the integrator behaviour for z — 1 (dc behaviour) and constant inputs V5
and V7, due to the finite gain of the amplifiers we will reach a point where C's do not
transfer charge to C'r any more, and consequently C'r do not transfer charge to C'r and
the output does not change. C'y; as well is not subjected to voltage variations between
the two different clock phases. Under these assumptions, it is easy to find the following
expressions:

Vvl =0V -vi =V - v (AA4T)
Vé =V =0 VP v = v (A48)
Vv 0o v@ -y =y —y (A.49)

From equations A.47 and A.48 it is possible to write:

Vi =—A,vP - vi") = 4 (Ve — W) (A.50)

VI =V v® = A (VP 4 Vi) -V = — (A2 A) (Vo= Vi) = A Vi (A1)

Replacing the expressions of Vo(ll) and Vi(f) in A.49:

VP = v vV v = (A2 A+ 1) (Ve — Vi) — A Vi (A.52)

1

VD = — Ay (VP 4 Vi) = Ap(A2+ A+ A1) (Vo — Vi) + A1 AyVigr — AsVies (A.53)

From A.53 it is possible to state that the finite dc gain of the integrator is proportional
to A;A2. If we employ two amplifiers with the same dc gain A; = A, = A, the
integrator finite dc gain is proportional to A3. For this reason, as proposed in [102], this
topology matches perfectly inverter-like design for low and ultra-low voltage design.
In fact, even if the single amplifier shows a dc gain of few tens, the overall dc gain is
above several thousands, that is enough large for many applications.

Concerning the referred-to-input offset, it is possible to write:

V o ‘/iolAlA2 - ‘/io2A2 o ‘/iol o %02
i0o—RTI — A%AQ - Al A1A2

(A.54)

151



Appendix A. Time-discrete analysis of switched-capacitor circuits

Due to the dc finite gain, a residual offset is present, despite of the CDS mechanism
above described. The offset contribution of the second amplifier results negligible com-
pared to the contribution of the first amplifier. In inverter-like designs where the virtual
ground of the circuit is V;y and it is generated by means of a third inverter, the offset
Vio1 consists, actually, in the mismatch between V;yy1 and Vny 3 (the inversion volt-
age of inverter A, and of the additional reference inverter). As a result, minimum size
inverters with low finite gain may lead to noticeable residual offset. It is easy to extend
these considerations also for flicker noise: a residual flicker noise contribution from A;
and from the reference inverter will not be perfectly rejected, due to the finite gain of
Aj. The thermal noise power increase due to this phenomenon is typically negligible
compared to the contribution previously evaluated.
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Conclusion

This work aimed to provide some important considerations about the design of dif-
ferent Analog-to-Digital Converters, targeted for highly-specific applications. The full-
custom design of these blocks, however, may inspire more general considerations about
the analog-mixed design concerning high-resolution and high-accuracy acquisition in-
terfaces, ultra-low voltage systems or extreme environmental conditions, as it could be
cryogenic temperatures.

A general overview about the main characteristics of analog-to-digital converters
helped to dive into the technical problems related to full-custom designs of these blocks,
optimized for high-performance, specific applications. Among the several converter ar-
chitectures, A-Y> ADCs have been deeply discussed, due to their importance in data
acquisition systems for sensor interfacing. Two different converters have been devel-
oped: (i) a A-3 converter compatible with conventional supply voltages, targeting high
accuracy and high resolution for digitizing input signal with bandwidth included in the
range from dc to few kilohertz (typical of temperature, inertial or gas sensors); (ii) a
A-Y: converter designed for ultra-low supply voltages, with less strict specifications in
terms of resolution but carefully designed for reducing the power consumption as much
as possible. Measurements on the silicon prototypes realized in UMC 0.18 um process
confirm the effectiveness of the novel techniques employed and give useful information
for future developments and improvements. Finally, the design of a cryo-CMOS SAR
converter for quantum computing readout interface has been presented. Great atten-
tion has been spent on the contextualization of this project, highlighting the fascinating
challenges involved with this new field of information engineering. More precisely,
the critical issues related to the CMOS design for cryogenic applications have been
investigated, focusing on their impact on the design of an high-speed analog-to-digital
converter. Electrical simulations in Cadence environment showed the performances of
the proposed converter, designed with TSMC 40 nm CMOS process.
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