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Sommario

Il lavoro presentato in questa tesi riguarda il progetto e la caratterizzazione di sensori
risonanti MEMS per applicazioni di tipo biomedicale, interfacciati con l’elettronica di con-
dizionamento per mezzo di una tecnica capacitiva. I biosensori risonanti sono strutture
micromeccaniche la cui frequenza di risonanza cambia in seguito all’immobilizzazione
della specie biochimica d’interesse sulla loro superficie. Queste strutture stanno riscuo-
tendo un interesse crescente negli ultimi anni, poiché lo sviluppo di dispositivi diagnostici
si sta sempre più orientando verso sistemi poco costosi, portabili e semplici da usare. La
caratteristica innovativa dei sensori risonanti che verranno presentati in questo lavoro è
l’impiego di un pattern di fori al fine di ottenere un’elevata sensibilità. Verranno presentati
due differenti tipi di risonatori: travi incastrate ad entrambi gli estremi e risonatori qua-
drati operanti sul modo di Lamé. Per entrambi verranno sviluppati modelli analitici per
stimare l’effetto dei fori sulla frequenza di risonanza, verrà inoltre presentata una verifica
di questi modelli attraverso un confronto con simulazioni ad elementi finiti. Tali modelli
verranno quindi impiegati per stimare le prestazioni dei sensori, evidenziando così l’ef-
fetto migliorativo del pattern di fori. Un confronto fra i due tipi proposti mostrerà inoltre
una netta superiorità dei risonatori operanti sul modo di Lamé. Per il caso dei sensori
risonanti a trave, verranno inoltre presentate alcune misure preliminari sulle frequenze di
risonanza, le quali sono in buon accordo sia con i modelli e le simulazioni ad elementi
finiti. Infine verrà presentata una nuova struttura risonante basata su cristalli fononici, le
cui caratteristiche sono promettenti in ottica di un futuro impiego come biosensore. Come
primo passo verso lo sviluppo di tale dispositivo, verrà sviluppato un modello a linea di
trasmissione acustica che ne descrive il comportamento.
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Abstract

The work presented in this thesis concerns the design and characterization of MEMS res-
onant sensors for biomedical applications, interfaced with the conditioning electronics by
means of a capacitive technique. Resonant biosensors are micromechanical structures
whose resonance frequency changes upon immobilization of the biochemical species
of interest on their surface. Such structures are earning a growing interest in the last
years, as the development of diagnostic devices is moving towards affordable, portable
and easy to use systems. The innovative characteristic of the resonance sensors that will
be presented in this work is the use of a pattern of holes in order to obtain an high sen-
sitivity. Two different types of resonators will be presented: clamped-clamped beams and
square Lamé mode resonators. For both of them, an analytical model for the estimation of
the effect of holes over the resonance frequencies will be developed, validation of these
models through comparison with finite element simulations will be performed too. These
models will be then employed in the estimation of the resonance sensors performances,
therefore showing the beneficial effect of the holes pattern. A comparison between the
two proposed types will show the clear superiority of the Lamé resonators. For the beam
resonant sensors, preliminary measures of the resonance frequencies, which are in good
accordance with both models and finite element simulations, will be also shown. Finally, a
new resonant structure based on phononic crystals, whose characteristics are promising
for a future application as a biosensor, will be presented as well. As a first step toward the
development of such a device, an acoustic transmission line model, capable of describing
its behavior, will be developed.
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Introduction

In the last years considerable efforts have been spent toward the realization of medi-
cal devices for diagnostic and therapeutic applications, with special focus on affordable,
portable and easy to use systems. Diagnostic and therapeutic systems that are normally
available in hospitals are very effective but bulky, expensive and time-consuming. Fur-
thermore, skilled personal is required for their use. For these reasons, they are not suited
for facing the rising request of healthcare services that the growth of earth population
and the aging of developed countries will demand in the next decades. The possibility of
miniaturizing such devices with a bulk and low cost fabrication process, along with the
development of fast and easy assay procedures, are expected to improve the life quality
of many people, while avoiding health costs explosion.

Among the microfabrication technologies used toward these achievements, MEMS
micromachining is surely one of the most suited and explored, thanks to its strong minia-
turization, bulk fabrication and low costs. Furthermore there is the very attractive possi-
bility of monolithic integration of sensing and therapeutic structures with dedicated elec-
tronics capable of interacting with them. This solution allows, besides miniaturization, low
power consumption, high sensitivity and the possibility of multiplexing, i. e. managing
various structures through the time sharing of a single electrical part. Such a synergy
between biomedical applications and MEMS technologies is testified by an extraordinary
explosion of research works on this topic in the last years, which have been regrouped
under the acronym of BioMEMS.

In this work, the design and characterization of high-sensitive BioMEMS for diagnostic
applications is investigated, with focus on resonant sensors coupled with the conditioning
electronics through capacitive readout. The sensing paradigm based on the resonance
frequency shift upon immobilization of the entities to be sensed onto the resonator sur-
face, is a commonly used technique in macroscopic structures such as Quartz Crystal
Microbalances (QCM), and has been successfully transferred in the BioMEMS world,
where is one of the most explored sensing strategies. Due to its fabrication simplicity and
straightforward modeling, the sensor coupling through capacitive gaps (also called ca-
pacitive or electrostatic actuation) is a well established and extensively used technique.
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The innovative part guiding all this thesis regards the development of a design strategy
capable of raising the device sensitivity, based on drawing a pattern of holes on the struc-
ture. These holes are expected to provide an higher surface for analyte binding, thus
increasing the quantity of captured analyte. The strong point of this approach is the un-
necessariness of any ad-hoc technological steps, allowing its application to the design
of high-sensitive resonant structures using commercially available MEMS processes. To
proof this concept, perforated resonant sensors, fabricated using two commercial MEMS
technologies, available through the multi project wafers of the EUROPRACTICE consor-
tium, will be presented. This thesis is structured as follows:

• In chapter 1 an overview of the stated of the art in BioMEMS for diagnostical ap-
plications will be presented. The chapter is aimed at highlighting advantages and
drawbacks of the various sensing strategies present in BioMEMS. A more detailed
treatise will be reserved to devices exploiting the resonant sensing strategy.

• In chapter 2 the original approach based on drawing a pattern of holes on the res-
onator will be introduced and motivated by making a comparison with the standard
“holes-free” approaches used to design high-sensitivity resonant devices. Thereafter,
in order to estimate the overall resonant sensor performances, established models for
electrostatic actuation, limit of detection and quality factor, will be presented.

• In chapter 3 the overall project of a perforated beam resonant sensor will be pre-
sented. An original analytical model for the estimation of the resonance frequency
in presence of perforations will be developed and thus used, in conjunction with the
models presented in chapter 2, to estimate the sensor performances. Preliminary
measurements will be also shown.

• Chapter 4 will be dedicated to the project of a perforated resonant sensor based
on the Lamé resonant mode. Following the same approach of the previous chap-
ter, an original analytical model will be developed to estimate the effect of perfora-
tions over the resonance frequency. Thereafter, the sensor performances will be esti-
mated, highlighting advantages and drawbacks of the Lamé topology with respect to
the beam one.

• In chapter 5 a new resonant structure, based on a phononic crystal, will be intro-
duced. It will be shown that the peculiar characteristics of this structure are suited
for sensing applications. The preliminary work presented in this chapter is aimed at
developing a fast and simple analysis and synthesis tool for such structures.
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BioMEMS for diagnostic applications

1.1 BioMEMS summary

In the 1980s the acronym MEMS (Micro Electro Mechanical Systems) was for the first
time introduced to describe miniaturized systems where mechanical and electrical parts
were interfaced together on the same silicon substrate [1]. These systems were aimed
at realizing sensing and/or actuation functions with the surrounding environment. Follow-
ing the success of integrated electronics, which exploded in the ICs revolution from the
1960s to the 1980s, MEMS market, applications and research areas have been grow-
ing constantly in the last 20 years. As a result the MEMS acronym has gone well beyond
the initial electro-mechanical meaning. Nowadays it includes devices exploiting principles
from different physical worlds such as thermo and fluid dynamics, electromagnetism, op-
tics, chemistry and biochemistry. A very important class of MEMS is the one designed
for biomedical applications, also called BioMEMS. In [2] Bashir gives a more rigorous
definition, claiming that BioMEMS are “devices or systems, constructed using techniques
inspired from micro/nano-scale fabrication, that are used for processing, delivery, ma-
nipulation, analysis, or construction of biological and chemical entities”. BioMEMS are
expected to be the most important class in the future. One can find at least two main
reasons for the success of such devices: on the market point of view, MEMS have met
the request of affordable, effective and noninvasive healthcare systems, arisen with the
growing of heart population and aging of developed countries. From the research and
development point of view MEMS approach improved performances, raising sensitivities
due to their sizes comparable to the analyte to be detected and saving time and reagent
volumes [2]. Moreover, the possibility of having diagnostical and therapeutical devices
(as well as conditioning electronics capable of making them communicate) on the same
chip, is one of the most attractive and researched scenarios. BioMEMS have also opened
new technological issues related to the exposition of the device to the biological sample:
the biological application for which the device is meant should be compatible with MEMS
(and CMOS, if electronics is present) substrate [3]. These problems have also pushed to-
ward the employment of new materials others than microelectronics related ones. Among
them, particular attention is fucused on polymers, due to their biocompatibility and ease
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CHAPTER 1. BIOMEMS FOR DIAGNOSTIC APPLICATIONS

of fabrication [4]. The use of microfabrication techniques for the syntesis and construction
of biological structures have also been explored [5].
MEMS applications in the biological world can be divided into three main fields: diag-
nostic,therapeutics and tissue engineering. A full dissertation on the whole BioMEMS
world is beyond the purpose of this work, a short introduction on therapeutics and tissue
engineering will be given in the following, thereafter attention will be focused on diag-
nostic, with special attention on resonant mechanical sensors which are the subjects of
the following chapters. Therapeutic applications mainly involve implantable devices that
somehow interact with the human body. Examples of such devices are: microneedles,
micropumps and microreservoirs for drug delivery [3, 6], nanoparticles coated with pro-
teins able to damage unwanted cells and tissue [7]. Tissue engineering deals with “the
possibility to replace damaged or diseased organs with artificial tissues engineered from
a combination of living cells and biocompatible scaffolds” [8].

1.2 BioMEMS for diagnostic applications

Diagnostics represents the largest and most researched BioMEMS segment. BioMEMS
for diagnostic purposes are basically transducers converting quantities of biological in-
terest into some output signal, typically electrical, which can be read by the conditioning
electronics or laboratory instrumentation. The most part of diagnostic BioMEMS deal
with biorecognition, i. e. the detection of target biochemical entities such as molecules,
proteins, DNA, cells, viruses, bacteria. Typical application areas are clinical diagnosis,
environmental control, food safety, explosives and drugs detection. In order to recognize
the target biochemical entity (also called analyte) among the others contained in the an-
alyzed environment or biological sample, BioMEMS have bioreceptors immobilized on
their surface (also called functionalized suface). Bioreceptors are complementary bio-
chemical entities that selectively bind to the target through a chemical reaction. Exam-
ples of bioreceptors are antigens with their specific antibody or single DNA chains with
their complementary strands. Signal change takes place upon binding of the target to its
bioreceptor. Depending on the nature of this signal, BioMEMS can be divided into three
categories: optical, electrical and mechanical. In the following, a short presentation of the
main characteristics of these categories will be given, highlighting strong and weak points
of each one.

1.2.1 Optical detection

Nowadays optical detection techniques based on a fluorescence or chemiluminescence
labelling technique are the most frequently used [9, 10]. Before binding on the device
surface, target molecules are marked (labelled) with a fluorescent (or chemiluminescent)
molecule. Upon binding, biochemical entities other than the target are washed out. There-
after, quantitative measurement of the target presence on the device surface is obtained
by reading the emitted light intensity. The labelling process is the key step of this tech-
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1.2. BIOMEMS FOR DIAGNOSTIC APPLICATIONS

Figure 1.1: Schematic of the optical detection technique using labelling with a fluorescent
molecule.

nique of detection, but is also its main limit, since it is labor-intensive, time-consuming
and thus cost-raising. Labelling can also have detrimental effects on the target-analyte
interaction [11] and cause steric hindrance with resulting reduction of the produced light
intensity [12, 13]. For these reasons, a great effort of the research community has been
pointed toward the development of detection techniques not exploiting the labelling step.
In order to stress this key improvement, these techniques are often called label-free tech-
niques. Concerning optical detection, an emerging label-free technique is Surface Plas-
mon Resoncance (SPR) [13, 14, 15]: probes are immobilized on a thin metal film (usually
10-100 nm thick gold) deposited on a glass substrate through which a reflectance mea-
sure is performed (see figure 1.2). By varying the incidence angle, it is observed that, for a
very narrow range of angles, the reflectance is weak or even zero. The incident photons,
instead of being reflected, are absorbed by the metal, whose electrons are exited and
begin to resonate, creating the so-called plasmon resonance. When the analyte binds in
the immediate vicinity of the refraction surface, the incidence angle for which plasmon
resonance occurs changes too. This effect is exploited to detect analyte adsorption.
The other limit of optical detection is its lack of integrability, with particular emphasis

on the readout systems. The readout of optical detection devices needs precisely ar-
ranged and aligned microscopes, lasers, spectrophotometers, lenses and filters. While
these facilities and technologies are quite straightforward in a laboratory environment,
they are difficult to miniaturize into a low-cost, portable and robust system. Furthermore,
fluorescence techniques suffer of a reduced sensitivity due the shortening of the optical
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CHAPTER 1. BIOMEMS FOR DIAGNOSTIC APPLICATIONS

Figure 1.2: Schematic of the Surface Plasmon Resonance detection technique. Adapted
form [13].

path length through the sample, and to an increased noise due to non-specific binding
to the chamber walls when miniaturized [16]. To address these issues, several attempts
of monolithic integration of optical and optoelectronic devices, together with the func-
tionalized surface have been made. Among them we can cite: CCD and CMOS optical
sensors [17], filters and LEDS [18], Lasers [19]. In conjunction with these on-chip in-
tegrated components, there is an alternative approach of incorporating low-cost laser
diodes, LEDs, CCD cameras, photodiodes and phototransistors into portable diagnos-
tic platforms [20, 21]. Following the latter approach, several portable SPR devices have
been realized [16], among them, also a pair of commercially available devices can be
found [13, 22].

1.2.2 Electrical detection

Electrical detection techniques can be in turn divided into three subcategories: ampero-
metric, potentiometric and conductometric detection.

• In amperometric detection target entities bind to their bioreceptors through a redox
reaction taking place onto an electrode. The current generated from the reaction is
collected and measured from the same electrode. The most common application is
the detection of glucose: an enzyme named glucose oxidase is immobilized on the
electrode and works as a catalyst for the reaction that produces gluconic acid and hy-
drogen peroxide in presence of oxygen, glucose and water. The hydrogen peroxide is
then reduced on a reference electrode and the current between these two electrodes
is measured [13, 23].
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1.2. BIOMEMS FOR DIAGNOSTIC APPLICATIONS

Figure 1.3: Schematic of the glucose detection using amperometric technique.

• The standard approach in potentiometric detection entails the direct measure of the
potential between an ion-sensitive electrode (ISE) and a reference electrode. This
method is widely used and commercially available for ion detection [24]. An alterna-
tive approach involves Ion Sensitive Field Effect Transitor [25] (ISFET or also Chem-
FET). ISFETs are MOS structures where the gate metal is replaced by an electrolytic
solution and a reference electrode (see figure 1.4). Different effects can result in an
increase (or decrease) of immobilized charges at the interface between the solution
and the gate oxide, these changes affect the threshold voltage and thus the drain
current.

Figure 1.4: Schematic of the potentiometric detection employing an ISFET.

7



CHAPTER 1. BIOMEMS FOR DIAGNOSTIC APPLICATIONS

• In conductometric detection the impedance shift between two electrodes immersed
in the solution is measured (see figure 1.5). Impedance change can happen at the
interface between the solution and the electrodes or in the bulk of the solution itself.
Many cellular and microbial activities involve a change in ionic species, implying an
associated change in the reaction solution. DNA [26] and E. Coli [27] detection by
means of a conductivity sensor have been demonstrated.

An interesting example of a commercially available electrochemical sensor exploiting all
the three described techniques is the i-STAT chemistry analyzer [28]. This is a portable
device with disposable cartridges capable of rapidly analyzing 25 blood parameters.
As it will be clear after the discussion above, all these techniques request an electroactive
analyte to be performed. If the considered analyte does not fulfill this request, the problem
can be circumvented by labelling the target with either an electroactive species or an en-
zyme that converts an electrochemically silent species into electroactive one [29]. Other
issues related to electrochemical detection are the heavy influence of temperature varia-
tions, pH and ionic concentrations. Background interference of the label with non-specific
redox species present in the sample is also a concern. Electrochemical detection devices
are very attractive since the nature of their output signal fits perfectly with the monolithic
integration of readout electronics. Sensing structures are also amenable of miniaturiza-
tion, potentiometric sensors exploiting the ISFET configuration have been downscaled to
the nanometers scale using silicon nanowires [30] and carbon nanotubes [31]. Due to
their high surface to volume ratio binding events result in a more significant change in the
electrical properties of the circuit, and thus in an increased sensitivity, even down to the
single analyte level. Despite these great advantages the integration of these structures

Figure 1.5: Schematic of the conductometric detection.
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1.2. BIOMEMS FOR DIAGNOSTIC APPLICATIONS

with modern semiconductor manufacturing techniques and their large scale integration is
still a challenge [2, 32].

1.2.3 Mechanical detection

If optical detection is the most used nowadays, mechanical detection is the most re-
searched area among the three described in this chapter. Mechanical detection tech-
niques are based on the change of a mechanical property of the sensing structure upon
binding of the target analyte. They can be divided into two subcategories: static and dy-
namic.

• In the static detection mode the upper surface of a cantilever is funcionalized. Analyte
binding results in surface stress change, which leads to deflection of the cantilever.
Deflection is usually measured at the tip (where it is maximum) by means of an optical
setup, but piezoresistive readout, using resistors integrated at the cantilever joint, has
also been demonstrated [33, 34]. A simple model for the cantilever bending, work-
ing only when the functionalized layer is very thin in comparison with the cantilever
thickness t, is the Stoney’s formula [35]:

1

R
=

6(1− ν)

Et2
σ (1.1)

where R is the radius of curvature of the cantilever, σ the induced surface stress, ν
the Poisson’s ratio and E the Young’s modulus of the cantilever material. Using (1.1)
the output deflection can be determined:

∆z =
3(1− ν)l2

Et2
σ (1.2)

where l is the cantilever length. This model shows that,in order to increase sensitivity,
the cantilever has to be made as long an thin as possible. With the same purpose
of raising the sensitivity, polymer-based cantilevers, with a very low Young’s modulus
have been proven as sensors [12, 36]. The drawback of these approaches is dealing
with suspended fragile structures. Unfortunately, not all the static detection devices
can be studied with this straightforward approach, and more complex models have
to be used [35]. Moreover, the origin of surface stress due to analyte binding has
been much debated but it is still not completely understood [12, 36]. This makes
difficult to connect the cantilever deflection to the amount of bound analyte on the
functionalized surface, i.e. to estimate the device sensitivity. Other documented issues
with static detection are the long time instability of the stress, and its need of a uniform
coverage of the surface to take place [37]. For all these reasons static detection has
been gradually overtaken by the second mechanical detection principle, i.e. dynamic
detection.

• In the dynamic detection mode the resonance frequency f0 of a mechanical structure
is measured before and after exposition of the structure to the target biochemical
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CHAPTER 1. BIOMEMS FOR DIAGNOSTIC APPLICATIONS

Figure 1.6: Schematic of the static mechanical detection.

entity. The increase in mass due to binding of the target analyte results in a down
frequency shift of f0. In literature it is common to refer at this type of devices with
the name of resonant sensors. The resonance frequency shift can be qualitatively
described with few mathematical expressions. In the neighborhood of the resonance
frequency of a generic mechanical resonator, linearization leads to lumped-model
expression:

f0 =
1

2π

√
k

m
(1.3)

where k and m are the dynamic stiffness and mass respectively (see 2.2.2). The
added mass ∆m and the resonance frequency shift ∆f0 are related by:

∆m =
k

4π2

[
1

(f0 +∆f0)2
− 1

f20

]
(1.4)

since ∆f0 � f0, equation (1.4) can be linearized too:

∆f0 = −1

2

f0
m
∆m (1.5)

A remarkable difference of dynamic mechanical detection compared to the previously
treated detection principles, is that it allows mass detection, enabling new applications
such as mass spectroscopy [38]. On the other hand, if the analyte mass and the num-
ber of binding sites per unit surfaces are known, the added mass can be converted
into a surface occupancy, comparable with the information obtained with optical meth-
ods. As it is claimed in Craighead’s review [12], considering the added mass as the
meaningful quantity to be detected is the natural way of work when detecting single
small entities such as bacteria, viruses, nanoparticles and individual molecules. In
this case, using (1.5), the mass sensitivity Sm of the resonator can be defined as:

Sm =
y0
∆m

= − 1

2m
[kg−1] (1.6)
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1.2. BIOMEMS FOR DIAGNOSTIC APPLICATIONS

where the normalized frequency shift y0 = ∆f0/f0 has been introduced. Equa-
tion (1.6) shows that, for these applications, resonators have to be made small in or-
der to increase the resonance frequency shift and thus the sensitivity. Following this
approach, resonators with dimensions scaled to the nanometric scale (also called
NEMS), have been extensively researched and tested, with the aim of detecting
smaller and smaller masses [39]. Considering the minimum detectable mass, i. e.
the limit of detection of the sensor, it is important to point out that the mass sensi-
tivity Sm is not the only parameter affecting this quantity, other ones, like resonator
losses and amplitude of vibration does. This subject will be quantitatively discussed
in section 2.3. Scaling the dimensions to the nanometric scale is not an issue-free
process: nonlinearity, increased damping due to surface losses and surface stress
effects are unwanted effects documented in literature [40, 41, 39]. The most com-
mon unwanted effect in NEMS resonators is the surface stress effect. As we already
discussed, binding of analytes of the functionalized surface involves not only a mass
increase, but also a surface stress. While the mass increase is not a factor in static
detection, surface stress can modify the resonance frequency. This effect is modelled
with a change ∆k in the resonator elastic stiffness:

∆f0
f0

=
1

2

(
∆k

k
− ∆m

m

)
(1.7)

If ∆k is big enough, this surface stress effect can completely cover the added mass
effect. This effect is not always considered as unwanted, since it can increase the res-
onance frequency shift and thus allowing a sensitivity raise. The drawback in using
the stress effect to increase ∆f0 lies, as in the case of static detection, in the complex
relationship between surface occupation, stress and resonance frequency change.
For this reason the mass addiction effect is usually considered preferable, as it can
be handled with a very straightforward model. Another problem often encountered
in single analyte detection, is the dependence of the resonance frequency shift from
the position of the analyte binding [42, 43]. If the binding takes place onto a zone of
maximum displacement the effect of the resonance frequency will be maximum too.
Conversely, if the binding takes place onto a nodal point (i. e. a point with zero dis-
placement) of the resonance mode, the mass addiction will have no effect over the
resonance frequency. In order to address this issue, resonant structures with a reso-
nance mode where the funcionalized surface moves rigidly, have been tested [42].
Other types of applications are the ones where the concentration of the target analyte
in a solution/environment is the meaningful quantity to be detected. As an example,
Prostate Specific Antigen (PSA) is currently used as a biomarker for prostate cancer
at concentrations in the range of 0.1 to 10 ng/ml [44]. In this case the meaningful
quantity is the concentration of added mass over the functionalized surface:

µ =
∆m

Surf
[kg/m2] (1.8)
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CHAPTER 1. BIOMEMS FOR DIAGNOSTIC APPLICATIONS

It is not straightforward to find a relationship between µ and the concentration of the
target analyte in the analyzed environment, whether it is a fluid or gas. An interest-
ing example can be found in [45], where Baltes describes a polymer-coated resonant
cantilever able of detecting volatile organic compounds. In order to write the reso-
nance frequency shift, a partition coefficient Kc, defined as the ratio of the analyte
concentration in the gas phase Cenv [µg/l] and in the polymeric phase Cpoly [µg/l],
is used:

Kc =
Cpoly
Cenv

(1.9)

Measure performed on n-octane and toluene where found to be in good accordance
with this model. In many practical cases [44] a calibration curve is performed in order
to answer this question.
The sensitivity to the added mass concentration (also concentration sensitivity) can
be obtained modifying equation (1.6):

Sc =
y0
µ

= −Surf

2m
[m2/kg] (1.10)

The relationship between Sc and the design parameters will be extensively discussed
in chapter 2, however, equation (1.10) clearly states that strong miniaturization is no
more a factor in raising the sensitivity. Despite that, miniaturization is still a strong
point of the MEMS approach. For this reason, even if not strongly miniaturized as
in the case of NEMS, concentration sensors showing resonance frequency shifts at-
tributable to stiffness effects are widely reported in literature [46]. A problem that may
arise with miniaturization regards the position of the analyte binding, which is typically
flyweight in concentration sensors. When the structure is exposed to the analyzed en-
vironment/sample, the binding of the target entities can be considered uniform over
the surface, making the resonance frequency shift independent form the position bind-
ing. This assumption holds true if the binding site is much smaller than the area of the
functionalized surface and thus may become unverified with strong miniaturization. Fi-
nally, another often underestimated drawback of scaling resonator dimensions is the
increase of the resonance frequency, which negatively impacts the readout electronic
complexity and, in a more general way, the complexity of the resonance frequency
measure.

1.2.4 Comparison

In this section a short comparison of the above described detection techniques is per-
formed. As it can be seen from figure 1.7), optical detection is still the state of the art
in terms of limit of detection. The considerable effort in developing alternative detection
techniques is motivated by the growing request of device for Point-Of-Care (POC) di-
agnostics [29]. An ideal POC device has to be affordable, portable, robust and easy to
use as it has to be accessible to non-specialists, has to accept samples with little or no
pre-preparation and give reliable results in a few minutes or even seconds. Despite all
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1.2. BIOMEMS FOR DIAGNOSTIC APPLICATIONS

Figure 1.7: Range of the limit of detection in molar concentration of the three detection
techniques. Adapted from [13].

the research efforts described in section 1.2.1, a POC optical device is still an ongoing
challenge. Toward this vision, electrical and mechanical techniques seems to offer bet-
ter scenarios, since they are label-free techniques and more amenable to integration.
These advantages are summarized in figure 1.8 where the techniques are compared in
terms of complexity of the sample preparation and portability. Electrical detection can-
not be considered a totally label-free technique since it sometimes exploits label with
enzymes electroactive species. Mechanical methods are the most promising in terms
of complexity of sample preparation, but still much work have to done in order to reach
limits of detection comparable with optical techniques. Finally, it is important to point out
that all the treated detection approaches have a common limit imposed by the specificity
of the bioreceptor layer. Analytes are often in low concentrations with respect to other

Figure 1.8: Complexity of the sample preparation and portability of the various detection
techniques. Adapted from [13].
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CHAPTER 1. BIOMEMS FOR DIAGNOSTIC APPLICATIONS

entities present in the analyzed environment. These entities can non-specifically bind to
bioreceptor molecules or non-functionalized device surfaces and deteriorate the system
performance, if not causing false positives or negatives. In order to test this important
limitation, in several works the sensor is exopsed to non-specific entities [47]. Fluid dy-
namics, diffusion and transport to the bioreceptor layer, as well as the kinetics of the
analyte binding are also important factors to be aware of.
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2

Resonant biosensors: a design approach

In this chapter the overall project of a MEMS resonant biosensor will be described. The
discussion will be limited to the case where the mass concentration is the meaningful
quantity. The relationships between merit parameters such as sensitivity and limit of de-
tection, and the design degrees of freedom will be highlighted, with the aim of finding
optimized design guidelines. Moreover, an original design approach, based on drawing a
pattern of holes on the sensor, will be discussed and motivated. Recalling the considera-
tions about the possible issues with concentration sensors made in section 1.2.3, in the
following of this work, the assumptions below will be considered true:

• Surface stress effects are negligible. Analyte binding results only in a mass addiction.

• The functionalized surface is much larger than the binding site. Therefore the effect
of position binding is negligible, the mass addiction can be considered uniform over
the resonator and thus modeled with an increase of the material mass density.

This chapter is organized as follows: in section 2.1 the concentration sensitivity Sc of
a generic resonant sensor subjected to perforations will be discussed. This perforation
approach is aimed at raising Sc and will underlie all the designed structures presented
in chapters 3 and 4. As it has already briefly outlined in the mechanical detection sec-
tion 1.2.3, Sc is not the only merit parameter of the resonant sensor, the limit of detection
(LOD), i. e. the minimum mass concentration µmin detectable by the sensor, allows a
more fair comparison with the other types of biosensors (see figure 1.7) described in
chaper 1. This topic is discussed in section 2.3 where the resonator parameters affecting
the limit of detection of a resonant sensors are investigated. After some general consid-
erations, a quantitative treatise of LOD in MEMS resonant sensors read by means of an
electronic oscillator (also called MEMS oscillator), which is the most interesting case from
an application point of view, will be carried out. In order to adequately present the latter
argument, an equivalent electrical circuit for the MEMS resonator is needed. For this rea-
son, the LOD section is preceded by section 2.2, where the electrostatic actuation and
detection method, which leads to an equivalent circuit for the resonator, is presented. The
electrostatic method is also the one used in reading the devices presented in the follow-
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CHAPTER 2. RESONANT BIOSENSORS: A DESIGN APPROACH

ing chapters. A preliminary characterization based on this technique will be presented
in section 3.4 of the following chapter, where the resonance of beam-based sensors will
be measured. The resonator quality factor will emerge as a key parameter in both the
electrostatic actuation and limit of detection sections, therefore the final section 2.4 of
this chapter will be dedicated to the quality factors of MEMS resonators limited by the vis-
cous losses in the surrounding air. As it will be argued, the operation in air (instead of the
operation under vacuum) is the most interesting case concerning practical applications
of resonant sensors.

2.1 Sensitivity of a perforated resonant sensors

In this section the concentration sensitivity Sc of a generic resonant sensor subjected to
perforations will be discussed. As a first step the “standard” full resonator case will be
discussed and the relationship between resonator geometry and Sc will be highlighted.
Some important drawbacks of raising the sensitivity by acting on these geometrical pa-
rameters will be exposed, thereafter the proposed approach of drawing a pattern of holes
on the resonator will be introduced. This approach will be motivated by showing that the
holes geometry can increase the sensitivity. Finally, once that holes beneficial effect over
the sensitivity has been clarified, a numerical optimization example, aimed at finding the
optimal holes design in order to maximize Sc, will be presented.
In the last years MEMS resonators have been designed with several different shapes,
resonant modes and boundary conditions: in and out-of-plane beams with clamped-
clamped, clamped-free [48] and free-free [49] boundary conditions, rods [50], square
resonators vibrating in their Lamé [51] and extensional mode [52], disks [53, 54] and
others non conventional shapes such as IBARs [55], SiBARs [56] and many others. For

Figure 2.1: Dimensions of a generic resonator.
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2.1. SENSITIVITY OF A PERFORATED RESONANT SENSORS

the purpose of this section, generality can be retained by studying the parallelepiped of
figure 2.1. Almost all the above examples geometries (with the only exception of disks)
can be described by changing the dimensions L, w and h, which are the parallelepiped
length, width and thickness respectively, therefore the treatise will be limited to this case
in the following. Assuming that all the surfaces are functionalized, the concentration sen-
sitivity (1.10) can be rewritten as:

Sc = −Surf

2m
= −Lw + wh+ Lh

ρLwh
[m2/kg] (2.1)

where ρ is the material density. A feasible way to increase Sc is to scale down one of the
three dimensions. When this objective needs to be reached, it is customary to scale down
the out-of-plane dimension h by using a surface micromachining technology where a very
accurate (nanometer scale) control of the structural layer thickness can be achieved by
monitoring the deposition process. The in-plane dimensions L, w have instead their min-
imum sizes limited by the lithography, and are thus not typically suited for strong minia-
turization. Scaling down to the lithographic limit also one of the two in-plane dimensions
is possible, as in the case of very slender beams, but it does not produce any substantial
improvement on the concentration sensitivity. Assuming h� L,w, equation (2.1) can be
approximated as:

Sc ' −
1

ρh
[m2/kg] (2.2)

Craighead [44], Lavrick [35] and Baltes [45] found the same result while working on con-
centration sensitivity of resonant thin cantilevers. Equation (2.2) shows that another pos-
sible way to increase the sensitivity is to use a lightweight material. Both the reduction
of material density and thickness requires laboratory facilities and may result in an im-
portant technological effort. Conversely if the structure is fabricated using a commercial
MEMS process accessible through a multi-project wafer, the material is typically silicon
or a composite based on silicon (SiGe, SiC) and does not give much room on the choice
of ρ. The sensitivity-aimed design optimization is thus reduced the choice of the process
with the smallest structural layer thickness. Furthermore, lowering the structural thick-
ness has two important drawbacks that will be discussed in the following. Suspended
thin structures placed few micrometers near the substrate, has in the case of structures
realized through surface micromachining [57], may become prone to sticking [58]. Stick-
ing has a particularly detrimental effect on BioMEMS, since it affects them twice: firstly
during the release step of the technological process (release sticking) and secondly when
the biosensor is exposed to the biological sample (in-work sticking). In the case of release
sticking design rules defining maximum in-plane dimensions are usually present in order
to avoid this phenomenon. In some cases, when sticking affects the technology in a very
detrimental way, ad-hoc release steps, such as supercritical drying on vapor etching may
be available. In the case of in-work sticking instead, the situation is more coumbersome,
since there is no help from the technological process. Moreover, the fluid properties,
which are key parameters in the arise of sticking, are not exactly known and may vary
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Figure 2.2: Generic resonator with a pattern of square holes arranged over a square
matrix.

with different samples. In this case it is only possible to use some mathematical mod-
els [59, 60] in order to project with some error margin over the sticking limit. The typical
countermeasure adopted to avoid sticking is to decrease the in-plane dimensions L and
w, in order to make the structure stiffer in the out-of-plane direction. The drawbacks of
dimension scaling in concentration sensors, such as resonance frequency increase and
position binding effects have already been discussed in section 1.2.3. Furthermore, low
structural thicknesses were found to be the main reason for the arising of surface stress
effects in resonant beams [12, 39]. In a previous work of the MEMS research group of the
University of Pisa, whose this thesis belongs to, concentration sensitivity of a magnetically
actuated torsional resonators has been increased by adding two lateral thin wings [61].
In this case, an ad-hoc postprocessing step, combining RIE and TMAH etching of the
substrate has been developed in order to increase the gap between the resonator and
the substrate. Due to this expedient, sticking upon exposition to the biological sample has
been avoided.
Up to this time the resonator has been considered full, and the several most often en-
countered complications the designer has to deal with, in order to raise resonant sensors
sensitivity, have been surveyed. In the following, the beneficial effect over Sc, of a holes
pattern drawn on the resonator, will be shown. The chosen pattern consist of square per-
forations arranged over a square matrix, as shown in figure 2.2. This kind of pattern is the
easiest realizable and probably the most compatible with microfabrication processes. The
resonator outer dimensions are the same of the full structure considered in figure 2.1.
The hole matrix can be described using the dimensions ls and ts shown in figure 2.3. For
the purpose of highlighting the holes effect over Sc, the best way to describe the whole
structure is to take advantage of these three parameters:
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Figure 2.3: Magnification of the holes pattern with dimensions.

Ar =
L

w
N =

w − ts
ls

α =
ts
ls

(2.3)

where Ar is the aspect ratio of the outer dimensions, assumed to be Ar ≥ 1 (i. e. L
is the bigger in-plane dimension), N is the number of holes along the width w (which
can be, in general, a rational number, but in any practical design will be an integer) and
α ∈ (0, 1] is the filling fraction that defines the amount of filled space in the w or L
direction. When α = 1 the structure is completely filled and the geometry is the one of
figure 2.1 independently from N , when α → 0 the structure becomes completely empty
and can be seen as a network of slender beams hinged together. Using the parameters
defined in equations (2.3) the geometry is described by five parameters: L, h, Ar, N and
α. Using these parameters and considering the inner surface of the holes covered with
bioreceptors, the sensitivity is:

Sc =
Lα(N(2−N(α− 2)) + α)− h(N + α)

hL(N + 1)(N(α− 2)− α)αρ
·

·
(
2Ar(α− 1)N2 − (Ar + 1)N − (Ar + 1)α

)
[m2/kg] (2.4)

The expression 2.4 depends on six parameters: L, h, Ar, N , α and ρ, with only the
latter one that can be normalized. Analyzing the behavior of Sc with respect to the five
parameters L, h, Ar, N and α is cumbersome. Therefore, in order to highlight the de-
pendence from the holes geometry (which is described by the only parameters N and α),
the assumption of large number of holes can be made and the lower order terms in the
N variable, appearing in the numerator and denominator of 2.4, can be neglected, thus
giving:

Sc−N = −Ar
Lρ

·
2N(1− α)

(2− α)α
[m2/kg] (2.5)

As it can be seen from equation (2.5), under this assumption the approximated Sc−N is
no longer dependent form h and the dependence from L and Ar can be factorized away.
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Figure 2.4: Sc−N as a function of α for N = 10, 20, 30.

Therefore, once that the outer geometry has been defined, the effect of the holes over
the sensitivity is described by the nondimensional quantity Sc−N :

Sc−N = −2N(1− α)

(2− α)α
(2.6)

The quantity Sc−N (as well as Sc) is always negative, this simply states that the reso-
nance frequency decreases after the mass increase due to the binding of the analyte.
For this reason, the sensitivity will be always plotted in absolute value. The plot of Sc−N
as a function of α for three values of N is reported in figure 2.4. As it is shown in fig-
ure 2.4, both the parameters N and α, introduced by the holes matrix, can be used to
raise the sensitivity. This is a remarkable result if compared with the full resonator case
where there are no “effective” degrees of freedom acting on the sensitivity. The perfo-
rations approach is even more interesting considering that, in technological processes
exploiting surface micromachining, drawing a pattern of holes on the structure is manda-
tory. This is due to the release step where the sacrificial layer have to be etched (usually
through a wet etch) and the etching through the holes is needed to reduce the release
step time (see figure 2.5). Once that the beneficial effect of the holes over the sensitivity
has been clarified, it is important to investigate what is the best way to draw the holes
pattern in order to maximize |Sc|.
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Figure 2.5: Schematic cross section of a generic release step. The sacrificial layer has to
be etched through holes patterned on the structure.

2.1.1 Optimal holes design

In this section the best way to draw the holes pattern in order to maximize the device sen-
sitivity is investigated. The analysis will be performed assuming a large number of hole
and thus using Sc−N as the objective function to be maximized over the available design
space. The optimization will be performed using two different design spaces, one con-
strained by only the technological process design rules, and one where an user-defined
minimum number of holes Nmin is defined. Finally, some general considerations over re-
alistic cases where the holes number is limited to few units, an thus |Sc| as to be used as
the objective function, will be made. By looking at figure 2.4 it can be clearly concluded
that the best design is the one with the most possible holes (maximum N ) and largest
possible holes (minimum α). These most and largest limits are imposed by the techno-
logical process design rules. Considering a generic process, the design rules affecting
the geometry of the holes matrix can be summarized as follows:

• Minimum width. It is the minimum allowed dimension of the structural layer in any di-
rection. Considering our geometry it sets a lower bound for ts and will be called tsmin
in the following.

• Minimum spacing or minimum hole width. It is the minimum allowed dimension for
the holes in the structural layer. The holes dimension may be also lower-bounded by
the ability of covering the trench with bioreceptors or by the ability of reaching these
bioreceptors with the target entity. Considering our geometry it sets a lower bound for
hs and thus will be called hsmin in the following.

• Maximum hole distance. It is the maximum allowed distance between holes. It is im-
posed by the release step: the longer the etching time and the faster the etching
process, the larger the hole distance can be. Considering our geometry it sets an up-
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per bound for ts and thus will be called tsmax in the following.

• Maximum hole size. It is the maximum allowed dimension for an hole made on the
structural layer. Even if it is not a typical design rule, it can be useful to set this upper-
bound in order to limit the fragility of the structure. Considering our geometry it sets
an upper limit for hs and thus will be called hsmax in the following.

The just described boundaries define the available design space in terms of the geo-
metrical parameters ts and hs. In order to investigate the best approach to draw the
perforations, it is useful to express the same boundaries as functions of the dimension-
less parameters N and α. For this purpose equations (2.3) can be used to express α as
a function of N and, in turn, one of the hole dimensions ts and hs:

α(N, ts) =
Nts

(L/Ar)− ts
α(N,hs) =

(L/Ar)− hsN
(L/Ar) + hs

(2.7)

Substituting the 4 boundaries tsmin , hsmin , tsmax , and hsmax in equations (2.7), four
straight lines are found. The inner surface of these 4 lines is the available design space

Figure 2.6: Contour plot of |Sc−N |. The available design space generated by generic
design rules tsmin , hsmin , tsmax , and hsmax is highlighted in green. The optimal point is
also shown.
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expressed in the (N, α) space. The design space generated by some generic design
rules is reported over the contour plot of Sc−N in figure 2.6. The optimal point, obtained
by means of a numerical optimization tool, is found to be at the intersection between the
tsmin and hsmax straight lines. The limits imposed by the design rules put the two ob-
jectives of most possible holes (hightest N ) and largest holes (lowest α) in competition.
The optimization point shows that, in this situation, is the objective of largest holes that
has to be pursued in order to maximize |Sc−N |. Since the optimal point has not nec-
essarily an integer value for N , the real design point will be the nearest to the optimal
one, belonging to the tsmin straight line and with an integer value for N . The drawback
of utilizing this optimal point may be dealing with a low number of holes along w and
L. This is in conflict with assumption made in order to obtain the normalized sensitivity
Sc−N , moreover, as it will be shown in the following chapters, having a large value for
N can help to predict the resonance frequency of the structure with simple mathematical
models. For these reasons, design using a lower boundary Nmin, limiting the minimum
number of holes along the width w, can be useful. In this case the available project space
and the optimal point change as in figure 2.7. This alternative definition of the available

Figure 2.7: Contour plot of |Sc−N |. The available design space generated by generic de-
sign rules tsmin , hsmin , tsmax , and the ad-hoc defined lower boundaryNmin is highlighted
in green. The optimal point is also shown.
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design space does not change the substance of the optimization, since the optimal point
is still the one with the lowest possible value of α. Even if this result has been obtained
using the simplified expression |Sc−N | of equation (2.6), it is worth to point out that the
above described optimization has been performed also for the real structures that will be
presented in chapters 3 and 4, using the design rules of the two employed technological
processes, the real outer dimensions L, w and h, and the non-approximated objective
function |Sc| of equation (2.4). The obtained optimal point has always been the one with
the lowest possible value of α. Finally it is important to reaffirm that the sensitivity is not
the only merit parameter of the resonant sensor and the same holes matrix that has been
found to beneficially impact the sensitivity may also impact other important parameters in
a detrimental way. For this reason, the effect of perforations over these quantities have to
be studied as well.
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2.2 Electrostatic actuation

Thus far the resonant sensor has been considered as a mechanical structure capable
of giving a resonant frequency f0 function of various parameters. Among them, the de-
pendence from the mass (initial and added) has been highlighted in order to describe
the sensing principle. The problem of how to excite vibrations into the structure and then
detect its resonance frequency has been solved in several ways, short reviews about the
most common actuation and sensing strategies in MEMS can be found in [35, 36], among
the various techniques, electrostatic actuation is one of the most used. The ease of fab-
rication (only a narrow gap between the structure and a fixed electrode is needed) and
the straightforward modeling are strong advantages of this method. Piezoelectric actua-
tion is another often employed technique, but needs a more complex technology allowing
the deposition of piezoelectric materials. Furthermore, modeling the piezoelectric effect
can be cumbersome. The main drawback of electrostatic actuation is dealing with low
vibration amplitudes and thus weak meaningful signals, which are often totally or partially
covered by parasitic effects. Another problem, regarding the specific biosensing applica-
tion, is the stiction effect that can occur in the narrow gap between the resonator and the
fixed electrode. For this reason, modeling and estimations of this effect are needed in or-
der to design stiction-free structures. A previous work of this research group was focused
on this argument and demonstrated the possibility of fabricating stiction-free structures
even with few microns of structural layer thickness [62]. In this section, the modelling of
the electrostatic actuation and sensing method, which is the one exploited for measuring
the resonant sensors presented in chapters 3 and 4, will be discussed. The model will
finally lead to the equivalent electrical circuit of an electrostatically actuated and detected
resonator. In order to better understand the topic, the model will be initially derived for
the easier case of lumped parameters mechanical resonators, thereafter an extension
to the case of distributed parameter systems (where the devices of this thesis falls), will
be given. However, this section has not to be intended as a exhaustive dissertation on
electrostractically actuated systems. For a comprehensive treatise of lumped parameters
electromechanics the reader is referred to [63], for distributed parameters electromechan-
ics to [64].

Figure 2.8: Schematic representation of a mass, spring and damper system.
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Mechanical Electrical
Force [N] Voltage [V]

Velocity [m/s] Current [A]
Mass [kg] Inductor [H]

Spring [N/m] Capacitor [F]
Damper [kg/s] Resistor [Ω]

Table 2.1: Analogies between electrical and mechanical domains.

2.2.1 Lumped parameters

As a first step in order to derive a model for lumped parameters electromechanical sys-
tems, an equivalent electrical circuit for lumped parameters mechanical systems will be
given. The Newton’s second law for the mass, spring and damper system of figure 2.8 is:

f(t) = M
d2

dx2
x(t) + C

d

dx
x(t) +Kx(t) (2.8)

where F (t) is the applied force, M the resonator mass, C the viscous damping coeffi-
cient, K the spring constant and x(t) the mass displacement along the x axis. Equa-
tion (2.8) can be rewritten in the frequency domain assuming a sinusoidal solicitation and
using the velocity as the unknown variable:

F (jω) = jωMVel(jω) + CVel(jω) +
K

jω
Vel(jω) (2.9)

where F (jω) and Vel(jω) are the phasors of the applied force and velocity respectively.
Equation (2.9) is formally identical to the Kirchhoff second law for an R-L-C series reso-
nant circuit. In this analogy the force is the voltage, the velocity is the current, the mass
acts as an inductor, the spring acts as a capacitor of capacity 1/K and the damper acts
as a resistor. These analogies are summarized in table 2.1 and the equivalent circuit is
shown in figure 2.9. In the electrostatic actuation mechanism the external force acting on
the moving mass is the Coulomb force generated by the voltage V applied between M

Figure 2.9: Equivalent circuit for the mass, spring, damper system of figure 2.8.
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Figure 2.10: Schematic of the electrostatic actuation method with a concentrated param-
eter system. The static displacement −x0 due to the bias voltage VDC is shown.

and a fixed electrode placed at a distance d, as in figure 2.10. The total applied voltage
V is the sum of the bias voltage VDC and small signal sinusoidal voltage vac(t). In the
same way we can define a total displacement x = −x0 + x(t), where −x0 is the static
displacement due to the bias voltage VDC , and x(t) is the small signal displacement
generated by vac(t). Pursuing this notation, quantities including both the static and small
signal parts will be written in bold caps in the following. The electrical field between the
parallel plates of the capacitor is:

E =
V

d+ x
(2.10)

In order to write the Coulomb force acting on the moving plate, only the electrical field
generated by the charges on the fixed electrode have to be considered, i.e. half of the
total electrical field:

fele = −qE
2

=
CapV

2

2(d+ x)
= − ε0AV

2

2(d+ x)2
(2.11)

where q is the module of the charge over the electrodes. In the last equation the expres-
sion for the parallel plate capacity Cap = ε0A/(d + x) has been used, with ε0 being the
electrical permittivity of the vacuum and A the area of the plates. Using the just derived
expression for the Coulomb force, the equation for the static displacement x0 is found:

− ε0AV
2
DC

2(d− x0)2
= kx0 (2.12)

In order to extract an equivalent circuit for the electrostatic actuator, equation (2.11) have
to be linearized in both the V and x variables, using V = VDC and x = −x0 as the bias
point. Considering only the small signal terms:
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fele =
∂fele
∂V

∣∣∣∣
V=VDC ,x=−x0

vac(t) +
∂fele
∂x

∣∣∣∣
V=VDC ,x=−x0

x(t)

= − ε0AVDC
(d− x0)2︸ ︷︷ ︸

η

vac(t) +
ε0AV

2
DC

2(d− x0)3︸ ︷︷ ︸
K∗

x(t) (2.13)

the resulting linearized force has two terms: the first is a small signal force linearly de-
pendent from vac(t) through the electromechanical coupling coefficient η, the second is a
spring force proportional to the small signal displacement x(t) through the spring soften-
ing constant K∗. Equation (2.13) can be rewritten in the frequency domain an substituted
in (2.9) to give:

Fele(jω)︷ ︸︸ ︷
ηVac(jω) +

K∗

jω
Vel(jω) = jωMVel(jω) + CVel(jω) +

K

jω
Vel(jω)

ηVac(jω) = jωMVel(jω) + CVel(jω) +

Keq︷ ︸︸ ︷
K −K∗

jω
Vel(jω) (2.14)

Equations (2.14) clarify the name of spring softening constant given toK∗, since it results
in a decrease of the system spring constant from the mechanical spring K to the total
spring Keq = K − K∗. In literature it is common to refer to this effect as the spring
softening effect, which makes the spring constant (and thus the resonance frequency f0)
a function of the bias voltage VDC . In order to complete the model, an expression for the
current generated by the small signal source vac(t) is needed. The charge q over the
plates of the capacity can be written as:

q = CapV =
ε0AV

d+ x
(2.15)

performing the same linearization and considering only the small signal terms:

q =
∂q

∂V

∣∣∣∣
V=VDC ,x=−x0

vac(t) +
∂q

∂x

∣∣∣∣
V=VDC ,x=−x0

x(t)

=
ε0A

d− x0︸ ︷︷ ︸
C0

vac(t)−
ε0AVDC
(d− x0)2︸ ︷︷ ︸

η

x(t) (2.16)

where C0 is the static value of Cap. The small signal current can be easily computed
from (2.16):

i ' C0
dvac(t)

dt︸ ︷︷ ︸
ic

+ η
dx(t)

dt︸ ︷︷ ︸
imot

(2.17)
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Figure 2.11: Equivalent circuit for the electromechanical system of figure 2.10.

where the fist term ic is the static current due to the variable voltage vac(t) applied to
the constant capacitor C0, and the second term imot is the motional current due to the
distance variation x(t) between the electrodes of a capacitor with an applied constant
voltage VDC . The frequency domain equation is:

I(jω) = jωC0Vac(jω) + ηVel(jω) = Ic(jω) + Imot(jω) (2.18)

Equations (2.14) and (2.18) describe the small signal relationship between the electrical
and mechanical domains for the system of figure 2.10. It is easy to show (Tilmans) that
this relationship belongs to an ideal voltage transformer. The system equivalent circuit
is therefore shown in figure 2.11. The motional current is directly related to the velocity
of the moving mass M and thus exhibit the resonance peak. By solving the equivalent
circuit Imot is found to be:

Imot(jω) =
η2

jωM + C +
Keq
jω

Vac(jω) = Ym(jω)Vac(jω) (2.19)

where Ym(jω) is the resonator transconductance, i. e. the ratio of the motional current to
the applied small signal voltage. Ym(jω) can be rewritten in a more useful way exploiting
the resonance pulsation ω0 =

√
Keq/M , and the quality factor Q:

Ym(jω) =
1

Keq

jωη2(
jω
ω0

)2
+ jω

ω0Q
+ 1

(2.20)

The amplitude and phase behavior of the resonator transconductance Ym(jω) are shown
in figures 2.12 and 2.13 respectively. The quality factor is a key parameter of the res-
onator. The most general definition exploits an energy ratio:

Q = 2π
energy stored

energy dissipated in 1 period
(2.21)

using this definition the quality factor can be easly related to the circuit parameters:

Q =
Mω0

C
(2.22)
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Figure 2.12: Amplitude of the resonator transconductance Ym. The peak value is in-
versely proportional to the motional resistance Rm defined in 2.24. The frequency width
∆f used in the Q definition (2.23) is shown in the inset.
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Figure 2.13: Phase of the resonator transconductance Ym.
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An alternative definition, useful to extract Q from the peak amplitude is:

Q =
f0
∆f

(2.23)

where ∆f is the frequency width where the vibration amplitude (and thus the motional
current) is reduced by a factor

√
2 (−3dB), as is shown in the inset of figure 2.12. At

the resonance frequency the inductive and reactive parts cancel themselves and the
transconductance module reaches its maximum, which is the inverse of the motional
resistance Rm:

|Ym(jω0)| = Rm
−1 =

(
C

η2

)−1
(2.24)

Unfortunately the motional current is not directly measurable. Measurement can be per-
formed on the total current I (equation (2.18)), where the static current Ic is superim-
posed over Imot:

I(jω) = Ym(jω)Vac(jω) + jωC0Vac(jω)

= jω

(
C0 +

η2

Keq

) ( jω
ωa

)2
+ jω

ωaQa
+ 1(

jω
ω0

)2
+ jω

ω0Q
+ 1︸ ︷︷ ︸

Yt(jω)

Vac(jω) (2.25)

|Y t| 

f

 | I m o t / I c |  =  1 0 3

 | I m o t / I c |  =  1 0 2

 | I m o t / I c |  =  1 0
 | I m o t / I c |  =  1
 | I m o t / I c |  =  1 0 - 1

Figure 2.14: Amplitude of the total transconductance Yt. The plot is shown for various
values of the ratio |Imot/Ic| computed at the resonance frequency.
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Figure 2.15: Phase of the total transconductance Yt.

where the total transconductance seen from the small signal source Yt = I/Vac, has
been defined. As its shown by equation (2.25), Yt adds an anti-resonance peak, with
pulsation ωa and quality factor Qa, to the pure motional response of Ym. The parameters
of the anti-resonance peak are:

ωa = ω0

√
1 +

η2

C0Keq
Qa = Q

√
1 +

η2

C0Keq
(2.26)

The amplitude and phase of the total transconductance are show in figures 2.12 and 2.13
respectively. In order to highlight the effect of the static current, C0 is varied and the plots
are shown for various values of the ratio between the amplitudes of the two currents
Imot and Ic, both calculated at the resonance frequency. As its shown by these plots,
the static current progressively cancel the resonance peak. The effect of static current
partially or totally deteriorating the resonance is the main problem of the electrostatic
actuation. However, a significant improvement can be achieved using a second electrode
to sense to current, as shown in figure 2.16. In this new scheme the gap distance is
assumed to be the same for both electrodes and the bias voltage VDC is applied on the
resonator in order to polarize both gaps. Finally, the measure is performed on the short-
circuit current iout at the output electrode. In this situation the static displacement x0 can
be neglected and the electromechanical coupling and spring softening coefficients, as
well as the static capacitance, are the same on both ports:

C0 =
ε0A

d
η =

ε0AVDC
d2

K∗ =
ε0AV

2
DC

2d3
(2.27)
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Figure 2.16: two-port scheme.

where the change of sign in the η expression with respect to single port case of equa-
tion (2.13) is due to the polarity change caused by the application of the bias voltage
on the resonator instead that on the electrodes. The equivalent circuit for the two-port
system is shown in figure 2.17. In this circuit the feedthrough capacitor Cft, representing
the parasitic capacitive coupling between the input and output electrodes, is highlighted.
In this new scheme the feedthrough current Ift flowing through Cft takes the place of
the static current Ic of the single port scheme. By proper design Cft can be reduced to
few femto Farad, with an improvement of several order of magnitude over the motional to
parasitic current ratio of the single port scheme. However, even with the two-port scheme
the effect of the parasitic current can be very detrimental, especially when the resonator
is subjected to hight damping, as in the case when it resonates in air. For this reason,
several techniques have been developed in order to cancel the feedthrough contribution:
dummy resonator [65], mixing [53], 2nd harmonic driving [66]. When the resonator has
more than two electrodes, more complex readout configurations are possible to reduce

Figure 2.17: Equivalent circuit for the two-port system of figure 2.16.
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Figure 2.18: Compact representation of the two-port electromechanical transducer equiv-
alent circuit. Zm(jω) = Ym(jω)

−1 is the resonator equivalent impedance.

the feedthrough current [67, 68, 69]. An often used way to draw the equivalent circuit of
figure 2.17 is the compact representation of figure 2.18.

2.2.2 Distributed parameters

In the first part of this section the principles of electrostatic actuation have been exposed.
The mechanical part have been modeled with lumped parameters systems, i. e. systems
where the mass (and thus the kinetic energy) is concentrated into a rigid block M not
allowing deformations, and the stiffness (and thus the potential elastic energy) is con-
centrated in a block K with no mass. This approximation work well with some MEMS
structures such as comb fingers, but the most part of modern MEMS resonators (as well
as the ones designed in this thesis) are distributed parameters systems where the kinetic
and potential energy are continuously distributed over the resonator volume. In the fol-
lowing the extension of the model to distributed parameters systems will be discussed. A
comprehensive dissertation over distributed parameters electromechanics can be found
in [64], here the key results of this work will be highlighted. Because it is the most used
and simple design, the case of a clamped-clamped beam resonating in-plane will be dis-
cussed. However, the presented theory can be extended to all types of resonators with
few and easy passages. Moreover, the hole effect won’t be taken into consideration and
be beam will be considered full. The holes effect will be extensively studied in the follow-
ing chapter, where an homogenization method will be developed. By means of equiva-
lent parameters, this model will allow the study of the perforated beam with the standard
theory for full beams. The most easy and used model for the vibration of beams is Euler-
Bernoulli model [70], which is proven to be accurate for slender beams (w, h � L) over
the first resonance frequencies:

EI
∂4u(x, t)

∂x4
+ ρA

∂2u(x, t)

∂t2
+ c1l

∂u(x, t)

∂t
= p(x, t) (2.28)

where u = u(x, t) is the y-coordinate of the deflected principal axis of the beam and
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p(x, t) is the force per unit length applied on the beam. Two parameters related to the
geometry and material properties of the beam appear in the equation. The first is the
bending stiffness EI, the product of the Young’s modulus E and the moment of inertia
I = w3h/12 of the beam section, with h being the beam thickness; the second is the
mass per unit length ρA, with ρ the material density and A the area of the section. Finally
c1l is the viscous damping per unit length applied on the beam. When dealing with the
resonance frequency problem, the external load p(x, t) and the damping c1l are set to 0.
By postulating a solution of the form

u(x, t) = U(x)cos(ωt) (2.29)

and substituting (2.29) in (2.28), an ordinary differential equation is obtained:

EI
d4U(x)

dx4
− ρAω2U(x) = 0 (2.30)

By imposing the clamped-clamped boundary conditions:

U(0) = 0
dU(0)

dx
= 0

U(L) = 0
dU(L)

dx
= 0

(2.31)

Figure 2.19: Clamped-clamped beam resonator with two-port electrostatic actuation.
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n zn
1 4.73
2 7.85
3 11
4 14.14

Table 2.2: First four roots of the clamped-clamped eigenvalue equation (2.33).

the resonance mode shapes are found:

Un(x) =U0

{
cosh

( x
L
zn

)
− cos

( x
L
zn

)
+

cosh(zn)− cos(zn)

sinh(zn)− sin(zn)
·

·
[
sin
( x
L
zn

)
− sinh

( x
L
zn

)]}
(2.32)

where U0 is an arbitrary real constant and zn are the solutions of the eigenvalue equation:

cosh(z) cos(z)− 1 = 0 (2.33)

The first four roots of this equation are reported in table 2.2, while the corresponding
eigenmodes are shown in figure 2.20. Finally, the resonance pulsations are found to be:

ωn =

√
EIzn4

ρAL4
(2.34)
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Figure 2.20: First four mode shapes of the clamped-clamped beam.
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The mode shapes Un(x) are orthogonal functions:∫ L

0

Un(x)Um(x) dx = U0
2Lδnm (2.35)

and form a complete set, they can thus be used as a basis:

u(x, t) =

∞∑
m=1

Um(x)fm(t) (2.36)

where fm(t) is the generalized time-dependent coordinate relative to the m-th mode.
Substituting (2.36) in (2.28):

∞∑
m=1

(
EI

d4Um(x)

dx4
fm(t) + ρAf̈m(t)Um(x) + c1lḟm(t)Um(x)

)
= p(x, t) (2.37)

where the time derivative have been shown with dots. By using (2.30) the first term in the
summation can be rewritten:

∞∑
m=1

(
ρAωm

2Um(x)fm(t) + ρAf̈m(t)Um(x) + c1lḟm(t)Um(x)
)

= p(x, t) (2.38)

by multiplying for Un(x) dx and integrating over the beam length an infinite set of uncou-
pled equations is found:

knfn(t) +mnf̈n(t) + cnḟn(t) =

∫ L

0

Un(x)p(x, t) dx n = 1...∞ (2.39)

where the dynamic spring kn, mass mn and damping coefficient cn, relative to the n-th
mode have been defined:

mn = ρALU0
2

kn = mnωn
2

cn = c1lLU0
2 (2.40)

As it can be seen from the relationships 2.40, for the particular case of clamped-clamped
beams, the modal mass an damping coefficients are equal to their total values. The ap-
plied force per unit length can be written as:

p(x, t) = fele1(x, t) + fele2(x, t)

= − ε0hV1
2

2(d+ u(x, t))2
+

ε0hV2
2

2(d− u(x, t))2
(2.41)

following the same approach, p(x, t) has to be linearized in u(x, t)=0, V1=−VDC and
V2=−VDC . The obtained small signal force per unit length:
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p(x, t) =
ε0hVDC
d2

vac(t) +
ε0hVDC

2

d3
u(x, t) (2.42)

By substituting (2.42) into (2.39) and using the factorization (2.36) for expressing u(x, t):

knfn(t) +mnf̈n(t) + cnḟn(t) = −ε0hVDC
d2

∫ L

0

Un(x) dx︸ ︷︷ ︸
ηn

vac(t)

+
ε0hVDC

2

d3
U0

2︸ ︷︷ ︸
2kn∗

fn(t) n = 1...∞ (2.43)

where the electromechanical coupling coefficient relative to the n-th mode ηn, and the
spring softening constant relative to the same mode kn

∗ have been defined. In order to
link equation (2.43) to the concentrated parameter model, it is rewritten in the frequency
domain with the modal velocity Veln(t) = ḟn(t) as the unknown:

jωmnVeln(jω) + cnVeln(jω) +
kn − 2kn

∗

jω
Veln(jω) = ηnVac(jω) n = 1...∞ (2.44)

This expression is formally identical to the lumped parameter equation (2.14) and thus
leads to the equivalent circuits for two-port systems 2.17 and 2.18. At this point it is
important to remark that the lumped parameter system is represented by an infinite set of
these equation, one for each mode, therefore the complete circuit will be the parallel of an
infinite series of concentrated-like circuit, one for each set of modal parameters ηn, mn,
kn and cn [64]. However, if the quality factor is big enough and the resonances are well
spaced in frequency (as is typically verified in MEMS resonators), in the neighborhoods
of each mode the system can be studied considering only the circuit relative to that mode.
This simplification will be used in the following of this work to study the resonance of two
types of lumped parameters resonators vibrating in their first resonance mode. Finally it
is useful to get a simplified expression for η1 by computing the integral over the first mode
shape:

η1 =
ε0hVDC
d2

∫ L

0

U1(x) dx = 0.83
ε0hLVDC

d2
U0 (2.45)

this expression is similar to the one of the lumped parameter system, the 0.83 coefficient
takes into account the fact that the electrode does not translate rigidly as in the case of
concentrated parameter systems. The U0 constant appears in each dynamic parameter
and not affect any physic quantity of interest. In the following will be always assumed
U0 = 1.
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2.3 Limit of detection

In this section the limit of detection (LOD) of a resonant sensor, i.e. the minimum de-
tectable mass concentration µmin, will be investigated. A first qualitative discussion will
be aimed at identifying the resonant sensors parameters affecting LOD. Thereafter, a
more detailed analysis, assuming that the resonator is read by means of an electronic
oscillator, which is a very efficient and frequently applied method to detect the resonance
frequency, will be done. Even if it will not be supported by experimental results in this the-
sis, this latter readout approach has to be considered the final step of an ideal sensing
system and the most interesting from a Point-Of-Care application point of view [29].
LOD estimation allows a more fair comparison than the sensitivity, since it is common to
all the types of sensors discussed in chapter 1 (see figure 1.7). Furthermore it is the
most important parameter from an application point of view: considering the typical exam-
ple where the analyte concentration beyond a certain limit is considered as indicator of
a possible disease, the suitable detector needs, as a first and essential characteristic, a
LOD below, or at least equal to this limit. The limit of detection of a generic sensor is usu-
ally limited by the background noise which is always present in the output signal. Noise
analysis is a key task in many applicative fields of physics and many analytical models
have been developed in order to study this phenomenon. Because of the complexity of
the argument, simple analytical models can only work as qualitative esteems of the real
situation, and in the case of resonant sensors there are some additional issues which will
be shortly addressed in the following. The meaningful noise of a resonant sensor is the
noise that affect the measure of the resonance frequency, this makes the noise estimation
strongly dependent from the measurement scheme. A first measurement scheme has
been described in section 2.2 with the two-port electrostatic configuration of figure 2.11:
the frequency of the small signal source is swept in the neighborhood of the resonance
frequency and the resonator frequency response (i. e. the total transconductance Yt) is
acquired. The motional current is extracted from the total signal (if necessary) and the
resonance frequency is usually obtained through a nonlinear fitting. This configuration
is somewhere called open loop configuration in order to highlight its difference from the
closed loop configuration that will be described in the following of this section. The open
loop configuration is often exploited in the preliminary characterization of the resonance
sensors [71], but it is not well suited from an application point of view, since it is time-
consuming and requires complex laboratory instrumentation (a network analyser) to be
performed. Some qualitative considerations on the limit of detection can be done consid-
ering the example of figure 2.21, where the resonant peaks of two resonators (identified
with the subscripts a and b), have been acquired before (solid lines) and after (dashed
lines) the exposition to the target analyte. The peaks are also normalized to their respec-
tive motional resistance rm. To make a fair comparison, the resonance frequency before
exposition, and the added mass per unit surface are considered equal. Resonator a has
a sensitivity 10 times bigger than resonator b, thus the output quantities, i. e. the fractional
frequency shifts ya and yb, will be subject to the same relationship:
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Figure 2.21: Comparison between two resonant sensors whose peaks are acquired be-
fore (solid lines) and after (dashed lines) the exposition to the target analyte. Assuming
the same resonance frequency before exposition and the same added mass concentra-
tion, effects of different sensitivity and quality factor are shown.

ya =
∆fa
f0

= 10 yb (2.46)

However, resonator a has a quality factor Qa 100 times smaller than Qb. In the real case
where fluctuations due to noise are present on the peaks, detecting the resonance peak
shift of resonator a may be complicated or even impossible. On the other hand, the 100
times smaller width at half maximum of resonator b facilitates interpretation of frequency
shifts since sharper peaks allow higher resolution of peak frequency shifts. Assuming
small shifts, the peak amplitude in the neighborhood of f0 can be approximated as:

|Ym(f0 +∆f0)| ' |Ym(f0)| − 2Q2

rm

(
∆f0
f0

)2

(2.47)

If noise limits the minimum detectable change in the amplitude of the motional transcon-
ductance to Ymin, the minimum detectable fractional frequency shift can be written as:

y0min =
1

Q

√
Yminrm

2
(2.48)

The minimum detectable mass concentration µmin will be the one resulting in this mini-
mum detectable fractional frequency shift. Therefore the resonator parameters affecting
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the limit of detection:

µmin �

√
rm

QSc
(2.49)

As it was expected form the previous discussion on the example of figure 2.21, both Q
and Sc appear in equation (2.49) as inversely proportional parameters with respect to
µmin. The effect of the motional resistance rm cannot be appreciated since the peaks
were normalized, however, a lower rm results in a bigger oscillation amplitude and thus
in a less detrimental effect of noise over the acquired peak. As it will be argued in the
following, where a more detailed analysis of LOD assuming a readout using an oscillator
will be done, oscillations amplitude in MEMS-based oscillators is not a factor concerning
the resonator, since it is typically limited by the electronics. In this case, even if not affect-
ing LOD, having a small rm is still valuable, since it relaxes the constraint the electronics
has to meet in order to sustain oscillation.
The most easy and used method to read a resonant sensor is to insert it into a feed-

back loop with an electronic amplifier. The energy lost through the several dissipation
mechanisms of the resonator (such as the viscous damping discussed in section 2.2)
is resupplied by the active electronics and steady-state oscillations are allowed in the
loop. Such a circuit is often called MEMS oscillator, because it is simply an electronic
oscillator where the frequency selective part, usually an L-C tank, has been replaced
by the MEMS resonator whose resonance peak works as the frequency selective part.
This type of configuration is very attractive since the sustaining electronics is amenable
of monolithic integration with the MEMS resonator and the device can be read with only
a frequency counter. If the resonator is actuated with the two-port electrostatic method

Figure 2.22: Schematic of a MEMS oscillator employing a transresistive amplifier.
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described in 2.2, the natural choice is to use a transresistive amplifier as shown in fig-
ure 2.22. In this schematic the resonator is represented using the compact circuit of
figure 2.18, with the static and feedthrough capacitances assumed negligible for simplic-
ity, the transresistive amplifier is assumed to have a bandwidth at least 10 times bigger
than the resonator resonance frequency f0, and thus its input and output impedances
can be approximated with the resistors Rin, Rout, and the transresistive gain with a real
constant RT . The frequency noise of an oscillator is directly related to the phase noise,
which is the quantity commonly used to evaluate frequency stability of oscillators. As an
example, the GSM standard establishes a limit of −130 dB/Hz at an offset of 1 kHz from
the carrier. Kaajakari [72] realized the first MEMS oscillator meeting the GSM specifica-
tion. Phase noise is a consequence of the various noise sources present in the feedback
loop. In a MEMS oscillator these noise sources can be ascribed to the sustaining elec-
tronics or to the MEMS resonator. In the schematic these sources are modeled with two
noise generators: Vn−A for the amplifier and Vn−MEMS for the resonator. The amplifier
noise will have its thermal and noise terms, while the MEMS noise has several contribu-
tions arising from different phenomenons [73]: thermal fluctuations, thermoelastic noise,
momentum exchange with the surrounding gas molecules, adsorption desorption pro-
cesses. However, in almost all practical cases it has been found that the noise from the
amplifier is the dominant contribution [74, 75, 76]. The phase noise theory tries to relate
these contributions to the instability of the oscillation frequency. This theory is relatively
young and in the last years numerous models have been proposed to explain some dark
points of the classical approach [77, 78, 79]. However, the very general results that are
of interest for this work are proved and common to all these models. In the following, the
basic points of the classical phase noise theory will be discussed, for a comprehensive
treatise the reader is referred to the various references already and subsequently cited in
this section. Considering the oscillator of figure 2.22, the open loop gain βA is found to
be:

βA(jω) =
RT

Rin +Rout + Z(jω)
(2.50)

in order allow the growing of oscillations at f0, βA has to meet the triggering Barkhausen
conditions at this frequency:

|βA(jω0)| ≥ 1 φ(βA(jω0)) = 0 (2.51)

the phase condition is already verified at f0, since φ(Z(jω0)) = 0. To verify the amplitude
condition the transresistive gain has to be:

RT ≥ Rin +Rout + rm (2.52)

A good transresistive amplifier should have negligible imput and output resistances with
respet to the resonator motional resistance. This means that the amplifier does not add
significative loss mechanism in the loop, and equation (2.52) simply states that the am-
plifier has to overcome the resonator losses. As the oscillations increase in amplitude,
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some effect lowers the open loop gain until it equals unity, i. e. the equality in (2.52) is
verified:

RT = Rin +Rout + rm (2.53)

this is also called steady-state Barkhausen condition. Once this condition is verified, os-
cillations amplitude non longer grows and steady-state oscillations last indefinitely in the
circuit. The βA lowering effect can be due to an automatic gain control circuit, amplifier
nonlinearities (RT reduction) or resonator nonlinearities (rm increase). By basic circuit
analysis the noise voltage at the oscillator output can be written as:

Vn−out =
RT −Rout

Rin +Rout + Z(jω)−RT
(Vn−A + Vn−MEMS) (2.54)

In steady-state operation equation (2.53) holds true and the denominator of (2.54) di-
verges at the resonance frequency, the noise is thus shaped with a very high, ideally
infinite peak centered at f0. For this reason, the effect of noise is significant only for com-
ponents close to the resonance frequency and it is usually expressed as a function of
the frequency offset ∆f from the frequency of the carrier f0. For ∆f � f0 the resonator
impedance can be approximated as:

Z(jω0 +∆ω) = rm + j2mm∆ω (2.55)

Substituting (2.53) and (2.55) in (2.54), and considering Rin � rm, an expression for the
noise voltage at an offset ∆f from the oscillation frequency is found:

Vn−out(j∆f) =
f0

j2Q∆f
(Vn−A + Vn−MEMS) (2.56)

where Q is the resonator quality factor (see (2.21), (2.22) and (2.23)). As it was already
discussed, is reasonable to assume that the amplifier noise is the dominant term, with
this assumption the noise spectral density of the output voltage is:

SVn−out(∆f) =

(
f0

2Q∆f

)2

SVn−A(∆f) (2.57)

For typical values of the resonance frequency the amplifier power spectral density SVn−A

can be considered white (SVn−A0
) in the neighborhood of f0, a schematic of the oscillator

shaping effect over the amplifier noise is shown in figure 2.23. In order to understand
how this voltage noise impacts the stability of the oscillation frequency, it is customary
to consider a 1 Hz bandwidth centered at an offset ∆f for the carrier and model it as
sinusoid with amplitude set such that it has the same power as the noise it represents
and random phase. This is a good approximation as long as long the signal is observed
for a time substantially less than one second. For a complete treatise of narrow band
noise representation, refer to [80]. Assuming a steady-state oscillation of amplitude VM ,
the total output signal with the above described noise component is:

Vout = VMsin(ω0t) +Ansin [(ω0 +∆ω)t+ ψn] (2.58)
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Figure 2.23: Noise shaping due to the oscillator. The signal power, represented with a
delta function of area V 2

M/2 is also shown. The noise power in a 1Hz bandwidth, cen-
tered at a frequency offset ∆f from f0 is highlighted.

where φn is the random phase and An is set by (2.57):

An
2

2
= SVn−out(∆f) · 1Hz =

(
f0

2Q∆f

)2

SVn−A0
(2.59)

Using trigonometric transformations equation (2.58) can be rewritten as:

Vout = VMsin(ω0t) +An [sin(ω0t) cos(∆ωt+ ψn) + cos(ω0t) sin(∆ωt+ ψn)]

= [VM +An cos(∆ωt+ ψn)]︸ ︷︷ ︸
P (t)

sin(ω0t) +An sin(∆ωt+ ψn)︸ ︷︷ ︸
Q(t)

cos(ω0t)

=

√
P (t)

2
+Q(t)

2
sin

[
ω0t+ arctan

(
Q(t)

P (t)

)]
(2.60)

with the last equality, noise contribution to amplitude and phase fluctuations have been
divided. Amplitude noise in typically not important because is cancelled by the amplitude
limit mechanism, phase noise instead is the interesting quantity, assuming An � VM the
phase fluctuation φ(t) can be approximated:

φ(t) = arctan

[
An sin(∆ωt+ ψn)

VM +An cos(∆ωt+ ψn)

]

' arctan

[
An sin(∆ωt+ ψn)

VM

]

' An sin(∆ωt+ ψn)

VM
(2.61)

Using (2.59) the phase noise power spectral density can be written:
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Sφ(∆f) =
1

2

An
2

VM
2 =

(
f0

2VMQ∆f

)2

SVn−A0
(2.62)

With the last equation, the so called Leeson’s model for phase noise has been derived.
Expression (2.62) is often reported multiplied by a factor two in order to express a single
side band noise spectral density. Leeson’s model predicts a ∆f−2 behavior of phase
noise in the neighborhood of f0, failing to predict the experimentally observed ∆f−3 be-
havior at low offsets. A recently accomplished model that explains the low offset behavior
is the time-dependent model of Hajimiri and Lee [78]. However, the key result of the Lee-
son’s model, i. e. the inverse dependency of the phase noise from VM and Q, has been
proven also in the ∆f−3 region. To relate the phase noise to the frequency fluctuations
one last step is needed, the fractional frequency shift can be written as:

y0(t) =
f(t)− f0

f0
=

1

f0

dφ(t)

dt
(2.63)

ant thus the power spectral density of the fractional frequency shift:

Sy0(∆f) =
∆f2

f0
2 = Sφ(∆f) =

(
1

2VMQ

)2

SVn−A0
(2.64)

Equation (2.64) describes the oscillator fractional frequency noise in the frequency do-
main. The transition to the time domain noise description is not straightforward in fre-
quency measurement, since the classical statistical tools (classical variance) have found
to have a divergent behavior [81, 82]. For this reason, alternative statistical tools have
been developed, among them Allan variance is the most used. For the white fractional
noise of equation (2.64) the Allan standard deviation (the square root of the variance)
is [81, 82]:

σy0 =
1

2

1

2VMQ
τ−1

√
SVn−A0

(2.65)

where τ is the observation time. σy0 can be taken as an estimator of the minimum de-
tectable fractional frequency shift due the analyte binding. Therefore, an estimator for the
minimum detectable mass concentration µmin is found considering the mass concentra-
tion that results in this minimum detectable frequency shift:

µmin ∼ (ScVMQ)−1 (2.66)

The discussion expounded in this section should be intended as a qualitative exposition
of the frequency noise mechanisms in a MEMS oscillator and thus far away from giving
reliable values for the minimum detectable mass concentration µmin. However, with equa-
tion (2.66), the important result of highlighting the oscillator parameters that affect LOD
is reached and the product ScVMQ can be used as merit parameter for the comparison
of various design. If the mass sensitivity Sc and the quality factor Q are clearly resonator
parameters, some further considerations are needed for the oscillation amplitude VM . As
it was previously outlined, VM can be limited by either amplifier or resonator nonlineari-
ties. Resonator nonlinearities are affected by the power handling capability, which is the
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ability of the resonator material to store energy without falling into nonlinear regime (ma-
terial nonlinearities). For this reason, oscillators with MEMS-limited amplitudes are often
observed when the resonator dimensions are scaled towards micron or tens of microns
scale [75, 83]. Other situations that typically contribute in the early arise of material non-
linearities are the operation under vacuum and electrostatic actuation gaps in the order
or below 200 nm. Another documented issue arises from electrostatic actuation which is
inherently nonlinear (see the non-linearized relationship between force and displacement
of equation (2.11)). This electrostatic nonlinearity add another amplitude limit that may be
lower than the one fixed by mechanical nonlinearities. Moreover, electrostatic nonlinearity
involves a folding effect over the amplifier flicker noise, which generates a ∆f−3 region
at low offsets from the oscillation frequency, however, this effect is found to be important
only with very narrow actuation gaps (d < 200 nm) [84, 85]. In this work, resonators op-
erating at ambient pressure, with typical dimensions in the order of several hundreds of
microns and actuation gaps ranging in the micrometer scale, are considered. For these
reasons, is reasonable to consider the sustaining electronics as the amplitude limiting
part. Form the resonator point of view the merit parameter related to the limit of detection
is the product ScQ. Finally it is worth to point out that drawing the holes pattern on the
resonator probably has a detrimental effect on its power handling capability, this effect
needs an experimental evaluation.
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2.4 Air damping limited quality factor

In the discussion expounded in the previous sections of this chapter, the quality factor
Q emerged as key parameter of the resonant sensor. The advantages of having an high
quality factor will be shortly recalled in the following, thereafter the discussion will be fo-
cused on the air damping, which is the main loss mechanism, and thus the one limitingQ,
for MEMS resonators operating at ambient pressure. As it will be argued in the following,
the operation at ambient pressure is the most interesting case for resonant sensors. For
this reason, the devices presented in this thesis will be assumed to work in air. Air damp-
ing in MEMS can be divided in slide and squeeze film damping, analytical models working
as rough estimators of the damping coefficients will be given for both these cases. Finally
some considerations over the effect of the holes pattern on the quality factor will be done.
In section 2.2 a first definition for Q has been given assuming a concentrated parameter
system (equations (2.22), (2.21) and (2.23)). For a lumped resonatorQ can be expressed
using equation (2.22) and the dynamic parameters (2.40):

Q =
mω0

c
(2.67)

where the resonance mode number subscripts have been omitted. Using equation (2.24)
the motional resistance can be shown to be inversely proportional from Q:

rm =
mω0

η2Q
(2.68)

An high value of Q results in a low motional resistance and thus in a better motional to
parasitic current ratio. As can be seen from figure 2.24, an high quality factor also results
is a narrow peak (see (2.23)). As it has already been argued in sections 2.2 and 2.3,
both these properties have a fundamental and positive effect over resonance frequency
measure and limit of detection with the two-port open loop setup of figure 2.11. These ad-
vantages have also shown to well translate in the closed loop setup of figure 2.22: the low
motional resistance results in a less stringent constraint on the amplifier (equation (2.52)),
which can entail a reduction in power consumption, area occupation and amplifier noise.
The narrow peak results in even a more narrow frequency shaping from the oscillator,
which finally entails the presence of the quality factor among the three parameters af-
fecting the limit of detection (equation (2.66)). Towards a more general vision, having an
high Q implies key advantages in all resonator applications, besides resonant sensors,
the most common applications involving MEMS/NEMS resonators are: AFM probes [86],
filters [87, 88, 89], oscillators for timekeeping and radiofrequency applications [90], ac-
celerometers and gyroscopes [91]. It can be concluded that the pursuit of ultrahigh qual-
ity factors underlies almost all research in MEMS and NEMS resonators [92]. By looking
at equation (2.67) it is clear that the problem of Q estimation is essentially a problem of
damping estimation. In section 2.2 the dynamic damping coefficient c is a consequence
of the viscous damping taking place along the beam, in a more general case c is sim-
ply a loss coefficient that takes into account several losses mechanism present in the
resonator:
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c =
∑

ci (2.69)

Among the most common and studied loss mechanism in MEMS are: thermoelastic
damping (TED) [93], clamping losses [94], surface losses [95], viscous damping in air
and fluid (see below), Akaiser and other quantum effects [96, p.287]. Substituting (2.69)
in (2.67) the quality factor can be written as:

1

Q
=
∑ 1

Qi
(2.70)

where Qi is the quality factor that the device would have if only the i-th loss mecha-
nism would take place in the resonator. In most of the cases there is a dominating loss
mechanism that makes the other effects negligible:

Q ' Qi (2.71)

thus, for an accurate estimation of the quality factor, an accurate model for the dominat-
ing loss mechanism is needed. The resonant sensors considered in this work have to be
exposed to the analyzed environment or biological sample. For this reason, in order to
maintain assay simplicity, at least the work at ambient pressure is required. Otherwise
one would have to expose the sensor, dry it if the analyte is in a liquid environment, put
it into a vacuum chamber, wait for the desired pressure level and perform the measure. If
the labelling step of the fluorescence method has been stigmatized has a time-consuming
and labor-intensive process, the above described assay does not seem to be so different.
By making the sensor work in air at least the final and more time-consuming steps can be

|Y m|

f

Q  i n c r e a s e

Figure 2.24: Motional transconductance with varying of the quality factor.
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avoided and the vacuum chamber is not necessary. Clearly, the final and most attractive
step is to let these sensors work in liquid environment. Several research groups have
been moving towards this objective [97]. However, this section is limited to the study of
the work in air. When a MEMS resonator vibrates in air, the dominating loss mechanism
is the viscous damping that the device experience during its movement in the surround-
ing fluid. This effect is typically referred as air damping. In the following of this section, a
short introduction to the air damping of MEMS structures will be given. For a complete
treatise of this argument, the reader is referred to the several works that will be cited dur-
ing the exposition. The problem of the estimation of the viscous force acting on a moving
structure surrounded by a viscous fluid, is basically the problem of solving the displace-
ment field of the fluid in the neighborhood of this structure. If the fluid can be considered
as a continuum, the equations of motion are the Navier-Stokes equations [98]. Closed
form solutions for these equations are still an ongoing challenge, approximate solutions,
based on rough simplifications are the basis of the models used today for modelling the
gas damping in MEMS. Another problem is strictly related with the micrometric scale of
MEMS devices: when the devices feature sizes are comparable with the mean free path
of the gas molecules, the fluid cannot be considered as a continuum anymore, and thus
molecular models have to be used in order to solve the displacement field. The transition
from the continuum to the molecular regime is not abrupt, based on the Knudsen number,
it is customary to define four regions of work. The Knudsen number is defined as:

Kn =
λf
d

(2.72)

where λf is the mean free path of the fluid molecules at the working pressure and tem-
perature, and d is the characteristic length of the problem. The regions of work are:

Kn < 10−2 continuum regime

10−2 ≤Kn ≤ 10−1 slip flow regime

10−1 ≤Kn ≤ 10 transition regime

Kn > 10 free molecular regime (2.73)

The mean free path of air at ambient pressure and room temperature is λf = 68 nm, for a
characteristic length in order of few micrometers the problem falls into the slip flow regime.
In this working region, Navier-Stokes equations are still assumed to be valid, but ad-hoc
boundary conditions (first or higher order slip boundary condictions) are used in order to
take into account the effects of rarefaction. Air damping in MEMS can be divided in two
main categories: slide and squeeze film damping. In the following a brief formulation of
these problems and the expressions of the damping coefficients will be given.
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2.4.1 Slide film damping

Figure 2.25: Schematic of the slide film damping. νy is the velocity of the vibrating struc-
ture. fdo and fdu are the viscous damping forces acting on the upper and lower surfaces
respectively, c0 and cu are their proportionality coefficients with respect to νy.

Slide film damping takes place over structures translating in parallel with the sub-
strate, as in figure 2.25. The fluid in contact with the upper and lower moving surfaces
starts moving too and the velocity field penetrates in the surrounding fluid. Part of the
vibratory energy of the structure is thus transferred to the fluid in form of kinetic energy,
revealing a loss mechanism. By solving the velocity field in the surrounding of the struc-
ture, the viscous damping forces fdo and fdu, that the fluid exercises over the upper and
lower surfaces can be calculated. The presence of the substrate a few micrometers far
from the lower surface may influence the velocity field of the fluid underneath the struc-
ture, therefore the problem has to be divided in slide under and over the structure. The
details about the mathematical approach and the solution of this problem can be found
in [99] and [100, p.150] (continuum regime), [101] (slip regime with first and higher order
boundary conditions) and [102] (numerical methods). The slide damping coefficient per
unit surface under the structure, using first order slip boundary conditions is [101]:

cu−1s =

√
Reyµ√
2g

·
sinh

(√
2Rey

)
+ sin

(√
2Rey

)
+ k1

cosh
(√

2Rey
)
− cos

(√
2Rey

)
+ k2

(2.74)

where Rey is the Reynholds number, defined as:

Rey =
gω2

ν
(2.75)

with ν = µ/ρf being the kinematic viscosity, defined as the ratio of the dynamic viscosity
µ and the fluid density ρf . The coefficients k1 and k2 can be expressed as two functions
of Rey and Kn:
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k1 =− 3Rey sin
(√

2
√
Rey

)
K2
n + 3Rey sinh

(√
2
√
Rey

)
K2
n

+
√

2
√
Rey

(
2−K2

nRey
)

cos
(√

2
√
Rey

)
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+
√

2
√
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(
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2
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(√
2
√
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Kn (2.76)

k2 =Rey
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√
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(√
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√
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√
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The slide damping coefficient per unit surface over the structure can be simply obtained
by taking the limit g →∞:

co−1s = lim
g→∞

cu−1s =
µ(2λfρfω +

√
2µρfω)

2(µ+ λf (λfρfω +
√

2µρfω))
(2.78)

The damping coefficients in the continuum region can also be obtained by considering
λf = 0 in the slip flow expressions. In the expression (2.78) of the damping coefficient
over the structure this substitution is straightforward, for the coefficient under the structure
gives Kn = 0 and thus k1 = k2 = 0 in equation (2.74).

2.4.2 Squeeze film damping

Squeeze film damping is typical of electrostatic actuated resonators, where the struc-
ture oscillates in the direction of a fixed electrode, as shown in figure 2.26. The volume
between the structure and the fixed electrode changes with time and part of the fluid is
squeezed in and out of this volume. Part of the vibratory energy is thus lost in the fluid
motion and the effect is modeled with a squeeze film damping coefficient. Detailed ex-
positions about the mathematical approach to the squeeze film damping problem can be
found in [100, p.124] and [103]. The squeeze film damping coefficient for a rectangular
plate with in-plane dimensions L, h and a distance d from the fixed electrode is:

csqz =
64PahLσ

π6dω

∑
n,modd

m2 +
(
n
η

)2
m2n2

{[
m2 +

(
n
η

)2]2
+ σ2

π4

} (2.79)

where Pa is the pressure at the edges of the squeezed volume, η = L/h is the aspect
ratio of the moving plate and σ is the squeeze number:

σ =
12h2µeffω

d2Pa
(2.80)
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where µeff is the effective viscosity that takes into account the effect of rarefaction (slip
boundary conditions):

µeff =
µ

1 + 9.568
(
λf
d

)1.159 (2.81)

and d is the distance between the fixed electrode and the moving plate at rest.

Figure 2.26: Schematic of squeeze film damping.

2.4.3 Effect of holes

In this section, few simple considerations on how the holes pattern drawn onto the res-
onator may impact the quality factor will be done. Holes certainly reduce the resonator
mass and, in principle, may also impact the resonance pulsation and the viscous damp-
ing coefficient, which are the other two parameters appearing in the quality factor expres-
sion 2.67. Regarding the effect of holes on the viscous damping, squeeze film effect of
perforated structures vibrating out-of-plane has been extensively investigated [104, 105].
However, the structures presented in chapters 3 and 4 do not fall into this case, as they
move in-plane and the squeeze film effect takes place between the structure and the
fixed electrode used for electrostatic actuation. The effect of holes on the air damping of
structures vibrating in-plane as not jet investigated. The reasonable assumption consid-
ered in this work is to not assume any significant damping inside the holes, therefore the
only effect of the holes on the air damping is to reduce the area of the surfaces where
slide damping takes place. Moreover, for many typical MEMS designs, such as the ones
presented in this thesis, squeeze film damping is order of magnitude bigger than slide film
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damping, therefore the holes would not produce any significant change on the damping
coefficient (and on the motional resistance too). The effect of holes on the resonance fre-
quency is instead an open point and will be treated separately for each of the presented
resonators in the following chapters. However, even with this aspect still to be investi-
gated, it is reasonable to conclude that holes reduce the quality factor, thus generating
an important trade-off with the sensitivity Sc that needs to be carefully evaluated when
drawing the geometry of the holes matrix. Unfortunately the quality factor estimation with
the proposed models is expected to have a very poor accuracy, therefore a numerical op-
timization of the holes geometry, aimed at maximizing |QSc| (such as the one presented
for the sensitivity in section 2.1), would result in a merely theoretical exercise. This poor
accuracy is mostly due to the presented damping models which work as rough estima-
tors for the viscous losses that the resonator experience in the surrounding fluid. For this
reason, experimental evaluation is a necessary step when dealing with air damping prob-
lems, the absence of significant losses inside the holes is another aspect that deserves
an accurate experimental evaluation.
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3

Resonant beam sensor

In this chapter clamped-clamped beam resonant sensors with regular square perforations
will be presented. The resonant mode of interest will be the first in-plane mode. In order
to estimate the resonant sensor main parameters described in chapter 2, a time-efficient
technique to compute the resonance frequency that takes into account the effect of per-
forations is needed. For this reason, in section 3.1 of this chapter, a simple analytical
model capable of estimating the resonance frequency of square perforated beams will
be developed. In section 3.2 the dimensions of the designed structures, as well as the
main parameters of the two technological precesses used to realize them, will be briefly
exposed. In section 3.3, the properties of one of the employed processes along with the
resonance frequency model developed in section 3.1, will be used in order to estimate
the other important parameters of the sensor. Finally, in section 3.4, a few preliminary
measurements, carried out with the two-port open loop electrostatic setup of figure 2.19,
will be presented.

3.1 Analytical model for the resonance frequencies

As already stated in section 2.1, perforations are often introduced in MEMS structures for
technological purposes (release step) and affect the mechanical behavior of these struc-
tures in various ways. However, their effect on the mechanical behavior of beams and
plates has been extensively investigated only for specific cases and applications. For ex-
ample, models exist for the effect of holes on the viscous losses around plates for the case
of squeeze damping [104, 105]. The influence of perforations on thermoelastic damping
and anchor losses in bulk plate resonators has been studied as well [106, 107]. Numer-
ical methods can be and have been used to predict the mechanical behavior of such
structures [108, 109, 110]. However, their computational load increases dramatically with
the reduction of the hole size. Moreover, the mechanical properties of regularly structured
materials can also be modeled by an equivalent anisotropic material [111, 112, 113]. As
far as the determination of resonance frequencies is concerned, different semianalytical
models have been developed. For example, Yan and Seshia [113] use the Rayleigh-Ritz
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method on the standard solution of a full beam, a method which is only valid for small
holes, or an equivalent material model based on cellular material theory [111], which, on
the contrary, assumes very large holes. Herrera-May and coworkers [114] derive alter-
native expressions for the kinetic and elastic energies to be used with the Rayleigh-Ritz
method under the assumption that the system can be decomposed in a finite number
of elements obeying the Euler-Bernoulli beam equation, an hypothesis which fails for a
wide range of practical cases (for example, when the holes are small with respect to the
typical structure dimensions). The method developed by Civet et al. [115], though more
general, leads to very complex calculations for large number of holes. Overall, these ap-
proaches are cumbersome and do not lead to simple models for the structural behavior
of regularly perforated structures with many holes. In this section, the mechanical prop-
erties of beams with regular square perforations are examined, and a simple analytical
model to compute the in-plane resonance frequencies of perforated, clamped-clamped
beams is proposed. The model is aimed at the fast an accurate estimation of the reso-
nance frequency of these complex structures, which may be of help in the time-efficient
design of beam-based MEMS resonant structures, such as resonant sensors. The pro-
posed method is based on a modification of the established beam theory. Specifically,
equivalent expressions for the mechanical parameters (stiffness and inertia terms) of
perforated beams will be developed, conditions under which such expressions can be
used to obtain a valid estimate of the resonance frequencies will be studied too. As it will
be clear with the proceeding of this section, in order to describe all the holes geometries,
the model has to be based on a modification of the Timoshenko beam equation. While
the Timoshenko beam equation is the most complete model for the deflection of beams,

Figure 3.1: View of a perforated beam with the coordinate system used in the text. Part of
the beam is cut away for clarity. One of the electrodes used for the two-port electrostatic
sensing is also shown.
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in most cases simplified models can be used. For example, for slender beams, the Timo-
shenko equation reduces to the simpler Euler-Bernoulli (EB) equation. Under appropriate
hypotheses, that will be discussed extensively later in this section, simplified models can
be used also in the case of perforated beams. As a first step, a complete Timoshenko
equivalent model for perforated beams is developed. The Timoshenko beam equation for
the in-plane motion of a full beam, referred to the axes in 3.1, can be written as [70]:

EI
∂4u

∂x4
+ ρA

∂2u

∂t2
−
(
ρI +

EI · ρA
kAG

)
∂4u

∂x2∂t2
+
ρI · ρA
kAG

∂4u

∂t4
=

p(x, t) +
ρI

kAG

∂2p(x, t)

∂t2
(3.1)

where u = u(x, t) is the y-coordinate of the deflected principal axis of the beam and
p(x, t) is the force per unit length applied on the beam. Four parameters related to the
geometry and material properties of the beam appear in the equation. The first is the
bending stiffness EI, the product of the Young’s modulus E and the moment of inertia I
of the beam section; the second is the mass per unit length ρA, with ρ the material density
and A the area of the section; the third is the shear stiffness kAG, with G the shear
modulus of the material and k a correction factor (smaller than 1) taking into account the
shape of the section; finally the fourth parameter is the rotational inertia per unit length,
ρI. When dealing with the resonance frequency problem, the external load p(x, t) is set
to 0. By postulating a solution of the form

u(x, t) = U(x)cos(ωt) (3.2)

and substituting (3.2) in (3.1), an ordinary differential equation is obtained:

EI
d4U

dx4
+ ρAω2U +

(
ρI +

EI · ρA
kAG

)
ω2 d

2U

dx2
+ ω4 ρA · ρI

kAG
U = 0. (3.3)

For many practical cases, complete solution of (3.3) is not required. It can be shown [70]
that for typical materials and cross-sections the rotational inertia term ρI is 3-6 times
smaller than the shear deformation term EI · ρA/kAG, so that the former can be ne-
glected. In the following, we will show that this approximation holds also for perforated
beams. Also, for lower order resonance modes and slender beams, shear stiffness is
high enough that shear deformations can be neglected. If both these approximations
hold, (3.3) degenerates into the EB equation:

EI
d4U(x)

dx4
− ρAω2U(x) = 0 (3.4)

for which closed-form solutions are available for all typical boundary conditions. When
only the contribution of rotational inertia can be neglected (i.e., again, in many cases of
practical importance), (3.3) reduces to the so-called shear beam equation [70]:

EI
d4U

dx4
− ρAω2U +

EIρA

kAG
ω2 d

2U

dx2
= 0. (3.5)
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In the following paragraphs, equivalent models for the characteristic parameters of a per-
forated beam (i.e. the bending and shear stiffnesses EIeq and AGeq, and the mass and
rotational inertia per unit length ρAeq and ρIeq) will be developed. The behavior of a
perforated beam will be analyzed using a modified Timoshenko equation containing the
equivalent characteristic parameters. To this purpose, a beam of length L, width w and
thickness h, with the pattern of square holes described in section 2.1 (see figure 2.3 and
equations (2.3)) will be considered. Because the most part of MEMS designs fall into this
category, the analysis will be limited to the case of slender beams, assuming (w � L).

3.1.1 Perforated beam equivalent parameters

Equivalent bending stiffness model

Figure 3.2: Normal stress dis-
tribution in a full beam.

In the classic beam theory for full beams [116, p. 91]
(i.e. beam with constant rectangular cross-section), a
linear distribution of the normal stress σx = σeb along
the beam width is assumed (figure 3.2):

σeb(y) =
Mz

Ieb
y (3.6)

where Mz is the total bending moment at the cross-
section and Ieb = w3h/12 is the moment of inertia of
the cross-section. In presence of holes, EB theory fails
because of the variable beam cross-section. While vari-
able cross-section beams are often studied using the
standard EB theory for each segment [116, p. 209], this
approximation gives sufficient accuracy provided that 1)
the variation of the cross-section along the beam length
is continuous and not too extreme, or 2) in the case of
abrupt changes, the variation of cross-section is small
in comparison with the lengths of the segments. In re-
ality, most perforated beams of interest in MEMS appli-
cations do not belong to either case. Therefore, special
considerations have to be made in order to develop a
model for the normal stress distribution in a perforated
structure. For comparison, the equivalent bending stiff-
ness derived from the standard stress distribution, called geometric model in the follow-
ing, will be firstly exposed. The standard approximation of the Euler-Bernoulli theory for
treating variable cross section beams is to assume in each section the stress distribution
that the section would have if it would have been part of a constant section beam, as
shown in figure 3.3. Therefore the stress in the filled section will be the same of the full
beam case of equation (3.6), while the normal stress in the perforated section σh will be:

σh(y) =
Mz

Ih
y (3.7)
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3.1. ANALYTICAL MODEL FOR THE RESONANCE FREQUENCIES

Figure 3.3: Normal stress distribution obtained applying the linear distribution of the Euler-
Bernoulli theory in each of perforated beam sections, this approximation is referred as
geometric model in the text. The domains of integration highlighting the regions along
the y axis where the beam is full (Ωf ) and where the beam is perforated (Ωh) are also
shown.

where Ih is the moment of inertia of the perforated cross-section, whose value can be
computed from the general formula for the moment of inertia:

Ih =

∫ h/2

−h/2

∫
y∈Ωf

y2 dy dz = Ieb
α(1 +N)(2N +N2 + α2)

(N + α)3
(3.8)

The bending stiffnesses in the filled and perforated sections will be EIeb and EIh respec-
tively. With the bending stiffness defined in any of the beam cross sections, its deformed
shape due to any type of load can be computed. To find a simple closed form expression
for the bending stiffness of the perforated beam, the pure bending problem of figure 3.4 is
considered. The deformed shape ubeam(x) can be found by solving each constant sec-
tion segment and linking them with continuity conditions. This deformed shape is thus
approximated with the one of a full beam subjected to the same boundary conditions:

ugeom(x) = − Mz

2EIgeom
x2 = βgeomx

2 (3.9)

where EIgeom is the equivalent bending stiffness of the geometric model. An expression
for EIgeom can be found by using a least square approximation:

min

{∫ L

0

(
ubeam(x)− βgeomx2

)2
dx

}
→ EIgeom (3.10)

Where the ad-hoc variable βgeom, useful for the following computations has been defined.
Once that the integral is solved, expression (3.10) si a second order polynomial in the
βgeom variable. Therefore a closed form expression for EIgeom is found by solving:
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Figure 3.4: Pure bending problem used to find a compact expression for the equivalent
bending stiffness of the perforated beam.

d

dβgeom

[∫ L

0

(
ubeam(x)− βgeomx2

)2
dx

]
= 0 (3.11)

The solution βopt of equation (3.11), though straightforward, can be a very complex func-
tion, if the beam is slender a good simplification is to take the limit for N →∞. Exploiting
the relationship between βgeom and EIgeom of equation (3.9), the expression for the
equivalent bending stiffness of the geometric model is found:

EIgeom = lim
N→∞

−Mz

2
·

1

βopt
=

(
1− α
EIh

+
α

EIeb

)−1
(3.12)

The final expression is found by substituting equation 3.8 in the solution:

EIgeom = EIeb
(N + 1)α(N2 + 2N + α2)

(α2 − α+ 1)N3 + 3αN2 + α2(α2 − 3α+ 5)N + α3
(3.13)

The limit of this model is the assumption of a linear distribution of the normal stress in
the filled sections. The new model proposed in this section, called equivalent model in
the following, is based on a piecewise-linear distribution of the stress in these sections.
Some argument are needed in order to explain why this distribution is more realistic than
the one of the geometric model, and why the linear distribution is instead a valid assump-
tion in the sections with holes. Each longitudinal fiber in the beam segments with holes
(referred with subscript h in the following), extending for a length (1 − α)ls, belong to
material fibers which extend throughout the length of the beam, so that, in analogy with
constant-section beams, assuming that they withstand the normal stress implied by the
EB stress distribution σh(y) of equation 3.7 is reasonable. Each filled beam segment (re-
ferred with subscript f in the following) extends for a length αls. A linear stress distribution
is obviously unreasonable in this case, as the material between two adjacent holes has
a stress-free boundary, while the remaining parts of the segment (belonging to the same
fibers as the perforated segments) withstand the traction at their boundaries imposed by
the perforated segments on their sides. As a result, the normal stress will be reduced in
the parts between holes, which will be under-stressed with respect the full beam case,
and will concentrate in the remaining parts, which will be over-stressed, so that the to-
tal bending moment remains constant. A possible model for this stress condition is the
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Figure 3.5: Equivalent model for the normal stress distribution in the perforated (left, green
line) and filled (right, blue-pink line) segments of a perforated beam. The geometric stress
distribution in the filled section (right, dashed line) is superimposed for comparison.

piecewise linear distribution (with two different slopes) of figure 3.5 (the parts between
holes and the remaining ones are referred with the subscripts fh and ff , respectively).
This distribution can be written with to different linear functions:

σfh(y) =
Mz

Ifh
y σff (y) =

Mz

Iff
y (3.14)

where Iff and Ifh (with the dimensions of a moment of inertia) are parameters whose
values depend on the geometry of the perforations and are still to be determined. Once
these parameters are obtained, the bending of the structure can be computed by con-
sidering the bending of those material fibers of the beam which extend through its whole
length ( 3.1), which is described by the bending stiffness EIh in the perforated sections,
and by the bending stiffness EIff in the filled sections. The bending stiffness of the
equivalent model is thus obtained by substituting EIff to EIeb in the expression (3.12):

EIeq =

(
1− α
EIh

+
α

EIff

)−1
(3.15)

To compute an explicit expression for EIeq, an expression for Iff has to be determined.
A first relationship between Iff and Ifh is obtained by writing the bending moment in the
filled segment and equating it to the total bending moment Mz:

Mz = h

(∫
Ωf

σff (y)y dy +

∫
Ωh

σfh(y)y dy

)
(3.16)

where Ωh is the complementary domain of Ωf (see figure 3.5). Substituting (3.14)
into (3.16):
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Iff =
IfhIh

Ifh + Ih − Ieb
(3.17)

To obtain Iff , a second relationship is required. As the parts between holes are progres-
sively less stressed for larger holes (i.e. for α approaching zero), a very simple hypothesis
is to assume that the normal stress in those parts is proportional to α:

σfh = ασeb (3.18)

which immediately leads to:

Ifh =
Ieb
α

(3.19)

Substituting (3.19) and (3.17) into (3.12) finally gives:

EIeq = EIeb
(N + 1)α(N2 + 2N + α2)

(1− α2 + α3)N3 + 3αN2 + (3 + 2α− 3α2 + α3)α2N + α3
(3.20)

Equivalent shear stiffness model

If shear deformations are not negligible, the cross-sections of the beam and its principal
axis are no longer orthogonal. The deviation of the angle between them from π/2, i.e. the
shear angle β, is inversely proportional to the shear stiffness kGA [116, p. 170]:

β =
T

kGA
(3.21)

where T is the shear force. As in the case of bending, the presence of holes modifies the
shear deformation of the beam. Specifically, shear deformation of the beam can be signif-
icant even in very slender beams, which is generally not true for full beams. The starting

Figure 3.6: Shear deformation under the hypotesis of slender beams. (a) single cell, (b)
4 cells centered in the joint and (c) 4 cells centered in the hole.
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point is the equivalent shear stiffness AGeq for infinite square networks of joined slender
beams. By using the unit cell (centered in the joint) of 3.6 (a), Wand and McDowell [111]
developed the following expression:

AGeq = A
E

2
α3 (3.22)

In the case of a finite number of cells N , this expression has to be adjusted. Since our
unit cell is centered in the hole (figure 3.6 (c)),N cells correspond to a network withN+1

beams, and thus to an increased shear stiffness:

AGeq = A
N + 1

N

E

2
α3 (3.23)

For a large number of holes this model converges to the one of (3.22), as expected. In
our case, the hypothesis of slender beams would impose a very restrictive upper limit on
the value of α (i.e. α < 0.1 if we fix the slenderness limit at 10). However, with increasing
α the beam progressively approximates a full slender beam, where shear deformations
are generally negligible, i.e. the beam is under pure bending, so that the actual value of
AGeq is not important. For this reason, equation (3.23) will be used for the whole range
of α.

Equivalent mass per unit length model

The computation of the equivalent mass per unit length is straightforward, and is simply
the average mass per unit length of the perforated beam. By integrating over a beam
segment we obtain:

ρAeq = ρA
(1−N(α− 2))α

N + α
(3.24)

Equivalent moment of inertia per unit length model

To derive the equivalent moment of inertia per unit length ρIeq we integrate and average
over a strip of N square cells of length ls:

ρIeq = ρ
1

ls
h

∫
x,y∈Σ

ρ
(
x2 + y2

)
dxdy =

= ρIeb
α
(
(2− α)N3 + 3N2 − 2(α− 3)(α2 − α+ 1)N + α2 + 1

)
(N + α)3

(3.25)

where the plane domain Σ defines the zones without holes (see 3.7). Because of the
finite width of the strip, this expression depends on the choice of the center of inertia, but
this dependence becomes negligible for small cells or, equivalently, for large N .
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Figure 3.7: Integration domain for the integral in (3.25).

3.1.2 Expression for the resonance frequencies

By substituting the four equivalent parameters shown in equations (3.20), (3.23), (3.24)
and (3.25) into the factorized Timoshenko beam equation (3.3), the model for the har-
monic motion of perforated beams is obtained. Before solving the full Timoshenko equa-
tion is useful to examine the conditions that allow the use of the simplified shear (3.5) or
even EB (3.4) equations. In order to neglect rotatory inertia effects the following inequality
has to hold true [70]:

EIeq · ρAeq
AGeq · ρIeq

� 1 (3.26)

by replacing our equivalent models for the characteristic parameters, the ratio on the
left side is found to be a monotonically decreasing function with α. This makes the full
beam (for which the rotatory inertia is commonly neglected [70]) the worst case scenario.
For this reason is reasonable to assume that the rotatory inertia term ρIeq is always
negligible, i.e. that the shear equation is always a good description of the perforated
beam problem. To investigate the conditions for which the simpler EB equation can be
used in presence of holes, a further consideration needs to be done. As it will be shown
in the next section, the shear model resonance frequency expression is a function of the
geometry dependent variable γ:

γ =
EIeq

AGeqL2
(3.27)

The larger is γ, the greater is the influence of shear deformations. The condition γ = 0

corresponds to the absence of shear deformations (i.e. to the EB equation). For perfo-
rated beams, γ can be expressed as a function of N and α:
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γ =
1

6

(w
L

)2
γF (N,α)� 1 (3.28)

where γF (N,α) is an appropriate rational function of its arguments:

γF =
N
(
N2 + 2N + α2

)
α2 ((α3 − α2 + 1)N3 + 3αN2 + α2 (α3 − 3α2 + 2α+ 3)N + α3)

(3.29)

As γF diverges as α−2 in a neighborhood of α = 0, there is always a lower limit for α
(which depends on the beam slenderness w/L) below which the inequality (3.28) fails.
As a consequence, shear effects cannot be neglected if the beam is studied over the
whole range α ∈ (0− 1], and the shear equation (3.5) has to be used. If only the be-
havior above this limit is of interest, however, the EB equation (3.4) can be used. In the
following, by solving the shear equation (3.5) an expression for the resonance frequencies
of a clamped-clamped perforated beam will be derived. By considering an infinite shear
stiffness (i.e. no shear deformations) in the shear model expression, the Euler-Bernoulli
one will be also extracted. Once that both expressions are derived, a qualitative method
to evaluate the error committed by using the rough EB equation with respect to the more
accurate shear equation will be given. The eigenvalue equation obtained imposing the
clamped-clamped boundary conditions to the shear equation 3.5 is [70]:

2a3b3 − 2a3b3 cos a cosh b−
(
b6 − a6

)
sin a sinh b = 0 (3.30)

The wave numbers a and b are functions of the equivalent quantities:

a =

√
−C1 +

√
C2

1 + C4
2 b =

√
C1 +

√
C2

1 + C4
2 (3.31)

C1 =
2π2ρAeqL

2f2

AGeq
C2 = 4

√
4π2ρAeqL4f2

EIeq
(3.32)

where f is the frequency. The values of f that solve (3.30) are the resonance frequencies.
Since the only unknown f appears in both the wave numbers, the problem cannot be
easily solved using this notation. This problem can be overcome by showing that:

C1

C4
2

=
γ

2
(3.33)

where γ hase been defined in (3.27). Substituting equations (3.31), (3.32) and (3.33) in
equation (3.30) the result is a trascendent equation in the only unknown C2:

− γ sin

√γC4
2

2
+

√
1

4
γ2C8

2 + C4
2

 sinh

√√1

4
γ2C8

2 + C4
2 −

γC4
2

2

 ·

·
(
γ2C4

2 + 3
)
C2

2 + 2 cos

√γC4
2

2
+

√
1

4
γ2C8

2 + C4
2

 ·

· cosh

√√1

4
γ2C8

2 + C4
2 −

γC4
2

2

− 2 = 0 (3.34)
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Figure 3.8: First four roots of the clamped-clamped eigenvalue equation 3.34 as a function
of γ.

Equation (3.34) can be numerically solved in order to build a set of functions Zn,CC(γ),
representing the nth root of the equation as a function of γ (see 3.8). Using these func-
tions and the definition of C2 taken from (3.32), the expression for the nth resonance
frequency fn of the perforated clamped-clamped shear beam is found:

fn =
1

2π

√
EIeqZn,CC(γ)

4

ρAeqL4
(3.35)

The Euler-Bernoulli model can be obtained considering an infinite shear stiffness, i.e. no
shear deformations (γ = 0):

fn,EB =
1

2π

√
EIeqZn,CC(0)

4

ρAeqL4
(3.36)

If we limit our discussion to slender beams (L/w ≥ 10) with α varying in the interval
[0.05− 1], γ varies in the interval [0− 1.8]. Table 3.1 gives a rational interpolation for
the first 4 Zn,CC(γ) functions, with an error below 0.35% over the range of interest of
γ. These functions are aimed at giving a fast and simple solution tool without passing
through the numerical solution of (3.34). In the same table the EB solution (γ = 0) is also
shown.
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n Zn,CC(γ) Zn,CC(0)

1
γ3+3.30γ2+(7.84 · 10−1) γ+2.57 · 10−2

1.06γ3+1.60γ 2+(2.33 · 10−1)γ+5.44 · 10−3 4.73

2
γ3+2.90γ2+(5.07 · 10−1) γ+9.61 · 10−3

(7.30 · 10−1) γ3+(9.43 · 10−1)γ 2+(9.76 · 10−2)γ+1.22 · 10−3 7.85

3
γ3+2.76γ2+(4.15 · 10−1) γ+5.19 · 10−3

(5.91 · 10−1) γ3+(7.12 · 10−1)γ 2+(5.91 · 10−2)γ+4.72 · 10−4 11.00

4
γ3+2.63γ2+(3.49 · 10−1) γ+3.35 · 10−3

(5.08 · 10−1) γ3+(5.76 · 10−1)γ 2+(4.04 · 10−2)γ+2.37 · 10−4 14.14

Table 3.1: Rational functions interpolating the first four roots of the clamped-clamped
eigenvalue equation (3.34) as a function of γ. Their values at γ = 0 is also shown. The
error with respect to the exact root is below 0.35% over the range of γ shown in figure 3.8.

3.1.3 FEM validation

In order to verify the validity of the proposed model, extensive Finite Element Method
(FEM) simulations with ANSYS were carried out. To allow a consistent comparison,
clamped-clamped perforated beams were modelled as 2D structures (meshed with the
ANSYS element PLANE182) under a plane stress hypothesis, which corresponds to the
case of beams of negligible thickness. A modal analysis was performed and the reso-
nance frequencies of the first four resonance modes were extracted. The beam material
was [110] single crystal silicon, described with the following parameters: Young’s modu-
lus E = 169 GPa, Poisson’s ratio ν = 0.064, shear modulus G = 50.9 GPa [117]. The
in-plane dimensions of the beams were L = 1401.1µm and w = 46.9µm. Simulations
have been performed for four different values of N (1, 2, 4 and 8) and for a range of α
between 0.05 and 1 (for N = 1, 2, 4) and between 0.15 and 1 for N = 8 (where small
values of α led to excessive computational load). The FEM simulated values of the first
resonance frequency, which is the most significant from an application point of view, are
shown in figures 3.9 through 3.12 as a function of α and for the four different values of N ,
along with the corresponding values obtained with our model, both in the case of shear
and EB equations ( (3.35) and (3.36) respectively), and also, for comparison, using the
geometric model for the bending stiffness. The relative errors of the four models with re-
spect to the FEM simulations are shown in figure 3.13 and 3.14 for two values ofN (2 and
8, respectively). For legibility, the graphs for the EB-based models (which are expected to
fail for small α) have been clipped to exclude very large values of the errors. The errors
for the proposed equivalent model are consistently smaller than those of the geometric
model. Also, the error quickly decreases for increasing N ’s: for the shear equation, for
example, the error is below 2% over the whole range of α for N = 8. Since the only
difference between equivalent and geometric models (for each equation) is the expres-
sion used for the bending stiffness, this comparison clearly shows the superiority of the
more realistic piecewise-linear stress distribution (shown in figure 3.5) with respect to the
geometric one. A similar analysis can be performed for higher resonance modes as well.
The analysis presented here is limited up to the fourth mode. For comparison, the plots
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Figure 3.9: First resonance frequency as a function of α and N = 1. Beam dimensions
are L = 1401.1µm and w = 46.9µm. FEM simulations and models are presented.
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Figure 3.10: First resonance frequency as a function of α and N = 2. Beam dimensions
are L = 1401.1µm and w = 46.9µm. FEM simulations and models are presented.
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Figure 3.11: First resonance frequency as a function of α and N = 4. Beam dimensions
are L = 1401.1µm and w = 46.9µm. FEM simulations and models are presented.
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Figure 3.12: First resonance frequency as a function of α and N = 8. Beam dimensions
are L = 1401.1µm and w = 46.9µm. FEM simulations and models are presented.
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Figure 3.13: Relative error of the models with respect to FEM simulations. First resonance
mode, N = 2.
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Figure 3.14: Relative error of the models with respect to FEM simulations. First resonance
mode, N = 8.
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Figure 3.15: Relative error of the models with respect to FEM simulations. Fourth reso-
nance mode, N = 2.
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Figure 3.16: Relative error of the models with respect to FEM simulations. Fourth reso-
nance mode, N = 8.
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for the relative errors for the fourth resonant mode are shown in figures 3.15 and 3.16. As
a practical method to decide when to use the EB equation or the shear equation (which
is computationally more complex) to determine a resonance frequency with the proposed
models, the relative error between the two cases was determined through the respective
equations for the resonance frequencies (3.36) and (3.35). This error, which depends
only on the value of γ, is plotted for the first four resonance modes in figure 3.17. For
each problem at hand, the value of γ (computed from (3.28) and (3.29)) can be used,
in conjunction with the error plot, to determine the expected error for the EB model with
respect to the shear model. As a conclusion to this section, an analytical model for the
estimation of the resonance frequency of square-perforated beams with an accuracy of
a few percentage points was presented. From the point of view of the resonance sensor,
this model can be used to estimate viscous losses, quality factor and motional resistance
with the models presented in chapter 2. This topic will be expanded in section 3.3. How-
ever, by looking at the resonance frequency behavior with respect to α, shown in the
plot of this section, some consideration can already be done. If the effect of holes over
f1 is very slight as long as the Euler-Bernoulli model assures a sufficient accuracy (i.e.
about α ≥ 0.3), the same cannot be concluded when shear effects starts to be relevant.
The increased compliance due to shear deformations results in the remarkable drop of
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Figure 3.17: Relative error of the EB model (equation (3.36)) with respect to the shear
model (equation (3.35)) as a function of γ. The first four resonant frequencies are shown.
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the resonance frequency, which falls of about 65 % when α ≈ 0.05 with respect to the
full beam case. Since the resonance frequency is proportional to the quality factor, its
drop due to shear effects has to be considered an unwanted effect as it deteriorates the
resonance sensor performances.
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3.2 Technological processes

In this section the main characteristics of the two technological processes used to fabri-
cate the beam-based resonant sensors described in this chapter will be briefly summa-
rized. Designed structures dimensions will be summarized too. Based on the geometry
described in the previous section, clamped-clamped resonant beam sensors have been
fabricated using two different technological processes available through the multi-project
wafer of the EUROPRACTICE consortium. The devices have been designed in order to
cover most of the available (N -α) design space, considering the technological processes
design rules and a minimum acceptable number of holes along w of Nmin = 4 (see
figure 2.7). The covering of the whole design space is aimed at experimentally verifying
the trends that quantities such as Sc, Q, rm, and f0 exhibit while the geometry of the
holes pattern moves in the (N -α) design space. These trends have been the subject of
the discussion expounded in chapter 2 and in section 3.1 of this chapter, where an an-
alytical model capable of estimating the resonance frequency of square perforated has
been developed. In the following section 3.3, the resonance frequency model, jointly with
the models presented in section 2.2 for the electromechanical coupling and in section 2.4
for the viscous losses, will be used to estimate damping coefficient, quality factor and
motional resistance as a function of N and α. In order to work out these quantities, ma-
terial and process parameters are needed. Some of these informations cannot be given
here due to copyright restrictions, the unrestricted informations for both the technological
processes used, together with the designed structures dimensions, will be listed in the
following. However, even if not explicitly specified, the full set of process parameters will
be used in the computations every time the text refers to these technological processes.

3.2.1 TRONICS

TRONICS process is an SOI process with 60µm thick (h) Single Cristal Silicon (SCS)
structural layer. The material properties of SCS can be found in [117] and are summarized
in table 3.2 along with the structural layer thickness h. The layout dimensions of the
beams realized with the TRONICS process are instead listed in table 3.3.

material E [GPa] ν G [GPa] ρ [kg/m3] h [µm]
[110] SCS 169 0.064 50.9 2330 60

Table 3.2: TRONICS process main parameters.

3.2.2 SiGe

Poly Silicon-Germanium is a MEMS technology developed at IMEC. The key feature of
SiGe MEMS is their processing over CMOS substrates using a low temperature pro-
cess compatible with the underlying electronics. This technology is thus amenable for
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name L [µm] w [µm] N α
B1 1400 35 0 1
B2 1400 40 4 0.44
B3 1400 48 4 0.36
B4 1400 39 5 0.57

Table 3.3: Resonant beams fabricated with the TRONICS process.

monolithic integration of MEMS resonators with their sustaining electronics. Material and
process properties, such as elastic moduli, density, structural layer thickness h an ac-
tuation gap d can be found in [118, 119]. Further details about the SiGe technological
process can be found in [62]. The process main parameters are summarized in table 3.4,
the layout dimensions of the beams realized with the SiGe process can instead be found
in table 3.5.

material E [GPa] ν G [GPa] ρ [kg/m3] h [µm] d [µm]
poly SiGe 120 0.22 49.2 4400 4 0.55

Table 3.4: SiGe process main parameters.

name L [µm] w [µm] N α
B1 500 36 4 0.25
B2 500 36 4 0.5
B3 500 36 4 0.75
B4 500 28 4 0.3
B5 500 28 4 0.5
B6 500 28 4 0.7
B7 500 36 6 0.35
B8 500 36 6 0.65
B9 500 28 6 0.42
B10 500 28 6 0.58
B11 500 36 0 1
B12 500 28 0 1

Table 3.5: Resonant beams fabricated with the poly silicon germanium (SiGe) process.
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3.3 Estimated resonance sensor performances

In this section, the effect of holes over the sensor parameters other than the resonance
frequency will be investigated. As an example, a beam with the same outer dimensions
used in FEM validation section 3.1.3, L = 1401.1µm and w = 46.9µm will be consid-
ered. The chosen process is TRONICS, whose structural layer is [110] crystalline silicon
(see table 3.2). In order to highlight the effect of holes, α will be swept from 0.05 to 1,
without considering the layout rules that limit the design space. Damping losses, motional
resistance and quality factor will be estimated by means of the modal parameters (2.40)
derived in section 2.2.2. The shear equivalent model (3.35) will be used to compute the
resonance pulsation. For the particular clamped-clamped beam, modal parameters were
found to be equal to the total quantities over the structure (see equations 2.40). The vis-
cous losses due to slide and squeeze film damping are the first quantities that need to
be estimated. Slide film damping takes place on the upper and lower surfaces parallel to
the substrate of area Aslide:

Aslide =
L2α

(
−(α− 2)N2 + 2N + α

)
Ar(N + α)2

(3.37)

where Ar is the aspect ratio defined in equation (2.3). The resonator slide film damping
coefficient cslide is:

cslide = Aslidecu−1s︸ ︷︷ ︸
cunder

+Aslideco−1s︸ ︷︷ ︸
cover

(3.38)

where cu−1s and co−1s are the slide per unit surface under and over the structure of
equations (2.74) and (2.78). The squeeze film damping takes place in the volume be-
tween the resonator and the fixed electrodes of the two-port electrostatic configuration.
Even if the model of equation (2.79) assumes a surface translating rigidly, it can be used
as a valid approximation. This is the same approximation made by Bao in [100, p.138],
where the squeeze film damping is assumed uniformly distributed along the gap, thus
weighted by the modal shape and finally integrated to give the modal parameter. The
total viscous damping is thus obtained by summing the slide damping of equation (3.38)
with 2 times the squeeze damping of equation (2.79), in order to take into account both
the electrostatic gaps:

ctot = cunder + cover + 2csqz (3.39)

The damping coefficients computed at the resonance frequency as a function of α are
shown in figure 3.18 for N = 6. The other cases (N =6, 8) are omitted since there is
no substantial difference in the damping behavior, which can be totally ascribed to the
squeeze film effect. The predominance of squeeze effects is typical of slender beams
where there a small slide area an long actuation gaps. By decreasing the surface Aslide
where the slide damping takes place, the presence of holes increase even more this dom-
inance. As the damping is totally ascribable to squeeze film effects, it does not depend on
holes, therefore the motional resistance rm = ctot/η

2, where η is the electromechanical
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Figure 3.18: Slide and film damping coefficients computed at the beam resonance fre-
quency of the considered beam as a function of α for N = 6.

coupling coefficient of equation (2.45), is also independent from the holes. Considering a
polarization voltage VDC = 40 V, an estimation of rm is found:

rm ≈ 144 MΩ (3.40)

This high value of the motional resistance is mostly due to the large actuation gaps.
The substantial independence of the motional resistance from the hole pattern has been
already forecasted in the qualitative discussion expounded in section 2.4.3. By computing
the resonator total mass m as:

m = hAslideρ (3.41)

the quality factor is known by using equation (2.67). The quality factor plot of figure 3.19
highlights an important decrease of Q when holes dimension is getting bigger (α → 0).
This effect results in an important trade-off acting over the perforation approach, which
has been initially introduced as a way to increase the concentration sensitivity (see fig-
ure 2.4 and section 2.1 for more details). The holes detrimental impact over Q is the
result of 2 combined effects: the unavoidable mass decrease (and thus stored energy
decrease) with the increase of holes dimension, and the resonance frequency drop (and
thus the increase in 1 cycle dissipated energy) well described by the proposed model
(equation (3.35)), with the latter effect being very important when α > 0.3 due to shear
effects. Also this unwanted effect of the holes over the quality factor has already been
forecasted in the qualitative discussion of section 2.4.3. The very poor value estimated
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Figure 3.19: Quality factor as a function of α and for N = 4, 6, 8.
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Figure 3.20: Concentration sensitivity module as a function of α and for N = 4, 6, 8.
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Figure 3.21: Module of the ScQ product as a function of α and for N = 4, 6, 8. As it
has been argued in section 2.3, this quantity is related with the resonant sensor limit of
detection.

for Q must also be ascribed to the well known limits of flexural resonators, which rarely
have been found to have in air quality factors above few hundreds. This limit is very
marked in the TRONICS technological process considered here (see the Q value for
α = 1 in the plot of figure 3.19), due to the high structural thickness h = 60µm which
results in a exceptionally high damping coefficient. Once that both Sc and Q can be es-
timated with varying of the holes matrix geometry, it is very interesting to investigate the
trade-off between these two parameters by looking at the |ScQ| product reported in fig-
ure 3.21. This value as a very important meaning, since it has been related to the sensor
limit of detection (see section 2.3). The graph of figure 3.21 states that, even considering
the detrimental effect over Q, perforations are still sharply advantageous in terms of limit
of detection, at least until holes dimension becomes too big (α ≤ 0.3) and shear effects
arises. As it has already been affirmed in section 2.4.3 the estimation of Q presented
here cannot be assumed as accurate, therefore these aspects deserve an extensive ex-
perimental evaluation. Finally is important to highlight that one of the main limits of beam
based sensors is the small design space available once that the layout rules are intro-
duced. This aspect has been omitted from the previous plots, but is very well testified by
the small N and α covered ranges of the designed beams reported in tables 3.3 and 3.5.
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3.4 Measurements

In this section preliminary measurements carried out over resonant beams fabricated
with the TRONICS process will be presented. After a brief description of the measure-
ment setup, the method used to isolate the motional contribution from the total signal,
where a strong feedthrough is present, will be described. Resonance frequencies and
quality factors will be finally extracted for the motional signals through a nonlinear fitting,
a comparison of the resonance frequencies with FEM simulations an the analytical model
of equation (3.35) will be made.
The measured beams are beams 2 and 3 of table 3.3. Micrograph images of beam 2 are
reported in figures 3.22 and 3.23. From such images, acquired with larger magnification,
devices dimensions reported in table 3.6 have been obtained. These values differ slightly
from the layout ones of table 3.3 due to process variations.

name L [µm] w [µm] N α
B2 1401.1 38.9 4 0.356
B3 1401.1 46.9 4 0.282

Table 3.6: Dimensions of the measured beams fabricated with TRONICS technological
process described in section 3.2. Dimensions have been extracted from micrograph im-
ages.

Resonance peaks have been measured using the two-port open loop setup of fig-
ure 2.19. The small signal driving and the short circuit current sensing have been per-
formed using the Agilent E5061B network analyzer, the DC biasing with the Agilent
E3646A power supply. A schematic of the measurement setup is shown in figure 3.24.
The contribution to the capacitance on the output path, which is needed in the following
for the expression of the output signal, is shown in the same figure. The measure per-
formed by the instrument gives amplitude and phase of the frequency response H(jω):

Figure 3.22: Optical micrograph of beam 3.
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Figure 3.23: Optical micrograph of beam 3 (detail).

H(jω) =
VT (jω)

VR(jω)
(3.42)

The typical approach to measure the short circuit current is to use the output port (T port)
of the network analyzer in the 50 Ω configuration and measure the voltage drop that Iout
generates while flowing through this resistor. However, due to the large actuation gaps
and poor quality factors, the motional current is very weak ad thus it has been preferable
to operate with the network analyzer terminals (T and R ports) both in the 1 MΩ configura-
tion. The capacity seen from the output electrode Ctot has several contributions: package
(Cpk), PCB (CPCB), coaxial cable (Ccoax), input port of the network analyzer (CNA) and
finally the only contribution ascribable to the MEMS structure, the static capacitance C0.

Ctot = Cpk + CPCB + Ccoax + CNA + C0 (3.43)

Before acquiring the beam resonant peak, the total capacitance on the output electrode
is measured by using Ctot as the capacity of an R-C filter built with an external resistor.
The value of Ctot can be obtained with good accuracy by fitting the single-pole low pass
frequency response of this circuit. Having a typical value in the order of 100 pF, at the
resonance frequency Ctot has an impedance well below 1 MΩ:

1

ω0Ctot
� 1 MΩ (3.44)

therefore the total current flows through Ctot and the output voltage VT is proportional
to the modal displacement instead that to the modal velocity. The measured resonance
frequency response can thus be written as the product of the resonator total transcon-
ductance Yt (see equation 2.25) with the impedance of the total capacitance:

H(jω) =
1

jωCtot
Yt(jω) (3.45)

Amplitude and phase of the frequency response acquired from beam 3 at different bias
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voltages are shown in figures 3.25 and 3.26 respectively. As it can be seen, parasitic
effects are important and need to be cancelled in order to easily extract the resonator
characteristic parameters from the measure. When the resonator is biased with VDC =

0 V there is no motional current and the circuit is a capacitive divider between Cft and
Cout:

H(jω)|VDC=0 = H0(jω) =
Cft

Cft + Ctot
' Cft
Ctot

(3.46)

By using equation (3.46) and the amplitude measured at VDC = 0 V presented in fig-
ure 3.25:

20 log (H0(jω)) ≈ −76.5 dB (3.47)

the parasitic feedthrough capacitance can be estimated:

Cft = Ctot · 10
H0
20 (3.48)

For the measure reported in this section the total capacitance was found to be Ctot ≈
74.9 pF, giving a parasitic feedthrough of Cft = 11.2 fF. In most of the cases, once that
Cft is known the motional current can be extracted from the total signal with acceptable

Figure 3.24: Measurement setup used. The parasitic capacitance contributions on the
output path are shown, as well as the parasitic feedthrough Cft.
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Figure 3.25: Measured amplitude of H(jω) for various values of the bias voltage VDC .
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Figure 3.26: Measured phase of H(jω) for various values of the bias voltage VDC .
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accuracy. For the considered measures the very low Q spreads the peak over a wide
frequency range and second order effects are not negligible (i. e. the frequency response
for VDC = 0 V is not flat). In order to obtain a more accurate peak, the motional part
of the frequency response Hmot can be isolated by using H0 response as a complex
baseline:

Hmot(jω) = H(jω)−H0(jω) (3.49)

The motional frequency response relative to the VDC = 40 V measure, as well as the
nonlinear fitting used to extract the resonator parameters are reported in figure 3.27.
Using the same approach, beam 2 has been measured and the results are shown in
figure 3.28. A comparison between of the resonance frequencies obtained from the mea-
sure, the equivalent shear model and FEM simulation is reported in table 3.7 for both
beams. While the explored range of α is very small, the agreement between the experi-
mentally determined frequencies and those obtained by our model is remarkable, and is
comparable to that of FEM simulations.
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Figure 3.27: Amplitude of the motional frequency response Hmot(jω) obtained subtract-
ing the complex baseline H0 from the VDC = 40 V measure of figure 3.25. The nonlinear
fit used to extract resonance frequency and quality factor is also shown.
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Figure 3.28: Amplitude of the motional frequency response Hmot(jω) of beam 2 with
VDC = 40 V. The nonlinear fit used to extract resonance frequency and quality factor is
also shown.

measure (kHz) model (kHz) FEM (kHz)
beam 2 158.8 159.1 157.7
beam 3 183.1 182.3 182.2

Table 3.7: Comparison of the resonance frequencies obtained from experimental data,
from the shear equivalent model, and from FEM simulations.
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4

Resonant Lamé sensor

In this chapter the project of a resonant sensor vibrating on the Lamé mode will be de-
scribed. The discussion will start off with a short introduction of the Lamé resonance
mode and its advantages with respect to flexural modes such as the ones presented
in the previous chapter. Thereafter the structure of the chapter will fundamentally fol-
low the one of chapter 3: in section 4.1 perforations will be introduced on the resonator
and a model to estimate their effect over the resonance frequency will be developed.
In section 4.2, dimensions of Lamé resonators, designed using the same technological
processes used for the beams (see section 3.2) will be listed. Finally, in section 4.3, the
resonance frequency model, jointly with the damping models presented in section 2.4,
will be used to estimate the other resonance sensor meaningful parameters.
The Lamé resonator falls into the so-called category of bulk resonators, which have been
subject of a growing interest in the last years. The name bulk resonators has not a rig-
orous meaning, since it is typically associated to any type of resonator not exploiting
flexural, beam-like resonance modes. Because of their simple fabrication and modelling,
beam-like resonators, also called flexural resonators, have been historically the first type
of resonators studied and designed in the MEMS field. The recent effort in developing
bulk resonators arises form the intrinsic limits of flexural resonators, such as poor quality
factors and power handling and low resonance frequencies not suited for radio frequency
applications. From the point of view of the resonance sensing application considered
in this work, the only important advantage in using a Lamé resonator with respect to
flexural one, is the dramatical increase in quality factor. Quality factors of flexural res-
onators operating in air rarely exceeds few hundreds, while bulk resonator operating at
the same conditions have quality factors in the range of several thousands or even tens
of thousands. Regarding the particular case of electrostatic actuation, another advan-
tage in using a Lamé mode shape arises from having four electrodes where actuation
an sensing can take place. This property, which will not be exploited in this work, since
characterization of these resonators is still ongoing, is essential in the development of an
efficient readout scheme, as it allows the use of unconventional actuation and sensing
mechanisms, resulting in a dramatic decrease of parasitic effects [67, 68, 69]. Finally, as
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it will be shown in the following, another advantage of this type of resonators, which is
closely connected with the particular approach developed in this work, is that the Lamé
resonance frequency is sharply less influenced by the holes than flexural resonators res-
onance frequency. A full Lamé resonator, together with a qualitative representation of the
deformed shape, as well as the anchors needed to fix the structure to the substrate, is
represented in figure 4.1. For a full Lamé resonator, the resonance frequency fl can be
calculated with a closed form and exact expression [120, p.35]:

fl =
1√
2L

√
Gd
ρ

(4.1)

where L is the side of the square, ρ is the material density and Gd is the material
shear modulus computed in the direction of the square diagonal. The latter clarification
is needed only if the resonator material is anisotropic, as in the case of a structure made
of single crystal silicon. However, it is plain that, once the holes matrix is drawn on the
structure, the elastic properties are no more isotropic, whether if the material in the filled
parts is isotropic or not. As it will be shown in section 4.1, for a large number of holes,
the elastic properties of the perforated structure can be approximated with the ones of
an equivalent material with cubic anisotropy, which is, by chance, the same anisotropy
of single crystal silicon. Referring to the coordinate system of figure 4.1, the deformed
shape of the Lamé mode is [120, p.35]:

Ul(x, y) =

Ux(x, y)

Uy(x, y)

 = U0

− sin
(
πx
L

)
cos
(
πy
L

)
cos
(
πx
L

)
sin
(
πy
L

)
)

 (4.2)

Figure 4.1: Schematic of a full Lamé resonator, the deformed shape is shown in red.
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where U0 is an arbitrary real constant.

4.1 Analytical model for the resonance frequencies

In this section, an analytical model for the resonance frequency of square perforated
Lamé resonators will be developed. A schematic of the perforated resonator in reported
in figure 4.2, the holes geometry is the one described in figure 2.3 and section 2.1 and
already used for the perforated beams of chapter 3. By looking at the expression 4.1 for
the resonance frequency of a full resonator, it is clear that, in order to develop a model
that takes into account the effect of the holes over fl, expressions for the equivalent
diagonal shear modulus Gd−eq and equivalent mass density ρeq, are needed. Following
the same approach used in section 3.1, where the analytical model for the resonance
frequencies of perforated beams was developed, the following subsections will introduce
the equivalent models for the mass density ad diagonal shear modulus in presence of
perforations. Thereafter these models will be putted together in order to write a closed
form expression for the resonance frequency of the perforated Lamé resonator.

4.1.1 Perforated material equivalent parameters

Equivalent mass density

The model for the equivalent mass density is very simple. As the typical side of Lamé
resonators is several hundreds of microns long, the number of holes along it can be

Figure 4.2: Schematic of a Lamé resonator with a pattern of square perforations. Holes
geometry is described in figure 2.3 and section 2.1.
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sharply increased with respect to the case of beams, where, in practical designs, N was
limited to few units (see tables 3.3 and 3.5). As it will be shown in section 4.2, where the
dimensions of the designed Lamé resonators will be summarized, N is constantly below
10 and reaches a maximum of 30. As N is so big, boundary effects can be neglected
and the equivalent mass density can be computed on the single cell. A straightforward
computation gives:

ρeq = ρα (2− α) (4.3)

Since the effect of the finite number of holes in neglected, the obtained expression for the
equivalent mass density ρeq is, in contrast with the equivalent mass per unit length ρAeq
of the perforated beam (equation 3.24), independent from N .

Equivalent diagonal shear modulus

The computation of the equivalent diagonal shear modulus Gd−eq is sharply more com-
plex than the just exposed one for the equivalent mass density. As in the case of the
equivalent bending stiffness of perforated beams, different expressions for Gd−eq can
be obtained through different assumptions over the stress distribution in the perforated
Lamé resonator. In the following, three models, based on three different stress assump-
tions, will be used to obtain an expression for the diagonal shear modulus in presence
of perforations: the network model, the geometric model and the equivalent model. The
first is directly derived from the so-called cellular material theory, the second is a straight-
forward extension of the model with the same name described in the equivalent bending
stiffness discussion of section 3.1.1, and the last one is an original model proposed in
this section, aimed at overcoming the limits of the previous two. Moreover, it will be also
shown that the model for the equivalent diagonal shear modulus Gd−eq can be related to
two models: one for the equivalent Young’s modulus Eeq, and one for the equivalent Pois-
son’s ratio νeq. While the relationship between Gd−eq and Eeq is linear, the dependence
of Gd−eq from νeq is very poor. For this reason, only the simple expression using the net-
work model will be derived for νeq and will be assumed as a fair model for this parameter,
while all the three models will be used in order to compute an accurate expression for the
more important Eeq parameter.

Network model

The study of the elastic properties of regularly perforated structures falls under the name
of cellular material theory [111, 121]. The square perforations arranged over a square
matrix, such as the ones considered in this thesis, are one of the most simple and often
studied geometry. Unfortunately, for the aim of this theory, only the case of extremely
empty structure (α → 0) is of interest. The computations carried out in these works
take advantage of this strong hypothesis under which the structure can be see as a
network of slender beams hinged together. Therefore, the standard beam theory can be
exploited in order to model the deformation of the single cell and, as a consequence, of
the whole structure. Using the notation of this thesis, the assumption of slender beam
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Figure 4.3: Traction problem used to computed the equivalent parameter of the perforated
material.

network (beam aspect ratio below 10) would limit the describable holes geometry to a
poor α > 0.1. For the just exposed reason, cellular material models are not suited for
the purpose on this section, where the holes geometry needs to be swept ideally in the
whole range α ∈ (0, 1]. However, for the purpose of comparison, the model derived from
cellular material theory will be extended to the whole range of α in the following. As it has
already been outlined, once that the holes matrix is patterned on the structure, the elastic
properties are no more isotropic, whether if the material in the filled parts is isotropic or
not. Since the holes matrix has a square symmetry, the anisotropy will be of the cubic
type (as the one of crystalline silicon). The first step in order to compute the equivalent
diagonal shear modulus in presence of holes, is to recall a property of materials with
cubic anisotropy:

Gd−eq =
Eeq

2(1 + νeq)
(4.4)

where Eeq and νeq are the equivalent Young’s modulus and Poisson’s ratio computed in
the axial direction, i. e. in any direction parallel to any side of the square resonator (see
figure 4.2). This equation is the same of the one that relates the three elastic properties
of an isotropic material. In a material with cubic anisotropy, this relationship does not hold
true if all of the three quantities are computed in the axial direction, conversely, if the shear
modulus is computed at 45◦ from the axial direction, the value found verifies equation 4.4.
Exploiting this result, a model for Gd−eq can be obtained by deriving two models, one
Young’s modulus Eeq and one for Poisson’s ratio νeq, both of them computed in the axial
direction. These models can be derived by considering the problem of figure 4.3: if the
holes number is big enough, boundary effects can be neglected and the structure Young’s
modulus in the x direction can be approximated as:

Eeq '
ls
∆ls

σ0 (4.5)
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Figure 4.4: Stress in the
perforated section.

where ls is the unit cell length and ∆ls is the elongation of
the cell in the x direction, due to the imposed external trac-
tion σ0. Other assumptions made in writing equation 4.5 are:
σz ≈ 0 and σy ≈ 0, where σz, σy are the normal stresses
in the z and y direction respectively. This is the same of as-
suming that the structure dimensions in these directions are
much smaller than the one in the x direction. As in the case
of perforated beams, modelling this problem is simple in the
perforated sections, while some careful considerations are
needed in the filled ones. The stress in the perforated sec-
tion is reported in figure 4.4, by considering the continuity of
the force along the x direction, the stress value σh can be
computed:

σh =
σ0
α

(4.6)

When the hypothesis of slender beams network is verified,
the effect of the filled sections in negligible and the knowl-
edge of the stress distribution in the perforated sections is
enough in order to compute the equivalent Young’s modulus
and Poisson’s ratio of the structure. The network model de-
rived in this paragraph extends this result to the whole α space by assuming that the
stress distribution in the unit cell is the one of figure 4.5. As it the case of the flexural
stiffness of perforated beams, where the bending of the structure was modeled by con-

Figure 4.5: Unit cell stress distribution using the network model.
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sidering the bending of those material fibers which extend through its whole length, the
elongation of the unit cell can be computed by considering the elongation of the mate-
rial fibers which extend through the whole length of the unit cell (and thus of the whole
structure). By exploiting the constitutive equation of the material, ∆ls can be written as:

∆ls =
ls
E
σh =

ls
E

σ0
α

(4.7)

where E is the Young’s modulus of the material constituting the filled parts of the struc-
ture. By substituting this expression in equation (4.5), the equivalent Young’s modulus of
the network model Enw, is found:

Enw = αE (4.8)

Because of the rough assumption made in the stress distribution of the unit cell of fig-
ure 4.5, this model is expected fail for large values of α, in particular, it will underestimate
the real Young’s modulus of the structure. However, the error have to tend to 0 when the
structure is full (α = 1), since the derived model is consistent with this case. Using similar
arguments, the Poisson’s ratio in the network approximation is found to be:

νnw = αν (4.9)

As it has already been outlined, and can be now justified by looking at equation (4.4),
the dependence of the diagonal shear modulus from the Poisson’s ratio is poor. Typical
values of the Poisson’s ratio of filled materials are around 0.25 and these values are
expected to decrease with the grow of the holes size (as it is shown by equation (4.9)),
which entails a decrease in the above mentioned relationship. For this reason, even if
the approximation of the Poisson’s ratio of equation (4.9) is rough as it is the one of
the Young’s modulus (4.8), νnw is a good model when the computation of the diagonal
shear modulus is considered. The expression of the equivalent diagonal shear modulus
using the network model Gd−nw is found by substituting equations (4.8) and (4.9) into
the expression (4.4):

Gd−nw =
αE

2(1 + αν)
(4.10)

For a detailed treatise on cellular materials models, the reader is referred to the refer-
ences [111, 121].

Geometric model

Another possible model for the equivalent Young’s modulus is the geometric model,
whose name remarks its analogy with the one developed for the flexural rigidity of per-
forated beams in section 3.1.1. Recalling that discussion, the stress distribution in each
section is the one that the section would experience if it would has been part of a con-
stant section structure. Therefore the stress in the perforated section will have the same
distribution shown in figures 4.4 and 4.6, where σh = σ0/α, while the filled sections will
have a constant stress distribution with σf = σ0. The just described distribution assumed
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by the geometric model is reported for the unit cell in figure 4.6. Using this model the unit
cell elongation can be written as:

∆ls = ∆hs +∆ts =
hs
E
σh +

ts
E
σ0 =

(
1− α
αE

+
α

E

)
lsσ0 (4.11)

where in the last equality the expressions of the cell dimensions ts = αls, and hs =

(1− α)ls, as well as the expression of stress in the perforated sections σh = σ0/α have
been used. Substituting the elongation of equation (4.11) in equation 4.5, the expression
of the Young’s modulus of the perforated material using the geometric model Egeom, is
found:

Egeom =

(
1− α
αE

+
α

E

)−1
(4.12)

The obtained expression is in close analogy with the expression of the equivalent flexural
rigidity of the perforated beam (3.12) derived using the same model. For the same rea-
sons putted forward when dealing with the perforated beam problem, the geometric model
is not an accurate model for the stress distribution in the perforated structure, in particu-
lar, it will overestimate the real Young’s modulus of the perforated structure. However, as
in the case of the network model, it will be used for comparison in section 4.1.3, where
a FEM validation will be carried out. The expression of the equivalent diagonal shear
modulus using the geometric model Gd−geom is found by substituting equation (4.8) in
expression (4.4):

Figure 4.6: Unit cell stress distribution using the geometric model.
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Gd−geom =

(
1−α
αE + α

E

)−1
2(1 + αν)

(4.13)

where, as it has been argued in the previous paragraph, the assumption νeq = αν has
been used as a good model for the equivalent Poisson’s ratio.

Equivalent model

Figure 4.7: Magnification of the area where
the stress analysis is performed. The coor-
dinate system used in the computations and
the traction boundary conditions are also
shown.

Up to this time, the equivalent Young’s
modulus of the perforated structure of fig-
ure 4.3 has been modeled using two sim-
ple approximations, which leaded to the
network model and geometric model of
equations (4.8) and (4.12), and to their
related expressions for the equivalent di-
agonal shear modulus. These expression
are of interest since appear in the for-
mula (4.1) for the Lamé resonance fre-
quency. Both these models will be found
inaccurate in section 4.1.3, when used
to estimate the resonance frequencies of
perforated Lamé resonators. In order to
overcome these limits, in the following
of this paragraph, an original approach,
called equivalent model, aimed at an ac-
curate estimation of the Young’s modu-
lus of the perforated structure, will be pre-
sented. As it is clear after the discussion
expounded above, and in section 3.1.1
when dealing with perforated beams, the
inaccuracy of both the previously pre-
sented model lies in the stress distribution
in the filled section. For having a more ac-
curate model for the stress in these sec-
tions, a stress analysis in an area of the
filled section centered at the joint, as it is
shown in figure 4.8, can be carried out.
This area, centered in the reference system used in the following computations, is magni-
fied in figure 4.7. Boundary tractions exerted on the area by the perforated sections on its
sides are also shown in the figure. Assuming that the material constituting the filled parts
of the structure is isotropic and no body forces are present, the stress field equations can
be summarized in the biharmonic equation [122, p.133]:

∂4φ(x, y)

∂x4
+ 2

∂4φ(x, y)

∂x2∂y2
+
∂4φ(x, y)

∂y4
= 0 (4.14)
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Figure 4.8: Unit cell. The area where the stress analysis is performed in order to derive
the equivalent model, is highlighted in red.

where φ(x, y) is the biharmonic function, whose derivative are the stress components of
the plane problem:

σx =
∂2φ(x, y)

∂y2
τxy = −∂

2φ(x, y)

∂x∂y
σy =

∂2φ(x, y)

∂x2
(4.15)

The solution strategy adopted is the one presented in [122, p.154]: some ad-hoc terms of
the general solution of (4.14) are taken with their relative degrees of freedom, these de-
grees of freedom are thus used to satisfy the boundary conditions. If all the boundaries
are specified, the uniqueness theorem [122, p.108] can be exploited and the solution
found is unique. In the case considered in this section, only the traction along the x direc-
tion is imposed while the others stress components are unspecified. The most reasonable
assumption is to put these components at zero along the boundaries of figure 4.7:

σx(±αls
2
, y) = fσx(y) τxy(±αls

2
, y) = 0

σy(x,± ls
2

) = 0 τxy(x,± ls
2

) = 0 (4.16)

where fσx(y) is the function representing the traction boundary of figure 4.7. For the
following computations is useful to expand it in a Fourieur series:

fσx(y) = σhrect

(
y

αls

)
= ασh +

∞∑
m=1

σh
2 sin(mπα)

mπ
cos

(
m2πy

ls

)
(4.17)

Equation (4.14) with the boundary conditions (4.16) form a problem analogous to the one
solved in [122, p.154]. This solution, tough straightforward, leads to a cumbersome linear
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Figure 4.9: fσy (x) as a function of the normalized coordinate x/ls for various values of
α. The function is normalized to σh and truncated out of the meaningful interval x/ls ∈
[−α/2, α/2]. The summation has been stopped at the tenth term.

system and no simple expression for the equivalent Young’s modulus for the filled sec-
tion can be extracted. The problem can be dramatically simplified if an ad-hoc boundary
condition is assumed for σy:

σx(±αls
2
, y) = fσx(y) τxy(±αls

2
, y) = 0

σy(x,± ls
2

) = fσy (x) τxy(x,± ls
2

) = 0 (4.18)

where fσy (x) can be written as:

fσy (x) =

∞∑
m=1

4σh cos(mπ) sin(mπα)

mπ[2mπα+ sinh(2mπα)]
·

{
cosh

(
m2πx

ls

)
[sinh(mπα)−mπα cosh(mπα)]

+2mπ
x

ls
sinh

(
m2πx

ls

)
sinh(mπα)

}
(4.19)
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The plot of fσy (x) is shown in figure 4.9 for various values of α. As the length of the
boundary where fσy (x) has to imposed varies with α (x ∈ [−αls/2, αls/2]) the func-
tion is truncated out the meaningful segment. This function appears to be a reasonable
boundary, since it is even with respect to x, and has a zero integral:∫ αls

2

−αls2
fσy (x) dx = 0 (4.20)

which is a needed property, since no total force is acting in the y direction. The general
form of the biharmonic function considered in order to solve equation (4.14) with the
boundary conditions (4.18) is:

φ(x, y) = K0y
2 +

∞∑
m=1

cos(βmy) [Fm cosh(βmx) +Gmβmx sinh(βmx)] (4.21)

where K0, βm, and the double infinity of coefficients Fm and Gm are the degrees of
freedom needed to impose the boundary conditions. By imposing τxy = 0 on the borders
parallel to the y axis, a relationship between Fm and Gm is found:

Fm = −1

2

[
2 + lsαβm coth

(
αlsβm

2

)]
(4.22)

The remaining degrees of freedom can be obtained by applying the condition over σx:

K0 =
ασh

2
βm =

2πm

ls

Gm =
ls

2σh sin(mπα) sinh(mπα)

m3π3 [2mπα+ sinh(2mπα)]
(4.23)

The other two boundary conditions are automatically satisfied once that the substitu-
tions (4.22) and (4.23) are made. For the purpose of calculating the equivalent Young’s
modulus in the x direction, only the σx stress component is of interest. The final expres-
sion for this quantity gives:

σx(x, y) =ασh +

∞∑
m=1

4σh cos
(
m2πy
ls

)
sin(mπα)

mπ [2mπα+ sinh(2mπα)]
·

{
cosh

(
m2πx

ls

)
[mπα cosh(mπα) + sinh(mπα)]

−2mπ
x

ls
sinh

(
m2πx

ls

)
sinh(mπα)

}
(4.24)

Using this stress distribution the elongation of the unit cell can be written as:
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∆ls = ∆hs +∆ts =
hs
E
σh +

1

Eαls

∫ αls
2

−αls2

∫ αls
2

−αls2
σx(x, y) dx dy (4.25)

where the elongation ∆hs of the perforated sections uses the same computations of
the previous models, while the elongation ∆ts of the filled sections exploits the stress
field 4.24 obtained from the just described analysis. Solving the integral and substituting
hs = (1− α)ls, σh = σ0/α, equation (4.25) can be rewritten as:

∆ls = lsσ0

{
1− α
αE

+
α

E

[
1 +

∞∑
m=1

8sin(mπα)
2
sinh(mπα)

2

m3π3α3[2mπα+ sinh(2mπα)]

]}
(4.26)

By substituting equation (4.26) into equation 4.5, the expression of the Young’s modulus
with the equivalent model is found:

Eeq =

{
1− α
αE

+
α

E

[
1 +

∞∑
m=1

8sin(mπα)
2
sinh(mπα)

2

m3π3α3[2mπα+ sinh(2mπα)]

]}−1
(4.27)

Finally, the expression for the diagonal shear modulus using the equivalent model :

Gd−eq =

{
1−α
αE + α

E

[
1 +

∑∞
m=1

8sin(mπα)2sinh(mπα)2

m3π3α3[2mπα+sinh(2mπα)]

]}−1
2(1 + αν)

(4.28)

4.1.2 Expression for the resonance frequencies

In this section, the closed form expressions for the resonance frequencies of perforated
Lamé resonators, using the three models presented in the previous section, will be pre-
sented. In the next section, these models will be compared with the resonance frequen-
cies obtained through FEM simulations. The resonance frequency expressions are found
by substituting the equivalent parameters derived in section 4.1.1 in the expression (4.1)
for the resonance frequency of the full resonator. While the only derived equivalent mass
density ρeq is the one of equation (4.3), three different models have been developed for
the shear modulus Gd in presence of perforations. If the network model is considered,
equation (4.10) have to used to model this parameter, leading to the resonance frequency
expression fnw using the network model :

fnw =
1√
2L

√
Gd−nw
ρeq

(4.29)

If equation (4.13) is used instead, it leads to the resonance frequency fgeom of the geo-
metric model :

fgeom =
1√
2L

√
Gd−geom
ρeq

(4.30)

Finally, if the expression (4.28) is considered, the expression will be one of the equivalent
model proposed in this work:

feq =
1√
2L

√
Gd−eq
ρeq

(4.31)
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4.1.3 FEM validation

In this section, the three closed form expressions for the Lamé resonance frequency
in presence of perforations, presented in section 4.1.2, will be compared with modal
simulations carried out with ANSYS. Regarding the equivalent model, summations have
been stopped at the tenth term. As an example, a Lamé resonator made of poly Silicon-
Germanium, with a side L = 400µm, has been considered. The holes number N has
been swept from 10 to 30 with a step of 10 while α have has been swept from 0.05 to 1
with steps of 0.05. The material properties have already been reported in table 3.4, the
structure is modeled under a plane stress hypothesis (negligible thickness) and meshed
with the PLANE182 element. Since the models assume a large number of holes, the
resonance frequency expressions (4.29), (4.30) and (4.31) are independent from N . The
results can hence be plotted in the compact form of figure 4.10, where the three simu-
lations are reported together with the three models. Plot markers are used only for sim-
ulated data for clarity. The errors of the three models with respect to FEM simulations,
for the three values of N considered, are reported in figure 4.11. The geometric model
results to be a very rough estimate of the FEM data over the whole range of α, showing
with errors below 10 %. As expected, both the network model and equivalent model are
good approximations for low values of α, but only the latter is a good model when holes
are small. Apart from having a smaller percentage error, the equivalent model is the only
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Figure 4.10: Lamé resonance frequency as a function of α for a resonator made of
Silicon-Germanium with L = 400µm. FEM simulations for three values of N considered,
as well as the models (which are independent form N ), are presented.
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Figure 4.11: Silicon-Germanium resonator with L = 400µm. Relative error of the models
with respect to FEM simulations: network (red), geometric (green), equivalent (blue).
Plots are shown for the three values of N used in figure 4.10 using the same markers: n
10, l 20, s 30.

one predicting the inflection point present in the simulations and having a decreasing
error with the increasing of N over the whole range of α. Even if the equivalent model
of expression (4.31) has been derived assuming an isotropic material as the constitutive
element of the filled parts of the structure, the model shows good results if applied to
perforated Lamé resonators made of Single Crystal Silicon. The comparison between
models and FEM simulations, for a resonator made of [110] SCS with side of length
L = 1000µm is shown in figure 4.12. The relative errors of the models with respect
to FEM data are shown in figure 4.13. As it can be seen from these figures the model
seems to work exactly in the same way when used to predict the resonance frequency of
a structure made of a material with cubic anisotropy, such as SCS. A rigorous treatment
of this case is still ongoing. However, the good results obtained using the isotropic model
should not surprise, since the traction problem of figure 4.3, considered in extracting this
model, is unidimensional and thus depending only on E and ν. Following the analysis
developed in chapter 3 for the perforated beam sensor, the equivalent model for the Lamé
resonance frequency in presence of perforations will be used in the following of this chap-
ter to estimate viscous losses, quality factor and motional resistance of Lamé resonant
sensors. However, few qualitative conclusions are already possible. As it can be assured
by comparing the resonance frequency plots of this section with the ones presented for
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Figure 4.12: Lamé resonance frequency as a function of α for a resonator made of [110]
Single Crystal Silicon with L = 1000µm. FEM simulation for three values of N consid-
ered, as well as the models (which are independent form N ), are presented.
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Figure 4.13: [110] Single Crystal Silicon resonator with L = 1000µm. Relative error of
the models with respect to FEM simulations: network (red), geometric (green), equivalent
(blue). Plots are shown for the three values of N used in figure 4.12 using the same
markers: n 10, l 20, s 30.
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the perforated beams in section 3.1.3, the resonance frequency drop due to the holes
is sharply less important in the case of Lamé resonators. The resonance frequency falls
of about 25 % when α ≈ 0.05 with respect to the full case. Over the same α span, the
beam resonance frequency drops of about 65 %. The reduced effect of the holes over
the resonance frequency is a clear advantage from the resonance sensor point of view,
since in mitigates the detrimental effect of the holes over the quality factor. As it will be
shown in section 4.3, the quality factor of perforated Lamé resonators takes advantage
also of a better starting point, i. e. the Q of the full case (α = 1) which is several orders of
magnitude bigger that its corresponding value for the full beam case. These advantages
makes the Lamé topology discussed in this chapter, clearly more suited for resonance
sensing than the beam topology described in chapter 3.

4.2 Designed structures

In this section the dimensions of the designed Lamé resonators will be summarized.
The structures have been designed using the same technological processes used for
the design of beam resonant sensors, which have already been briefly introduced in
section 3.2. Therefore the section will be limited only to the list of the structures layout
dimensions.

TRONICS

name L [µm] N α
L1 1000 20 0.1
L2 1000 20 0.3
L3 1000 20 0.5
L4 1000 20 0.7
L5 1000 30 0.3
L6 1000 30 0.5

Table 4.1: Lamé resonators fabricated with the TRONICS process.
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SiGe

name L [µm] N α
L1 300 10 0.1
L2 300 10 0.3
L3 300 10 0.5
L4 300 10 0.7
L5 300 20 0.3
L6 300 20 0.5
L7 300 20 0.7
L8 400 10 0.1
L9 400 10 0.3
L10 400 10 0.5
L11 400 10 0.7
L12 400 20 0.1
L13 400 20 0.3
L14 400 20 0.5
L15 400 20 0.7

Table 4.2: Lamé resonators fabricated with the SiGe process.
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4.3 Estimated resonance sensor performances

As for the case of beams resonant sensors, the effect of holes over parameters other than
the resonance frequency needs to be investigated. In this section, an analysis similar to
the one developed in section 3.3 for resonant beams, will be done. In order to estimate
damping losses, motional resistance and quality factor of the Lamé resonator, modal
parameters and electromechanical coupling coefficients of the Lamé mode are needed.
Expressions for these parameters can be easily found by extending the formulas derived
for the clamped-clamped beam, the equivalent model will be used in order to estimate the
resonance frequency. As in the case of the clamped-clamped beam, the modal parame-
ters will be firstly computed for the full resonator case, thereafter they will be extended to
the case with holes through straightforward computations. The overall of this analysis will
show the superior performances of the Lamé topology with respect to the beam topology
discussed in chapter 3. In order to have a direct comparison with the values estimated for
in the beam case, the same technological process (TRONICS) will be considered for the
analysis. The same side length used in the FEM validation section 4.1.3, L = 1000µm

oriented in the [100] crystallographic direction, will be considered. Regarding the holes,
four different values of N , ranging from 10 to 40 with steps of 10 will be tested, α will be
swept from 0.05 to 1 without considering the layout rules that limit the design space. In
the following computations, the Lamé mode shape of equation (4.2) will be used. For sim-
plicity, the multiplicative coefficient U0, which is not a factor in any physical quantity, will
be considered unitary in the following. Considering the electromechanical coupling coef-
ficient, a first remarkable difference of the Lamé resonators with respect to the beams
case is that they have four electrodes where electrostatic actuation can take place. Limi-

Figure 4.14: Full Lamé resonator used for the modal parameters extraction. The input
and output electrodes are shown.
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tations of the technological process restrict the number of electrically addressable sides
of the resonators to three, therefore two of them are used for actuation an the remain-
ing one for sensing, as it is shown in figure 4.14. Even if not exploited in this work, the
presence of more than two electrodes is a first advantage of the Lamé topology, since it
can be exploited for parasitic feedthrough cancellation by using unconventional actuation
and detection schemes [67, 68, 69]. Considering the reference system of figure 4.14, the
electrodes have a deformed shape which is an arc of cosine, making a straightforward
analogy with the expression 2.45 derived for the clamped-clamped beam, the electrome-
chanical coupling coefficient η of one electrode is:

ηl =
ε0hVDC
d2

∫ L
2

−L2
cos

(
πξ

L

)
dξ =

2

π

ε0hLVDC
d2

(4.32)

where the electrode length has been assumed equal to L. Since two electrodes are used
for actuation, the input electromechanical coefficient will be ηin = 2ηl, while ηout = ηl. If
the total modal damping coefficient is ctot, the motional resistance can be written as:

rm =
ctot

ηinηout
=

rm
2η2l

(4.33)

The integral for the total damping has to contributions: one from the slide damping, which
takes place over the upper and lower surfaces, and one from the squeeze damping which
takes place along the three sides where the electrodes are present:

ctot =

∫ L
2

−L2

∫ L
2

−L2
(cu−1s + co−1s)

(
Ux(x, y)

2
+ Uy(x, y)

2
)
dx dy

+ 3

∫ L
2

−L2

csqz
L

cos

(
πξ

L

)2

dξ (4.34)

where cu−1s and co−1s are the slide coefficients per unit surface under and over the
structure respectively (see equations (2.74) and (2.78)), csqz is the squeeze coefficient
(equation (2.79)) and Ux, Uy are the x and y component of the Lamé modal shape (equa-
tion (4.2)). As in the case of beams, squeeze film damping has been considered uniformly
distributed over the electrode length and thus integrated over this dimension weighted for
the square of the deformed electrode shape. By solving the integrals equation (4.34) can
be rewritten as:

ctot =
1

2

cu−1sL2︸ ︷︷ ︸
cunder

+ co−1sL
2︸ ︷︷ ︸

cover

+ 3csqz︸ ︷︷ ︸
csqueeze

 (4.35)

The total modal damping ctot is thus half of the damping computed as if the structure
would experience rigid motion. A straightforward extension to the case with perforations
gives:

ctot =
1

2

cu−1sAslide︸ ︷︷ ︸
cunder

+ co−1sAslide︸ ︷︷ ︸
cover

+ 3csqz︸ ︷︷ ︸
csqueeze

 (4.36)
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Figure 4.15: Contributions to the total modal damping ctot for N = 20.

where Aslide is the surface where the slide takes place, which is the same of equa-
tion (3.37) considering Ar = 1. In writing equation (4.36), the same assumption used in
the beam case and discussed in section 2.4.3, i. e. that the slide damping is limited to
the full part of the upper and lower surface has been used. The various contributions to
ctot, computed at the resonance frequency for the N = 20 are reported in figure 4.15.
The other value of N are not shown since there is no substantial difference in the results.
The bigger slide surface of Lamé resonators with respect to beams, as well as a bigger
resonance frequency, increase the slide effect, which plays a minimum contribution to ctot
when the holes are small. However, dissipation is still dominated by the squeeze contri-
bution and thus essentially constant with α. The small variation of csqz (and thus of ctot)
with respect to α is due to the resonance frequency change and to the squeeze film ef-
fect approaching the compressibility limit. Considering a polarization voltage VDC = 40 V

and using the total damping shown in figure 4.15, an estimation of rm is found:

rm ≈ 112 MΩ (4.37)

Performing the same integration used for the slide contribution to the modal damping, the
modal mass can be easily found to be half of the total mass of the structure. Therefore
the modal mass in presence of holes will be:

m =
1

2
hAslideρ (4.38)

Using the modal mass and damping coefficients and the equivalent model for the res-
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Figure 4.16: Quality factor as a function of α for N = 10, 20, 30, 40.
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Figure 4.17: Concentration sensitivity module as a function of α for N = 10, 20, 30, 40.
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onance pulsation, the quality factor of the Lamé resonators is estimated by using equa-
tion (2.67). The obtained values are reported in figure 4.16 for the four values of N
considered. As it can be seen, Q values of the Lamé topology are about three orders
of magnitude bigger than the ones reported in figure 3.19 for the beams resonators,
showing a dramatic improvement. The absolute values of the concentration sensitivity,
computed using equation (2.4), is shown in figure 4.17. The |Sc| values obtained for the
Lamé topology are smaller that the ones obtained for the beams (see figure 3.20), this
is due to the aspect ratio, whose increment results in a grow of |Sc|. This can be seen
by looking at the simplified equation (2.5) for Sc−N , where a proportionality relationship
is shown. However, this consideration does not take into account the fact that point at
very low values of α and high values of N in figure 3.20 may not be reachable due to
layout rules limitation. This problem is present also in the Lamé topology, but the bigger
outer dimensions mitigate it, leaving a bigger (N , α) space to be explored. This obser-
vation has a practical demonstration as the range of N and α covered by the designed
Lamé resonators of tables 4.1 and 4.1, are sharply wider than the ones covered by the
designed beams resonators ( see tables 3.3 and 3.5). In figure 4.18, the |QSc| product is
shown, the sharp improvement with respect to the beam case of figure 3.21 is clearly due
to the dramatic improvement to the Q value discussed above. The other interesting fact
is that, aside from the case N = 10, in the other cases |QSc| is always increasing with
the increasing of the holes dimensions (α → 0). This behavior differs from the one dis-
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Figure 4.18: Module of the ScQ product as a function of α and for N = 10, 20, 30, 40. As
it has been argued in section 2.3, this quantity is related with the resonant sensor limit of
detection.
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played by beams, where |QSc| starts to decrease after the holes dimension have reached
a limit value. In section 3.3 this detrimental effect over |QSc| has been attributed to the
shear effects that affect the beam resonance frequency once that α falls below≈ 0.3. For
this reason, this effect is no more present in the Lamé topology, which exhibit a sharply
more stable resonance frequency with respect to the holes size (see section 4.1.3). The
section can be concluded by stating that resonant sensor exploiting the Lamé resonance
mode offer several advantages with respect to the conventional flexural resonators and
thus are the ones where the most of modelling and design efforts have to focused. It is
also important to remark that Q estimations done with the simple models presented in
this thesis have to be assumed as qualitative, therefore experimental proofs are needed
in order to validate these results.
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5

Phononic crystals for sensing applications

Phononic crystals (PNCs) are structures where the physical parameters affecting the
propagation of vibrations, such as the mass density and the elastic moduli of a solid con-
tinuum, are periodic in one or more dimensions. As a result of this property, phononic
crystals exhibit a frequency selective behavior with respect to vibration propagation. Fre-
quency intervals, called phononic band gaps (PBGs), where the propagation of vibra-
tions is not permitted, arise when the transmission of acoustic wave through PNCs is
investigated. Inside a PBG, the acoustic wave has a wave vector with a complex part
resulting in a vibration attenuation along the propagation direction. This complex com-
ponent of the wave vector is not ascribable to any dissipation process experienced by
the acoustic wave while traveling through the crystal. The energy is not dissipated but
reflected by the crystal. Assuming to excite an acoustic wave at one side of a (finite)
PNC, if the wave frequency belongs to a PBG and the crystal is long enough, no appre-
ciable vibration will be transmitted on the opposite side, this is basically the experimental
method used to evidence the presence of phononic band gaps is studied structures. The
ratio of the transmitted to the incident wave, displayed as a function of the frequency,
is called the transmission spectrum of the phononic crystal. The characteristic proper-
ties that phononic crystals exhibit with respect to vibration propagation can be seen as
the mechanical counterpart of others well known phenomenons belonging to different
physical words. Among them, probably the most important and famous is the electron
propagation in solids studied by means of state solid physics. In this case, propagating
electrons are described through matter waves, and the spatial periodicity of the electric
potential generated by the crystal lattice, produces forbidden energy intervals (energy
gaps). Another very active field of research regards photonic crystals, whose periodicity
of the optical refraction index produces band gaps in the electromagnetic spectrum.
Phononic crystals are a relatively young field of research: phononic band gaps have been
predicted for the first time, exploiting the above mentioned analogy with matter and elec-
tromagnetic waves, by the research group of Djafari-Rouhani [123, 124] in the early 90s.
Sigalas and Economou [125, 126] also worked on this topic during the same years. In
the years following these theoretical works, the experimental evidence of phononic band
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gaps has been proven over several macroscopic structures. The term phononic crystal
is typically used when the host material is solid, in this case, periodicity is obtained by
alternating different materials, such as in [127, 128], or by drawing a pattern of empty or
licquid filled holes over the structure [129, 130]. Another possible approach consists in in-
cluding solid scatterers in a fluid medium, in this case the structure is somewhere named
sonic crystal and its band gaps acoustic band gaps. Such structures are typically built ar-
ranging cylindrical scatterers of various materials like steel and wood in air [131, 132], but
the use of water as the host medium as also been proven [133]. A review on sonic crys-
tals can be found in [134]. The interest on these devices has steadily grown during the
last years, when microfabrication and micromachining technologies allowed the realiza-
tion of micro-phononic crystals, with the consequent enlargement of practical applications
(see below). A review of microfabricated PNCs can be found in [135]. The standard ap-
proach to realize a PNC with micromachining techniques is to draw a pattern of holes on
the structural material [136, 137, 138], however, alternative approaches, like the one re-
ported in [139], where Tungsten scatterers are included in a Silicon oxide layer, are also
possible. In all the above mentioned references spatial periodicity is typically obtained
using square, triangular or honeycomb cells. The main applications of micro-fabricated
PNCs are:

• Noise and vibration reduction. By designing phononic band gaps in the frequency
range of interest, vibrations can be consistently reduced. This effect has been exten-
sively exploited in MEMS resonators operation in vacuum, where the energy leakage
from the anchors to the substrate (anchor losses) can be the loss mechanism limiting
the quality factor. By designing anchors incorporating PNCs with a band gap contain-
ing the resonance frequency, anchor losses have been reduced [140, 141, 142, 143].

• Heat conduction. In many semiconductor materials, such as silicon, thermal energy
is mainly transferred through the vibration of the adjacent atomic lattices, i. e. by
phonons. Phononic crystal are thus an interesting approach for thermal conductivity
manipulation of these structures [144, 145].

• Acoustic waveguides. Acoustic waveguides are structures capable of confining and
guiding vibrations between two different point of the substate. Such structures are
created by removing a line of scatterers (e. g. holes in a PNC realized trough perfora-
tions on the substrate) from a periodic structure [139, 146]. Waveguiding can be used
to decouple the transmitting and receiving element in an acoustic imaging system, or
to reduce the aperture size of each element of an acoustic imaging system, in order
to obtain higher resolution images [135].

• Resonant cavities. If the defect introduced in the crystal is not a line, such as in the
waveguide example above, but just a point (or a group of points surrounded by the
crystal), the structure obtained is an acoustic resonant cavity [147, 148, 149]. Res-
onators based on these cavities are usually excited and detected through peripheral
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piezoelectric couplers, with the advantage of having the low motional resistance typ-
ical of this transduction method, while non compromising the quality factor with the
lossy piezoelectric and metal layers [135].

Another possible application of phononic crystals, which is the one motivating this chap-
ter, is biosensing. As it will be clear after section 5.1, where a model for the calculation of
the transmission spectra of electrostatically actuated MEMS phononic crystals will be pre-
sented, the position of the PBGs is inversely dependent from the mass density. Therefore,
if the surface of the phononic crystal is fuctionalized, the mass addition due to analyte
binding results in a downshift of the band gaps. The shift of a PBG can thus be used
to estimate the added mass. There is no experimental proof of this sensing strategy in
the MEMS world to date, if macroscopic structures are considered instead, several liquid
sensors based on phononic crystals have been realized by Lucklum and his research
group [150, 151, 152]. The main objective of the preliminary work described in this chap-
ter is thus to prove the sensing capability of a phononic crystal structure realized with
MEMS technology. This new sensing paradigm comes up beside the standard “resonant
mode” sensing strategy and may offer advantages over the latter in some practical cases.
However, a quantitative comparison, both theoretically and experimentally, has yet to be
done. This chapter is organized as follows: in section 5.1 an acoustic transmission line
model, capable of analytically predicting the transmission spectrum of a capacitively ac-
tuated MEMS phononic crystal, will be presented. In section 5.2 the dimensions of the
designed PNCs will be listed and in 3.1.3 a comparison between the proposed model
and FEM simulations will be made.

5.1 Acoustic transmission line model

In this section, an acoustic transmission line model, capable of describing the behavior
of the specific phononic crystals designed in this work, will be developed. The discussion
will start off with a short introduction on the analysis methods present in literature along
with their advantages and drawbacks. Thereafter the specific geometry of the proposed
phononic crystal will be introduced and a simple model suited for the description of this
particular case will be developed.
During the last years, many methods have been used to study phononic crystals. De-
pending on the exploited technique, phononic crystals are characterized by means of
their band structure, or by means of their transmission (or reflection) spectrum. The most
used methods are the Plane Wave Expansion (PWE) [153], which allows the computation
of the band structure, and Finite Difference Time Domain (FDTD) [154], which is instead
used for the transmission spectrum computation. All these techniques have the advan-
tage of being very general and powerful, allowing the description of any type of wave,
without limits of polarization and propagation direction. On the other hand, they are cum-
bersome and often involve an heavy computational load [155, p.17-40]. These problems
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arise from the complexity of the equation on motion in a solid continuum (somewhere
called Lamé equation) that has to be solved. If compared to its counterparts of solid state
physics and photonic crystals theory the phononic case is sharply more difficult: solid
state physics deals with the Schrödinger equation which is scalar, photonic theory with
Maxwell equations, which are vectorial but have the consistent advantage that electro-
magnetic field is transverse. Acoustic waves can be longitudinal and transverse and can
only be decoupled in an homogeneous medium. In an inhomogeneous medium, such
as a phononic crystal, these contributions cannot be separated, leading to a consistent
increase in computational load [123]. The generality and thus the complexity of these
models are unnecessary if a simple structure is studied. This is the case of the phononic
crystal considered in this work: a thin rod where longitudinal waves are electrostatically
excited and sensed through air gaps at the ends of the resonator. The spatial periodicity
of the mechanical properties (mass density ρ and Young’s modulus E), which are needed
to realize a phononic crystal, are achieved through rectangular perforations on the rod.
A schematic of the proposed structure is reported in figure 5.1. The structure outer di-
mension are the length L, the width w and the thickness h (not shown in the figure). The
unit cell is described by the four parameters lsx, tsx, lsy, tsy. Others useful parameters
to be defined are the number of holes Nx along the length L, and the number of holes
Ny along the width w (which has been considered unitary for simplicity in figure 5.1).
For the computations presented in the following of this section it is also useful to define
the filling ratios along both dimensions. Exploiting the same definition (2.3) used for the
holes matrix of the perforated beams and Lamé resonators, the filling ratio αx, along the
x direction, will be:

αx =
tsx
lsx

(5.1)

Since the number of holes along y will be limited to few units, the modified relation that
takes into account the finite Ny number is used for αy:

αy =
(Ny + 1)tsy

w
(5.2)

Figure 5.1: Schematic of the proposed MEMS phononic crystal with electrostic actuation
and sensing.
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Figure 5.2: Rod section with the longitudinal stresses used to obtain the first equation
in (5.3).

with this definition αy is simply the ratio between the filled and perforated sections areas.
Considering the proposed structure, if the first band gap has to be placed around few
tens of megahertz, the maximum achievable dimensions in typical MEMS technologies
limit also Nx to few units. However, as it will be clear once that the model will be fully
developed, the crystal behavior in the x direction is exactly described for any value of
Nx by considering each rod section separately. While the band structure is a lattice prop-
erty, giving informations on the (ideal) infinite structure, the transmission spectrum can
be computed for a (real) finite structure, thus taking into account finite crystal effects and
boundary conditions. Because of the limited value of Nx, finite crystal effects cannot be
neglected and the transmission spectrum is thus more suited for the description of the
particular phononic crystal considered here. Computing the transmission of longitudinal
waves through the finite structure of figure 5.1 simply means to give the output current
iout once than the geometry, the polarization voltage VDC and the small signal actuation
voltage vac are defined. Moreover, squeeze film damping that takes place in the actua-
tion and detection gaps, which has been demonstrated as the limiting loss mechanism
for the quality factor for both beams and Lamé resonators, as to be modeled through
boundary conditions. Therefore another characteristic requested to the analytical model
is a practical way to impose the boundary conditions. These results can be obtained by
using a transmission matrix model, which is commonly used to describe transmission
lines and Bragg structures in electrical engineering [156, p. 152,418]. In order to develop
this model, the governing equations of motion for longitudinal waves along x axis of a
vibrating thin rod with constant section are considered:
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∂σx(x, t)

∂x
= ρ

∂vx(x, t)

∂t

∂vx(x, t)

∂x
=

1

E

∂σx(x, t)

∂t
(5.3)

where σx is the stress along x and vx the velocity of the section at x. The first equation
can be derived by writing the Newton second law for the slice of infinitesimal length dx of
figure 5.2. The second equation is the constitutive equation of the rod material assuming
that the section dimensionsw, h are much smaller than the rod length L. These equations
are formally identical to the well-known telegraph equations for an electrical transmission
line [156, p. 438]: the stress and the velocity are mapped to voltage and current along
the line respectively, the mass density takes the place of the inductance per unit length
of the line and the inverse of the Young’s modulus takes the place of the capacity per unit
length. Since the frequency behavior is of interest, equations (5.3) have to rewritten in
phasor form:

dΣx(x)

dx
= jωρVx(x)

dVx(x))

dx
=
jω

E
Σx(x) (5.4)

where Σx(x) and Vx(x) are the stress and velocity phasors respectively and ω is the
pulsation. The solution of equations (5.4) expressed in the travelling-wave form is:

Vx(x) = V +
x e
−ikx + V −x e

ikx

Σx(x) = R0

(
−V +

x e
−ikx + V −x e

ikx
)

(5.5)

where the terms with negative exponentials represent progressive longitudinal waves, i. e.
waves travelling in the positive direction of the x axis, while terms with positive exponential
represent regressive longitudinal waves, i. e. waves travelling in the negative direction of
the x axis. k is the wave number, defined as:

k = ω

√
ρ

E
(5.6)

Going on with the already mentioned analogy with the electrical transmission lines, R0

is the characteristic acoustic impedance of the equivalent acoustic transmission line. R0

can be expressed as:
R0 =

√
ρE (5.7)

The velocity and stress fields along the rod, expressed in (5.4), are defined by only the
material properties ρ and E. Therefore, in order to describe the perforated rod behavior,
models for these 2 quantities are needed in both the filled and perforated sections. Re-
calling the discussions expounded in sections 3.1 and 4.1, when dealing with perforated
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beams and Lamé resonators, the geometric model will be used for this purpose. The
rough results obtained by applying this model to both the previously studied resonator
topologies are due to the holes geometry used. As it has been previously specified in the
equivalent bending stiffness discussion of section 3.1, the approximation called geomet-
ric model is often used to study variable section beams, and good accuracy is obtained
when the variation of cross-section is small in comparison with the lengths of the seg-
ments. In the phononic crystals geometries presented here, holes are rectangular instead
than square. Moreover, all the realized geometries will have a cell length along x much
more longer than the one along y (lcx � lcy). Therefore the above cited assumption
is verified and the geometric model is expected to describe the structure with sufficient
accuracy. The truthfulness of the last statement will be verified in section 5.3, where the
model will be compared with FEM simulations. A straightforward application of the same
considerations used for beams and Lamé resonators gives:

Ef = E ρf = ρ kf = k R0f = R0

Eh = αyE ρh = αyρ kh = k R0h = αyR0 (5.8)

where the quantities with the subscripts f and h are referred to the filled and perforated
sections respectively. Using these equivalent parameters, the perforated sections can be
modelled as filled sections made of an equivalent material with mass density ρh and
Young’s modulus Eh. Therefore the whole rod can be seen as an acoustic Bragg. From
the acoustic transmission line point of view, the perforated rod can be modeled by a series
of acoustic transmission lines with different characteristic impedance: R0f in the sections
corresponding to the filled parts of the rod and R0h in the ones corresponding to the per-
forated rod parts. These analogies are summarized in figure 5.3. As it is common for the
propagation of current and voltage waves along electric transmission lines, the propaga-
tion of velocity and stress waves along the acoustic transmission line can be described
by using the transmission line approach. Transmission matrices of such a system can be
divied into 2 categories: propagation matrices and matching matrices. Propagation ma-
trices describe the wave propagation along a constant section part of the rod. By using
the progressive and regressive velocity wave components as the unknown variables, the
propagation matrix Pf of a filled section is:

V +
r

V −r

 =

Pf︷ ︸︸ ︷e−kαxlsx 0

0 ekαxlsx

V +
l

V −l

 (5.9)

where the subscripts r an l identify the waves at the right and left side of the filled seg-
ment respectively. With a straightforward analogy the propagation matrix Ph of the filled
segments is:

Ph =

e−k(1−αx)lsx 0

0 ek(1−αx)lsx

 (5.10)
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Figure 5.3: Schematic representations of the equivalent models for the perforated rod
(top): acoustic Bragg (center) and the equivalent acoustic transmission line (bottom). The
progressive and regressive waves at the input and output of the system are shown in the
top and center schematics, while the standing waves are shown in the transmission line
instead.

The matching matrices instead model the propagation at the interface between segments
with different sections. Considering an interface (place at x = 0 for clarity) where filled
sections are on the left and the perforated ones on the right, the continuity of velocity and
stress can be written by exploiting the expressions (5.4):

V +
l + V −l = V +

r + V −r

R0

(
−V +

l + V −l
)

= αyR0

(
−V +

r + V −r
)

(5.11)

By solving this system for the right side waves, and writing the found relationships in
matrix form, the expression of the matching matrix Mfh, between the filled and perforated
sections is found:
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V +
r

V −r

 =

Mfh︷ ︸︸ ︷
1+αy
2αy

αy−1
2αy

αy−1
2αy

1+αy
2αy


V +

l

V −l

 (5.12)

The last matrix, the matching matrix Mhf between perforated (left side) and filled (right
side) sections, can be found by simply inverting Mfh:

Mhf = Mfh
−1 =

 1+αy
2

1−αy
2

1−αy
2

1+αy
2

 (5.13)

Using the four matrices defined in equations (5.9), (5.10), (5.12), (5.13), the progressive
and regressive output waves at the rod end (x = L) can be related to the progressive
and regressive input waves at x = 0:V +

out

V −out

 =

TROD︷ ︸︸ ︷
Pf (MhfPhMfhPf )

Nx

V +
in

V −in

 (5.14)

where the rod transmission matrix TROD has been defined. It is useful to remark that a
final multiplication for Pf is needed, since the rod ends with a filled section. The system is
fully determined once that the boundary conditions are imposed. On the input electrode
the stress forced by the electrostatic actuation, as well as the squeeze film damping ef-
fect have to be taken in consideration. On the output electrode instead, only the squeeze
contribution is present. The coupling coefficient that gives the linearized relationship be-
tween the forced stress and the small signal voltage Vac, can be easily derived from the
formula 2.13 for the lumped parameters electromechanical coupling coefficient, consid-
ering that the stress (instead of the force) is the variable of interest. The equations for the
2 boundaries are:

ε0VDC
d2

Vac +
csqz
wh

Vx(0) = Σx(0)

csqz
wh

Vx(L) = Σx(L) (5.15)

where csqz is the squeeze film damping coefficient of equation (2.79). Since it is negligi-
ble, the spring softening effect has not been included in equations (5.15). These bound-
ary conditions can be represented in the acoustic transmission line model as show in
figure 5.4. With the four equations (5.14) and (5.15) the velocity (and the stress) profile
along the rod can be determined. Finally, the rod transconductance YROD can be written
as:

YROD(jω) =
Iout(jω)

Vac(jω)
=
ε0VDC
d2

Vx(L) (5.16)
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Figure 5.4: Acoustic transmission line with the boundary conditions of (5.15) reported in
red. n = ε0VDC/d

2 is the electromechanical coupling coefficient related to the stress and
C0 = ε0wh/d is the static capacity of the actuation and detection gaps.

Losses along the crystal

The developed model allows an easy description of the proposed phononic crystal
through its transconductance YROD. A straightforward modelling of the electrostatic ac-
tuation an sensing, as well as the squeeze film damping, has been shown. In order to
have a complete description of the viscous losses taking place on the phononic crystal,
slide film damping have to be considered too. In the case of a full rod, this effect can
be considered by taking into account the viscous damping force acting on the slice of
figure 5.2:

∂σx(x, t)

∂x
− cu−1s + co−1s

h
vx(x, t) = ρ

∂vx(x, t)

∂t
(5.17)

where cu−1s and co−1s are the slide film damping per unit surface over and under the
structure (see equations 2.74 and 2.78). Equation (5.17) can be rewritten in the frequency
domain as:

dΣx(x)

dx
= jω

(
ρ− j cu−1s + co−1s

ωh

)
︸ ︷︷ ︸

ρD

Vx(x) (5.18)

The obtained equation is formally identical to the first equation in 5.3 if the “damped
density” ρD is substituted to the material density ρ. Therefore the slide can be taken
into account by using this equivalent complex density. As the slide area in the perforated
section is proportional to αy, the models in the filled and perforated section will be again:

ρf−D = ρD ρh−D = αyρD (5.19)
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5.2 Designed structures

In this section the dimensions of the designed phononic crystal rods will be summarized.
The technological processes used are the same ones exploited in the beam and Lamé
resonators. Details on the processes can be found in section 3.2, this section will be
limited the list of the structures layout dimensions.

TRONICS

name lsx [µm] Nx αx lsy [µm] Ny αy
P1 170 6 0.2 26 8 0.3
P2 240 4 0.14 35 6 0.15

Table 5.1: Phononic crystals fabricated with the TRONICS process.

SiGe

name lsx [µm] Nx αx lsy [µm] Ny αy
P1 75 5 0.3 11.25 8 0.3
P2 75 5 0.3 15 6 0.2
P3 75 5 0.3 15.5 6 0.15
P4 75 5 0.6 11.25 8 0.3
P5 100 4 0.3 15 6 0.3
P6 100 4 0.3 18 5 0.2
P7 100 4 0.3 23 4 0.15
P8 100 4 0.5 11.5 8 0.3
P9 100 4 0.6 15 6 0.3
P10 100 4 0.6 23 4 0.15
P11 130 3 0.3 16 6 0.2
P12 130 3 0.3 13 7 0.3
P13 130 3 0.6 16 6 0.2

Table 5.2: Phononic crystals fabricated with the SiGe process.
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5.3 FEM validation

In this section, in order to validate the acoustic transmission line model presented in sec-
tion 5.1, a comparison with harmonic FEM simulations will be carried out. The considered
geometry is the one named P1 in table 5.1, the material properties and gap dimensions
are thus the ones of the TRONICS process, reported in table 3.2. The bias voltage is
assumed to be VDC = 40 V and the simulation frequency is swept around the first band
gap with steps ∆f = 40 kHz. Both model and simulation show a phononinc band gap in
the frequency range≈ 18−30 MHz, as well as several resonance peaks before and after
this gap. The presence of resonance peaks in the frequency response is not surprising
since the structure can be seen as a resonator with a phononic crystal embedded on
it. Apart from the various spurious peaks present in the simulated response, there is a
very good accordance between model and simulation on the gap and resonance peaks
positions. For a better understanding of the phononic crystal behavior, the FEM plots of
the amplitude of the x displacement Ux, at three meaningful frequencies, named fa, fb
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Figure 5.5: Comparison between the phononic crystal transconductance, computed with
the acoustic transmission line model proposed in section 5.1, and obtained with harmonic
FEM simulations. The technological process considered is TRONICS (see table 3.2) and
the device dimensions are the ones of P1 in table 5.1. The bias voltage is VDC = 40 V.
The highlighted frequencies fa, fb and fc will be used in the following.
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and fc in the plot of figure 5.5, will be shown in the following. fa is the frequency where
the simulation exhibits the maximum of the third resonance peak, fb is a frequency on
the bottom of the phononic band gap, and fc is a frequency where the simulation shown
a spurious (i. e. not predicted by the model) peak. The amplitude of Ux, obtained from the
FEM simulation at the frequency fa = 9.84 MHz, is shown in figure 5.6 and displays the
typical behavior of the third resonance mode of a free-free rod. Figure 5.7 shows instead
the displacement amplitude at a frequency fb = 22.68 MHz in the middle of the phononic
band gap. As it can be seen, waves are present only at the input electrode where are
excited by the electrostatic actuation, but are not propagating along the rod. Finally, fig-
ure 5.8 shows the displacement amplitude at fc = 23.48 MHz. Even if this frequency
belongs to the phononic band gap, the simulated frequency response shows a spurious
peak not predicted by the model. As it can be seen by figure 5.5, spurious peaks are
present over the whole simulate frequency range and thus require further investigations.
By looking at the displacement plot it is clear that this unwanted effect is due to the folded
anchors needed to fix the structure to the substrate. When the excitation frequency is
near to one of the anchors resonance frequencies, these components are subject to high

Figure 5.6: Amplitude of the x axis displacement extracted from the FEM simulation at the
frequency fa = 9.84 MHz shown in figure 5.5. At this frequency the simulated response
shows the maximum of the third resonance peak. As expected, the deformed shape
shown corresponds to the third resonance mode of a free-free rod.
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vibration amplitudes, which unavoidably couple with the output electrode, generating the
spurious peaks in the frequency response. This effect, though real, is exalted by the low
damping imposed on the anchors in the presented simulations, where only the slide effect
on the upper and lower surfaces has been modeled. For example, squeeze film damping
exist in the volume between the two beams composing the folded anchor, however, the
high resonance modes excited and the complexity of the geometry, make the value of this
damping very difficult to be estimated. Therefore an accurate modeling of the damping on
the anchors has not been performed. Further considerations on anchors design strate-
gies, aimed at limiting this effect, will be taken into consideration if experimental data will
evidence such important presence of spurious peaks. However, the above considerations
on the damping of the anchors suggest that the quantity and magnitude of the spurious
peaks observed in simulated transconductance of figure 5.5 are the worst case scenario.

Figure 5.7: Amplitude of the x axis displacement extracted from the FEM simulation at
the frequency fb = 22.68 MHz shown in figure 5.5. This frequency is in the middle of the
phononic band gap. As expected waves are not propagating through the crystal.
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Figure 5.8: Amplitude of the x axis displacement extracted from the FEM simulation at the
frequency fc = 23.48 MHz shown in figure 5.5. This frequency belongs to the phononic
band gap but a spurious peak is present in the simulated response. Vibrations are local-
ized in the anchors suggesting that these structures are in resonance. The unavoidable
coupling of these vibrations with the output electrode generated the spurious peak in the
frequency response.
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6

Conclusions

In this work, MEMS resonant sensors fabricated with commercial MEMS technologies
and exploiting the electrostatic transduction technique were presented. Such sensors are
resonance structures whose resonance frequencies withstand a downshift upon immobi-
lization of the entity to be sensed on their surface. While the commonly adopted approach
to design high sensitive resonant sensors is to realize small and thin structures, the orig-
inal approach proposed in this work is based on drawing a regular pattern of holes over
the resonator. The holes are expected to provide an higher surface for analyte binding,
thus increasing the quantity of captured entities. This concept has been proven by an ac-
curate analysis of the resonators sensitivities in presence of perforations, and by compar-
ing it with the standard “holes-free” approach. Established models were also introduced
in order to predict the other resonance sensors performances. This analysis highlighted
some trade-offs on the proposed approach, since the holes have a detrimental effect over
the resonator quality factor and power handling. Compared with the standard approach
used to obtain high sensitivity devices, the proposed design technique does not require
any ad-hoc technological step and is thus compatible with commercially available MEMS
technologies. Resonators designed using TRONICS SOI and IMEC Silicon-Germanium
processes, and based on clamped-clamped beam and Lamé resonant modes, were pre-
sented. For both resonant modes, analytical models for the resonance frequency in pres-
ence of perforations were developed and compared with FEM simulations, showing good
accordance. These models were thus used for the estimation of the resonant sensor per-
formances. Lamé resonators exhibited superior performances due to their higher quality
factors an a better resonance frequency stability with respect to the perforation size. For
the case of clamped-clamped beams realized with TRONICS technology, a preliminary
characterization, showing excellent accordance on the resonance frequency value with
the proposed model and FEM simulations, were shown too. Finally, a new type of reso-
nant sensor, based on a phononic crystal, was presented. As a first step in the develop-
ment on this type of sensor, an acoustic transmission line model, suitable for the analysis
and synthesis of such structures, was developed.
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The research work described in this thesis will proceed with a full characterization of
all the presented structures, aimed at an extensive validation of the proposed analytical
models for the resonance frequencies, as well as at the study of the effect of the holes
on the quality factor. Moreover, functionalization of the sensors surfaces and exposition
to the analyte are needed in order to validate the better sensitivity and limit of detection
expected from the holes. Regarding phononic crystals, experimental verification of the
proposed transmission line model has to be considered the first objective to be achieved.
Thereafter, experimental evidence of the sensing capability of such structures, as well as
an analysis of this strategy, aimed at highlighting advantages and drawbacks with respect
to the traditional resonance frequency strategy, are needed.
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