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Abstract

With the nowadays improvements of the information technology, more and

more smart sensors are deployed to monitor and survey our daily life. Instead of

the centralized approach, sensor networks are evolving towards complete Cyber-

Physical Systems, where sensing, processing and communications are spread

among the network. This decentralization comes at a price though. Moving

sensing, processing and communication capabilities to the network edges, pose

newer and unresolved challenges for data processing, management and system

coordination.

This thesis aims at presenting a novel abstraction of distributed processing

network to enhance the road users safety. Along with the definition of a system

description formalism, the main contributions encompass a processing architec-

ture proposal and a coordination model for smart sensing application. These

contributions directly address the previously introduced challenges, by proposing

and implementing an autonomous video-enabled Cyber-Physical System for the

Smart City scenario.

By following the latest technological trends, we are on the verge of a new

generation of smart objects, where reconfigurable heterogeneous Cyber-Physical

Systems will be massively deployed in our daily life. The Internet of Reconfig-

urable Things paradigm is ready to come.
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CHAPTER 1

Introduction

The most profound technologies are those that disappear. They

weave themselves into the fabric of everyday life until they are

indistinguishable from it. – Mark Weiser, 1991

1. The Ubiquitous Computing era

Human technologies have never been so embedded in the physical world.

With the nowadays improvement in information and communication technolo-

gies, smart and connected objects are almost a constant presence in our daily

life. Things were significantly different in 1991 though. Going back in time, Mark

Weiser – the Principal Scientist at Xerox Palo Alto Research Center (PARC) –

was proposing a new, visionary concept. In his idea, technology should interact

continuously within our daily life. Seamlessly integrated with our senses that we

would conceive the physical world entangled with invisible and pervasive sensors,

actuators, displays and computational elements [WGB99]. No more computer

walls, but embedded Human-Computer Interfaces (HCIs) connected through dis-

tributed networks. Technology becomes a mean of interaction with the physical

world, where computers, cameras and sensors are seamlessly embedded into our

world to make it efficient, safe and calm. Weiser’s visionary concept has been

eventually defined as Ubiquitous Computing (UbiComp), where ubiquitous stand

for everywhere and anywhere. Transparent and noninvasive technologies that are

able of computation, communication and information processing by themselves

or in collaboration with other objects. Three main UbiComp properties have

been introduced by Weiser [Wei91] as follows.

Technology needs to be networked and transparently accessible. Communica-

tions make nodes interact each other and enable complex behaviours. Weiser

envisioned a smart home in which heterogeneous devices exchange seamlessly

information and commands. By making nodes communicate, the access to the

network itself might be also transparent from the medium used. For instance, no
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6 1. INTRODUCTION

more gateways are needed to translate packet from a point to another, everything

can be directly forwarded to peers. No more gateways mean also an interoperable

communication protocols.

Human Computer interaction needs to be more hidden. Since their first ap-

pearance, Personal Computers (PCs) have been devoted to desk and to office

workstation. This has been particularly important when Weiser first envisioned

a “distributed” vision. When removing the hypothesis that the computing site

is targeted to a specific location but rather can be deployed pervasively, also the

HCIs dramatically change. From monitor and character inputs, towards nonin-

vasive, integrated interfaces. In case of small sensors and monitoring solution,

there is no point in having standard interfaces. In [Wei91], these were identified

through smart badges and proactive control solutions (e.g., automatic door and

heating control).

Computers needs to be aware of the environment context . Again, when refer-

ring to the PC scenario, the technology has no clue about the location where it

operates. In order to preserve its general purpose specification, it does not require

information about the physical positioning. And so does with respect to others

(relative positioning). What Weiser proposes is nowadays called context-aware

computing. Since the platform should operate and interact with the environment,

it has to be aware of what is around it. This represents also a base condition

to make the UbiComp really pervasive: make nodes be aware of the surrounding

environment to proactively act with it.

Figure 1.1. Ubiquitous Computing.1

1source: http://www.ubiq.com/weiser/weiser.html
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2. Beyond Weiser’s vision

Despite the relatively old idea, the UbiComp is all but forgotten. Recent sur-

veys [Kin11] and later research evolutions, e.g., ambient intelligence [AW09],

everywhare [Gre10], pervasive computing [Sat01], make the UbiComp concept

still up and running. Although the multiple definition that have appeared, the

research perspectives seem converge to the Cyber-Physical System (CPS) defini-

tion. A CPS is ultimately the UbiComp concept applied with nowadays available

technologies and applications. What makes the CPS paradigm still appealing for

the research perspective is due to the opened challenges that still today do not

have closed-ended answers [RLSS10].

Moreover, the CPS concept has been added by the UK Computing Research

Committee (UKCRC) in the Grand Research Challenges 2004 [HM05,CCC+06]

to achieve a major milestone in the successive two decades. In particular, the

manifest rises challenges for both computer engineers and software designers to

extend the present Internet infrastructure to support the UbiComp scenario. The

major milestone indeed challenges the computing architecture and interaction

model for significant advancements of knowledge and technology.

1.1. Computing architecture. At first, the computing architecture is con-

sidered as the ground of distributed processing to enable higher level data anal-

ysis. It is indeed designated to host complex and flexible processing algorithms

within embedded platforms and limited computational resources. Other func-

tional specifications might also be applied, such as processing time constraints

(soft real time, hard real time), energy balance, installation and deployment re-

quirements, end-user cost, etc. The overall computing requirements are pushing

the research academia to find suitable architectures and algorithm solutions that

support distributed computation sites deployments. Therefore, the target archi-

tecture has to be flexible yet optimized for seamless processing configurations.

1.2. Interaction model. Once suitable computing architectures have been

selected, the challenge encompasses the communication policies. While the com-

puting architecture locally involves the node capabilities in terms of data han-

dling, the interaction capabilities have to be considered. The communication

indeed make nodes sharing context-aware features and even processing instances.

Moreover, when considering heterogeneous network of computing nodes, com-

munication also act as a coordination service to define optimal solutions with a
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set of the available resources. This aspect also involves the support of adaptabil-

ity at many different levels. Applications providing timely information need to

be adapt to the users’ current context in terms of location, activity and commu-

nication capability. The network environment needs to adapt to provide services,

especially for those with specific quality of service requirements. System reconfig-

uration is also considered when newer applications are required, to automatically

detect and adapt to the available resources to support them.

Another important aspect regards the context-aware reasoning. Information

from multiple heterogeneous sources need to be automatically integrated to cre-

ate consistent information databases. Database’s entries are related to redundant

measures taken by the available network nodes. Redundancy makes system more

reliable in terms of measurement accuracy and node failure. Nevertheless, mea-

surements fusion need to be carried out accordingly to the node coordination.

In case of node failure, the system has to recover its operative mode by self-

reconfiguring the lost connections.

3. Towards vision-enabled CPS

As already mentioned, the computing architectures are nowadays moving

away from centralized and static deployment to autonomous entities distributed

in the environment [FPF17]. This trend is supported by the latest improvements

in processing technologies that permits the integration of invisible computing

platforms in our daily life [Sat17]. Traffic control sensors, access authentica-

tion systems, environmental monitoring and autonomous vehicles are becoming

widespread within our cities [MSPC12,GBMP13,PLJC14,ZBC+14].

At first, sensor networks have been deployed to measure scalar physical events

(e.g., light, sound, temperature) but then eventually extends their computing ca-

pabilities to locally extract more complex features from the surrounding environ-

ment [AAS+15]. By overtaking the limits of classical centralized architectures,

sensor nodes are currently addressing multimedia capabilities and in particular

vision processing is becoming part of the cyber physical layer. Obviously, images

and videos unleash new frontiers of context understanding and comprehension.

This feature comes at a price though. Indeed, by considering video-enabled de-

vices, the computing architecture and the communication models are once again

under the spotlights.
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These vision-enabled devices, known in literature as Smart Cameras (SCs),

are nowadays challenging the processing and communication models to perform

complex, computationally intensive processing operations with limited compu-

tational resources. Indeed, a smart camera is an advanced vision system which

provides imaging sensing and feature extraction means. These capabilities enable

SC to process the environment data and to take decisions as autonomous entities.

The Smart Camera Network (SCN) is indeed nowadays an emerging research field

promoting the natural evolution of centralized computer vision applications to-

wards full distributed and pervasive systems. Differently from Wireless Sensor

Networks (WSNs) which are generally supposed to perform basic sensing tasks,

SCNs consist of autonomous devices, performing collaborative applications, lever-

aging on-board image processing algorithms optimized in respect of the limited

available resources [RWS+08].

Such vision systems are more than electronic devices, as many people perceive

it. They need advanced electronics design but also software engineering, and

proper networking service design and implementation. They are built following

design challenges of size, weight, cost, power consumption, and limited resources

in terms of computing, memory, networking capabilities. At the same time,

more and more services are required by customer specifications, so that time-

to-market is setting a major challenge for architects on the design of effective

and powerful solutions. From the research perspective, the European academia

is also committing to accomplish a seamless integration of SCNs into the next

generation CPSs to match emerging societal needs.

The decreasing cost and increasing performance of embedded smart camera

systems makes it attractive to the above mentioned applications. The main re-

search focus is directed at designing a system with sufficient computing power to

execute well-known image processing algorithm in real-time. Typical scenarios

for deploying traditional smart cameras are applications in well-defined envi-

ronments, with static sensor setups, as traffic surveillance, intelligent transport

systems, human action recognition [QT08] [WR09].

4. Application scenario

The work described in this thesis tackles the context of the SCN in the Smart

City scenario. For instance, in Fig. 1.2 the roadway environment is considered.

It does involve pavements, bicycle paths, and motor-vehicles lanes. These are
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Figure 1.2. Application scenario

the static components defining the scenario’s structure and background. Along

with the structure, the road users, e.g. pedestrians, vehicles, cyclists, animals,

represent the moving elements with dynamic and sometimes unpredictable be-

haviours. In this environment, it is likely that the use integrated and autonomous

SCN could provide significant improvements in terms of scene understanding and

preventing road accident. Although highly regulated, the road environment still

present a huge variability, especially when referring to road users. Having a per-

vasive network of advanced sensors indeed enables better scene understanding

and a context-aware reasoning, which ultimately might reduce causalities.

In considering the literature on the subject, the exact relationships between

the many factors that come into play and affect road accidents are not fully

known and are likely to vary unpredictably. Approximately 1.24 million people

die every year on the world’s roads and another 20 to 50 million sustain injuries

as a result of road traffic accidents [O+13a]. By 2020, road accident injury is

likely to be the third leading cause of disability-adjusted life years lost [P+04].
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Moreover, half of all road traffic deaths are among vulnerable users, and more

than one fifth of them are pedestrians [O+13b].

In this manuscript, the advanced video sensors consist of a set of heteroge-

neous2 devices capable of monitoring the environment and eventually generate

events to signal others significant behaviour or dangerous situations. In this vi-

sion, we can imagine a future SCN pervasively monitoring and controlling many

activities in our daily life. Small and reconfigurable smart cameras create a dy-

namic network, which can be used for a wide range of applications. Notably in

smart cities:

Accident detection: whenever an accident occurs, the system automatically

detects a threat situation and takes specific actions to provide final users

by the needed information.

Smart traffic surveillance: able to regulate the amount of vehicles over a spe-

cific road and determine the best traffic light configuration on the basis

of real-time traffic measurement.

Pedestrian detection: whenever a pedestrian is detected an alert is propagated

to incoming vehicles.

5. Contributions and outline

This thesis aims at presenting a novel abstraction of a distributed processing

network designed to enhance the road users safety. In Chapter 2, the network of

system architecture is introduced. When referring to distributed and heteroge-

neous sensor deployments, an architecture model is required to clearly describe

and assess the system behaviour. Regardless of the target architecture, a model

would improve the system configuration and the management phase. The consid-

ered CPS scenario provides an ideal case study for the Smart Camera paradigm

due to the large scale deployments and the need of distributed processing ar-

chitectures. This model development also introduces the aspect processing and

communication abstractions which are then detailed in the following sections.

Chapter 3 focuses on event generation and processing requirements in per-

vasive SC deployments. In envisioning scalable vision-enabled applications, only

(necessary, semantic) information are exchanged among peers. These exchanges

2In this manuscript, heterogeneous is defined as a different nature of devices, either hard-

ware or software oriented, seamlessly integrated towards a common purpose.
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eventually involve events, defined as the semantic result of the scene understand-

ing. An event can be a position of a pedestrian, the speed of a vehicle or a

behaviour anomaly. These events are the result of high-level computer vision

detection and might be further processed by nodes. In Chapter 4, previously con-

sidered processing and communication issues are addressed. Given the natively

concurrent application, heterogeneous parallel architectures are considered. The

models presented in Chapter 2 are then mapped to a flexible Field Programmable

Gate Array (FPGA) architecture. By leveraging the processing and communi-

cation parallelism, the proposed architecture is finally considered for the Smart

City scenario.

Finally, Chapter 5 introduces a formal interaction model for smart sensing

application. Along with the architecture model described in Chapter 2 and the

event processing pictured in Chapter 3, this section acts as the global under-

standing level between nodes. According to a stochastic model, SC nodes are

capable of sharing the information they retrieve from the environment and are

able to autonomously coordinating.

Chapter 6 concludes this thesis and provides open future perspectives.



CHAPTER 2

Network of systems

The Cambridge Dictionary [Cam16] gives system definition as follows: “a

system is a set of connected things or devices that operate together”. This def-

inition already contains several key-points, namely connected, devices, operate

together. A system is composed by one or several devices and offers external

interfaces to be connected to other entities. These interfaces make possible infor-

mation exchanges with other systems and with the surrounding environment.

1. Background

The concept of network of systems appeared in literature in the late 90es

referring to a theoretical foundations of complex entities gathered together to

form a mixture of several homogeneous and/or heterogeneous systems. It was

first introduced in [EMM91], as System of Systems (SoS), to describe, analyse

and simulate engineering processes. In particular, the methodology has been first

applied to industrial domains, such as aeronautics [HDW17], transportation

Figure 2.1. Network of systems connected via communication

links [PMC+13]

13



14 2. NETWORK OF SYSTEMS

[DeL08], defence [DLRB08], processing management [KWG17] and biology

[PMC+13]. In Fig. 2.1, an epidemiological disease diffusion is described as a

network of systems. The single entity refers to a person whom may interact with

others, though communication links. The speed and the spatial diffusion are

indeed results of interactions between affected entities.

Same applies to a network of systems composed by smart devices. In this

manuscript, the considered network of systems is composed by autonomous pro-

cessing entities, with their own objectives and procedures to follow. Each entity

is not independent though, but a part of a complex environment that allows com-

munications through communication links. According to [BS06], a network of

systems usually shows characteristic features, presented as follows:

Autonomy. Each system entity has specific tasks. In other terms, the enti-

ties are acting autonomously with respect to their tasks, whereas their contribu-

tions might be globally visible.

Belonging. Based on their needs, individual entity independently decide on

whether they want to be a part of a the system or not. This aspect is particu-

larly important when dealing with moving entities in dynamic environments: the

parental relation becomes something variable during time.

Connectivity. This property suppose the ability of each part to team up

with other systems in order to enhance the overall capability. As a result, this

affects the system decentralization, where connections are created based on the

effective needs. For intrinsically varying environments, the connectivity is also

important to make the system aware of local changes.

Diversity. The current trend in high performance and embedded computing

consists in designing increasingly complex heterogeneous hardware architectures

with non-uniform communication resources. Diversity permits to the system to

improve its ability to adapt itself to unexpected variations.

Emergence. When referring to adaptive systems, usually the local configu-

ration is considered. In the CPS context, interactions between parts might enable

novel system configurations and functionality. In this terms, through internal col-

laborations, the system can reshape its behaviour to meet evolving user needs,

to overcome parts failures or simply to find an improved way to perform the

same action. This feature is particularly important for environments that may
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change very rapidly. Also to counter react to malfunctions or act of vandalism.

In [WS15], emergence is also considered the ability of context sensitive systems

to adapt itself to a newer, unpredicted event.

2. Structure model

In this section, a formalization of the distributed environment structure is

proposed. This model is then used to describe and evaluate a distributed pro-

cessing systems. According to Chapter 1, a distributed network is composed by

concurrent entities capable to retrieve, process and produce data interacting with

the network. This behaviour results of processing and connectivity management

made by nodes themselves in order to achieve specific tasks.

The problem around how to model the structure of concurrent systems found

its origin when computer science has started to understand the behaviour of

communicating programs [Bae05]. As communications among computer entities

became more and more complex, new ways of modeling structures and behaviours

have been proposed. With these assumptions, several mathematical expressions

to describe and analyze concurrent computational entities have been proposed.

Figure 2.2. The Figure shows three main entities with commu-

nication links among them. In the example reported in [Mil09],

the message M is produced by S and it is passing through the

link towards L and acts as the activation token for K. The results

of the iteration is then highlighted on the right. The L operator

can be seen as an activation rule, that makes A processing M and

forwarding the results to R.
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Such formal approaches, usually known as process calculi for concurrent sys-

tems [Bae05], represent a step towards context-aware devices. They are based

on independent systems and have recently proposed in representing interaction

and communication between entities including context-awareness [SW16]. When

referring to ubiquitous systems, the Bigraph [Mil09] model comes at first glance.

Bigraphs have been introduced specifically to model ubiquitous systems, where

concepts of computing entity, locality, connectivity and interaction are involved.

Such models not only considers processing capabilities, but also extends to in-

teraction and communication tasks. With respect to other process calculi, e.g.,

π-calculus [Mil99], bigraphs are indeed introducing the notion of place. In other

terms, while π-calculus is more oriented to the space of communication links,

bigraphs also considers the spatial context where links are placed.

In the followings, the concept of process calculi for concurrent systems and

the bigraph model are applied to analytically describe the CPS environment.

Indeed, the bigraph theory already carries the elements to describe the consid-

ered application scenario. In particular, a CPS entity considers a space where

communication links and processes move, as proposed by [San93]. This emer-

gence behavior indeed particularly of interests when referring dynamic interactive

processing entities.

Definition 1. A computing site is an abstract formalization of the spatial

and temporal context where data interactions take place.

This definition introduces the “container” where links and processing are defined.

As in service-oriented architectures, the definition detaches how the node exter-

nally behaves, e.g. interactions and data exchanges, with respect to the internal

architectures involved. In other words, a computing site represents the substrate

that permits link and processing being instantiated, as a cloud server makes

available its resources to users that might remotely require specific operations. A

computing site can be formally described as follows:

Compj : f(OP, link, scope) (1)

The Compj is composed by a set of Operator (OP), link and scope. An OP

specifies an atomic functional behaviour and involves data exchanges with other

OPs by means of links. Whenever a link is defined, an unidirectional interface

exists between a couple of OPs. For instance, in Fig. 2.3 the Compj contains four

OPs instances, and a set of communication links represented as line segments.
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Compj

OP2

OP3

OP1

Figure 2.3. Computing site.

Both operators and links are locally visible within the Compj scope, delimited

by the external ellipse.

Definition 2. A link defines a logical connection between operators. It does

not automatically involve the existence of a physical communication channel, but

rather a relationship between two operators.

This definition detaches the concept of physical channel from logical relations.

In Chapter 4, these links will be defined as wirings between processing operators

(e.g., serial communication) or indeed logical data dependencies (e.g., a processing

token). In other terms, a link represents a logical relation between operators

which might also involve physical communication channels.

Definition 3. An operator OP is an abstract atomic entity, describing a

functional behaviour. It does not involve target-specific details.

Each OP shows a specific behaviour according to its own configuration. A

formal OP definition can be expressed as follows:

OPi : f(category, ports) (2)

where the i − th operator is defined by its category, namely its own behaviour,

and by the available ports. The port allows edges to be connected creating links.

According to the CPS requirements, three main categories have been considered:

an OP can either be a transducer T , a communication C or a processing P entity.

• Transducer T

• Processing P

• Communication C
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The transducer T enables interfaces towards the physical world, where sensing

and actuation are involved. In particular, it defines the node external interfaces

thus its class and belonging, e.g., a CMOS image sensor labels the node as a

video-enabled node, a displacement sensor labels the node as an accelerometer

node. At the same time, when considering CPS systems also actuators might be

involved. In this case, the transducer operator permits an active interface towards

the physical world through an actuator, e.g., automatic lighting control, variable

messages signs. With respect to other operators later introduced, the transducer

represents intrinsic physical feature and might not be modified without direct

intervening on the node itself.

T

Sensing

T

Actuation

Figure 2.4. Transducer operator

The communication C operator instead is taking care of all that concerns the

data exchanges between nodes. It might export multiple communication mediums

permitting nodes communicate each other. Beneath the node architecture, the

C components act as data dispatcher between transducer and processing entities

by means of unidirected links.

C

Communication

Figure 2.5. Communication operator

Finally, the processing P component involves data handling and processing.

According to its own internal rules, data incoming through links are handled, e.g.,

processed, and results are made available within the computing site according to

link configurations.

Definition 4. A site describes the physical space where an OP can be in-

stantiated. It involves architecture specific features of the target architecture which

may impact the operator behaviour.
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P

Processing

Figure 2.6. Processing operator

A site (as the dashed circle in Fig. 2.3) indeed defines architecture-specific con-

straints. Regardless of the target platform, the site abstraction provides a method-

ology to assess whether a new OP instance can be deployed. The site physical

meaning involves hardware specifications (e.g., architecture model, computation

capability, memory, interfaces), thus determines the subset of OPs that might be

instantiated. For instance, in hardware-oriented platforms (e.g., FPGA) directly

refers to the available hardware resource while in software-oriented platforms

rather considers the remaining computing time, memory and I/Os.

In Fig.2.7, a more set of operator example is proposed. It is inspired from the

smart city scenario and encompasses the sensing and actuation layers. It involves

two image sensors and a variable message panel, outlined as the actuator. T1

and T2 represent the image sensors, thus source nodes for the sytem, while T3

symbolize the actuator. Among the considered operators, communication and

processing are provided by C1, C2, C3 and P1, P2 respectively.

T1

P1

C1 C3

T3

T2

P2

C2

Figure 2.7. Computing site operators example.

Until now, the computing site is somewhat abstract, a container which hosts

operators instances and their communication channels. It is a purely functional

definition without constraints. However, it is clear that in practice sites and

links are limited by the available resources. In this respect, the bigraph theory
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comes to setup a clear and formal rules to properly bind operators, sites and links

together. In the follows, two rules are being considered, the place-sorting and the

link-sorting constraints.

Definition 5. The place-sorting constraint can be used to ensure that exactly

one outward-binding node is connected per inward-binding port [Jen06].

This rule defines the compatibility between available sites and the operator to

be instantiated. The interface direction, namely outward or inward, sets the sub-

set of the possible operator instantiation. For convenience, the forms of bindings

here are taken as primitive, allowing sites to have both inward- and outward-

binding ports. The place-sorting routine is provided by the place graph, which

also describes the place-hierarchy.

The link-sorting constraint has been introduced by [LM06] to further clarify

the link formation rule. Indeed, it is not meaningful to connect two communica-

tion operators without an intervening processing operator.

Definition 6. The link-sorting discipline defines link formation rules between

operators. Indeed, it permits only specific connections to be made thus defining a

“building semantic”.

Although it might sound straightforward, the link formation rule is especially

of use when considering autonomous link formation. The discipline can be used

as a guideline in creating the so called link graph, which is the ultimate goal of a

self-coordinating network.

2.1. Network extension. By leveraging the previous definitions, the com-

puting site can be further extended to a network of computing entities. The

extension makes use of the place-sorting and link-sorting constraints to create

place graph and link graph and ultimately to describe the distributed system.

With respect to Fig. 2.3, the nodes are assembled by means of their structural

appearance (e.g., operators, sites) and their interacting behaviours as well.

A bigraph treats locality and connectivity as separate graphs (as orthogonal

aspects [Jen06]), place graph and link graph respectively.

The network is indeed a composition of operators and their communication

links. It is represented by a bigraph G, defined as follows:

G = (OPG, placeG, linkG) (3)
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The graph G contains a set of operators OPG, place placeG and linkG graphs

then describe the system structure. The configuration in Fig. 2.7 is then mapped

to the link graph in Fig. 2.8. The graph G is composed by two regions, R1 and R2,

which define the environment and the computing site roots. A set of computing

sites C = {Comp1, Comp2, Comp3} is defined. Each one hosts several operators

OP1, ..., OP8. In the diagram below, the bigraph G is shown by means of its

constituents, the place graph placeG and linkG.

R1

Comp1

OP3OP2OP1

R2

Comp3

OP8OP7

Comp2

OP6OP5OP4

Figure 2.8. Place graph placeG.

The placeG is a collection of rooted trees based on their belongings. In the

example, the placeG is rooted by two regions R1,R2. Comp1 belongs to region

R1 while Comp2, Comp3 to R2. Finally, operators are subordinated with respect

to the container agent. The placeG graph then presents an outer face of {R1,R2}
and an empty inner face, since no sites are available. This results in placeG : 0→
{R1,R2}.

OP1

OP7

OP3 OP4

OP5

OP6

OP8

OP2

x

Figure 2.9. Link graph linkG.

The linkG instead resumes the connections between entities, regardless of

their placements. As shown in Fig. 2.9, its inner face is the subset of EG that
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connects operators within the bigraph G. The linkG exhibits the x external

connection thus its outer face is {x} while inner face results empty. The graph

link is then expressed as linkG : 0→ x.

2.2. Network category. By leveraging the place and link constraints, the

first application of the bigraph methodology concerns the network classification.

Indeed, by applying different rules the operator interactions can heavily be mod-

ified. In considering the SCN scenario, the first classification might be inferred

as function of how links moves between cameras. This aspect plays a major role

when dealing with distributed coordination (as described in Chapter 5) and has

important effect in modeling the system behaviour. Secondly, the movement can

also consider the processing, as envisaged in the place-mapping routine.

Therefore, a network of computing sites can be differentiated in:

• Static network Once installed, the place and link graphs are not ex-

pected to change during time, except in case of a node failure. Once they

reached a stable state, the place and link graphs are constant. Notable

application include video surveillance and environmental monitoring.

• Semi-static network Whenever mobile nodes are considered, nodes

iterations are required to follow newer communication channels. The

link graph dynamically updates the operator connections, while place

graph would conserves its structure. This is the case of a moving node

within a fixed infrastructure, e.g., a moving vehicle that interacts with

the road-side CPS infrastructure.

• Dynamic network The last case removes all the constraints over place

and link graphs and foresee fully dynamic network topologies. Moving

objects continuously update their connectivity models and operator lo-

cality might move according to the requirements. This flexibility comes

at price of a more complex system description and modelling.

In Chapter 5, the static network deployment is considered. Further extension

approaches the semi-static category, through new nodes insertions. The dynamic

behaviour of the place-graph is not addressed here, but rather considered as the

future perspectives.
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2.3. Place-mapping methodology. According to the previous definitions,

each computing site makes available, within its scope, sites for operator instanti-

ations. Let consider the example of Fig.2.7. It describes several operator connec-

tions, while it does not specify the operators’ scope. By applying place and link

sorting constraints, a possible pair placeG, linkG can be derived. Assume that the

system is composed by the three computing sites as in Fig. 2.8, with eight avail-

able sites. One mapping strategy can regroup T1, C1 and P1 in Comp1 and T2, C2

and P2 in Comp2. Therefore Comp1, Comp2 involve acquisition, processing and

communication behaviours as they act as sources within the network. On the

other side, Comp3 only involves the actuation while does not include processing.

Comp1 Comp2
Comp3

T1

P1

C1 C3

T3

T2

P2

C2

Figure 2.10. Example of operators mapping.

This simple example opens up several considerations. First, the operator

mapping defines the node functional category. Based on the operators locality,

the dominant node behaviour can be used to distinguish node categories. With

this respect, a smart camera results in a device which embeds sensing, processing

and communication capabilities, thus Comp1, Comp2 would probably belong to

this category. A node that only performs actuation would instead be classified

as a sink node. Same applies to pure processing nodes, which host P operators

while retrieve data from external sources (e.g., cloud-oriented nodes) and so on.

Secondly, the mapping strategy heavily affects the node behaviour and the sys-

tem architecture as a consequence. The mapping function might indeed consider
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cost, power efficiency, processing time and robustness metrics. Thus it requires

a mathematically-formulated, reproducible ways to evaluate how the application

would perform in a target architecture. In the following Section, a model of

architecture is introduced to address this aspect.

3. Model of Architecture

In the previous section, the system structure has been defined as composed

by the place-graph, which involves architecture-specific constraints, and the link-

graph, which involves data exchanges between operators. A distributed applica-

tion can be then described as a concurrent system, where data dependencies and

interactions are mapped to cost functions. In this section, the work proposed

in [PDM+15], and later extensions [PDM+16], comes to define a methodol-

ogy to evaluate performance indexes when an application is mapped to a specific

platform. In [PDM+15] a Model of Architecture (MoA) is developed as a design

space exploration tool to assess the efficiency of different Model of Computa-

tions (MoCs) mapped onto specific architectures. The MoA is “is an abstract ef-

ficiency model of a system architecture that provides a unique, reproducible cost

computation, unequivocally assessing a hardware efficiency cost when process-

ing an application described with a specified MoC.” Indeed, The MoA provides

reproducible computation cost when an application is mapped to a target archi-

tecture. In particular, it aims at providing quantitative yet abstract performance

index for a defined application deployment.

With respect to the referred works, in this manuscript the MoA provides an

evaluation of the performance of a distributed application mapped over a network

of heterogeneous nodes. The distributed application drives the OP requirements

while nodes coordinate the OP instances according to their capabilities, resources

and costs.

The following notions are required prior to the model definition: application

activity, quanta and tokens.

Definition 7. The application activity A corresponds to the amount of pro-

cessing and communication necessary for accomplishing the requirements of the

application. The application activity is composed of processing and communica-

tion tokens.

Definition 8. A quantum q is the smallest unit of application activity.
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There are two types of quanta: processing quantum qP and communication

quantum qC . These quantum are formally equivalent, thus represent the same

amount of activity. However, since they represent different physical behaviours,

they do not share the same unit of measurement. For instance, in a system with

an unique clock and byte addressable memory, 1 cycle of processing quantum and

1 Byte as the communication quantum. Since qP and qC represent the smaller

unit of the application activity, they are straightforward converted to energy,

time and latency quantities for a physical architecture.

Definition 9. A token τ is a non-divisible unit of application activity, com-

posed by a number of quanta.

As for the quantum, a token can be either a processing processing tokens τP or

a communication token τC and belongs to the token sets TP or TC respectively.

The TP = {τ 1
P , τ

2
P , ..., τ

N
P } is the set of processing tokens composing the appli-

cation processing and TC = {τ 1
C , τ

2
C , ..., τ

M
C } is the set of communication tokens

composing the application communication. While quantum defines a single appli-

cation step, the token represents the ensemble of operations required to produce

a result. A token describes how many elementary qP are required to perform a

run-to-completion task or how many qC to send a packet over the network.

Once an operator gets fired, it takes τP , τC to perform the required action.

The overall application activity A can be defined as follows:

A = {TP , TC} (4)

By leveraging the two levels of activity quantization, the application activity

reflects the cost in terms of processing and communication overhead and man-

agement.

The previously bigraph abstractions, place and link graphs, can be then as-

sociated with cost functions, thus providing effective and reproducible ways of

evaluating the system architecture performance. As previously mentioned, the

T operator is tightly related to the platform configuration, thus it is considered

differently from other OPs. With respect to Eq. 3, the model of architecture Σ

associates a cost function to the placeG and linkG graphs.
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G = (OPG, placeG, linkG)

Ω = (A, cost(TP ), cost(TC)) (5)

where OPG is mapped the application activity A, the place graph placeG as the

cost related to TP executions and the link graph linkG as the cost related to TC
execution. Once G is created, the resulting Ω provides cost computation when

the activity A is mapped into the target architecture. The cost unit is specific to

the application being modeled. It can be nJ for energy evaluation rather than

delay cycles for timing performance evaluation. In general, for a platform U the

cost functions costU(TP ), costU(TC) are defined as:

costU(TP ) : TP , Pn → αUn · dim(TP ) + βUn

costU(TC) : TC , Cn → αUm · dim(TC) + βUm (6)

where αUn is the fixed cost when τP is executed over Pn and αUm is the fixed cost

when τC is executed over Cm [PDM+16]. Clearly, the cost functions rely on

the target platform U . Since tokens τ are homogeneous units of the application

activity, α costs are equally distributed over the TP or TC elements. The βn and

βm addends instead resume the cost overheads for Pn and Cn respectively. This

overhead can be explained as a fixed cost when the operator is fired. This might

involve instance costs, reconfiguration overheads and pipeline stalls.

Finally, the application cost in the platform U is as follows:

costU(A) = costU(TP ) + λ · costU(TC) λ ∈ R (7)

where TP and TC costs are linearly combined to evaluate the overall application

footprint. Since TP and TC do not share the same measurement units, a conver-

sion factor λ is applied. This conversion factor makes processing and communi-

cation costs comparable and heavily depends on the target platform regardless of

the architecture mapping operation. Same applies for the α and β parameters,

which are retrieved from the architecture specifications.

The above presented MoA gives a way of comparing different architecture

platforms with a fixed application activity. According to Eq. 5, the architecture

model indeed provides the mapping costs as function of the link-graph and place-

graph specifications.



4. CONCLUSION 27

The goal is twofold. At first, the MoA-bigraph methodology can optimize

the mapping strategy through place and link graphs reformulations. It obviously

requires unaltered application behaviour while permits the reduction of the ac-

tivity cost in a target platform, identified by the set {α, β, λ}. Secondly, Eq. 5

can be iteratively applied to a set {αU , βU , λU} describing different platforms U .

Such a methodology is particularly of interest when dealing with heterogeneous

platforms, where specific strengths can be exploited.

4. Conclusion

This chapter presents the author’s contributions related to the formalization

of a distributed network of autonomous nodes. Starting from the general def-

inition of a distributed context, the structure model has been presented. Such

a formalism, inspired from the Milner’s bigraph theory, is used to describe and

analyze a concurrent distributed system. It also introduces the concept of Opera-

tor, which is an abstract entity describing a functional behaviour. The operators

concur to the system formation as data handler and data processing entities.

According to the structure model, the system is then formed as the combination

of the place graph with the link graph. The former describes the operators in-

stance placement and boundaries while the latter considers how the operators

are connected according to the required behaviour. The proposed model closely

describes the behaviour of a real distributed system, thus serving as the start-

ing point for the proposed Smart Camera architecture described in the following

chapters.





CHAPTER 3

Event generation for distributed systems

Since in the environment a distributed sensing is autonomously performed

by each sensor, a cloud of local semantic results – called events – is then gen-

erated. According to the relevant literature [KJBB09, WDWS10, WDA+12,

NIJP14,KVH16], an event is “an important phenomenon that occurs or might

have occurred”. In a more formal sense, an event is the semantic result of a

combination of physical measures associated to specific behaviours. It can stand

for a particular occurrence or rather for a particular not expected situation (e.g.,

anomaly). The event identification is therefore the procedure through which a

physical phenomenon is reliably revealed, detected and classified. From the CPS

device point of view, event identification opens the way of context-aware, per-

haps getting closer to what Weiser stated as “Computers needs to be aware of

the environment context”.

Notable applications nowadays encompass the Smart City scenario, with traf-

fic control sensors, access authentication and environmental monitoring [MSPC12,

PLJC14]. More is yet to come, especially for video-enabled deployments in

health-care [CFK+14,PEK+15,Hos16], vehicles tracking [ZLY14], video surveil-

lance [FKSK15], people tracking [KDM+14] and distributed computing [CCT+15].

These latest works, also show that event identification is far more complex than

the simplistic acceptation of deviation from a set-point threshold. Although ef-

fective in well-constrained context, such an approach is inadequate for complex

events, whose require a deeper understanding of the environment [KVH16].

Since then, newer event detection techniques have been developed to provide

context-aware CPSs.

In this Chapter, an architecture of smart camera is described as part of its

main processing components. Then an overview of the event identification al-

gorithms for image processing is presented. These techniques challenges the

computing the computing architecture to provide novel and more complex event

29
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detection algorithms which show characteristic advantages or disadvantages for

specific target applications.

1. Event detection approaches

The CPS distributed architecture that is being defined is shown in Fig.3.1.

The green box highlights the macro-blocks that have been described up to here.

The environment Env is observed through image sensing, performed by the nodes

themselves. Such measures are then processed to detect events thus performing

local scene understandings.

Sensing and processing layer

Distributed

sensing
Events detection

Env Events

model

Figure 3.1. Distributed sensing and processing architecture.

Through machine vision algorithms, the sparse and noisy image data are sam-

pled to canonical projections [Koe84]. A projection describes a particular set of

the image features that are of interest, e.g., shape, luminance, boundary, move-

ment. In this context, an event becomes the occurrence of a target projection (or

a set of them) within the image space. It is up to the vision algorithm to reliably

reveal such projections through image processing operations. An extensive liter-

ature is available for event detection algorithms in image processing according to

each tailored application [TMM+16].

Among them, three main approaches are encountered:

• Change detection,

• Pattern-matching,

• Machine learning.

3.1. Change detection. The first intuitive image event detection technique

is obviously related to change detection. The goal is to identify set of pixel that

are significantly different between the reference image Iref and the current one

Ii, with i ∈ N+. The differences are described in the change mask, which results

as the mathematical combination of {Iref , Ii}.
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The image Ii contains N ×M pixels and it is defined as an euclidean space

RN×M . The difference between {Iref , Ii} is therefore the distance in the image

space. Such differences result as topological structures that are considered to

perform the event identification.

In Fig. 3.2 a common change detection pipeline is shown. The pre-processing

stage suppresses or filter out unimportant yet disturbing features from the image,

e.g., nonuniform light distribution, affine transformation, camera motion, CMOS

sensor noise. The change mask is then computed according to the image process-

ing algorithm. Finally, the change mask is processed to reveal blobs, literally close

regions of the image that differ from the surrounding pixels. This segmentation

step ultimately reveals whether an event has been detected.

Pre-processing
Change mask

evaluation
Detection

Image Event

Figure 3.2. Event detection: Change detection pipeline.

In [RAAKR05, CB96] surveys, a comprehensive literature of change de-

tection algorithms is considered. Important applications of change detection

algorithms include video surveillance [KS94], parking detection [MMN+11],

medical diagnosis [BHA+03,PE07], civil infrastructure [NYSF12] and agricul-

ture [TKH+08]. Although the considered applications assume steady camera

deployments and rigid camera registration, they all consider quiescent drift of

the image structure. Indeed, the scene model is only virtually static during the

application, i.e., camera vibration, changing lighting conditions, gradually affect

the structure model. In order to propose effective algorithms, the state-of-the-art

methods always involve policies to update the reference image Iref during time.

With this respect, the updating strategies can be distinguished in single-

shot or continuous modes. The former refers to those environments where the

structures are suddenly changing after a stable state. For instance, in medical

diagnosis [PE07], a single-shot update allows an objective definition of disease

progression, e.g., cancer evolution. Same applies to civil engineering [NYSF12],

where comparisons are periodically performed with respect to the initial setup

point. These application obviously do not consider significant scene changes be-

tween updates, thus are meant to well-constrained environments where geometry,

reflectance and illumination do not change over time.
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Continuous mode updating is instead required in case the scene variability

period is comparable with the image sampling period. In such cases – e.g., video

surveillance footage, leak detection and, in general, external video acquisitions –

the Iref image is continuously updated by using previously captured frames. The

procedure still complies with Fig. 3.2, while involves statistical methodologies to

update the Iref frame. These methods, in literature also referred as background

subtraction models [Pic04], aim to react to permanent changes in the scene (e.g.,

luminance distribution) while filtering spurious transitions.

The background Iref is continuously updated as the average value of each pixel

for a longer period compared with the frame acquisition [TLL07]. Averaging

methods differ according to the background subtraction algorithm involved. The

easiest provides the long-term average method:

I ′ref =
1

i

∑
i

Ii (8)

where newer images incrementally decreases their contributes. However, this

eventually leads to the algorithm failure due to sudden scene variations, which

are not absorbed by the background. Improvements can be provided by on-line

learning methods, such as the Q-learning [Wat89], which equally weights newer

contributes over the older ones to compute the newer I ′ref image.

I ′ref = (1− α)Iref + αIi α ∈ R(0, 1) (9)

where I ′ref is the new background model and α the learning rate.

Further improvements involve multi-modal approaches, where foreground and

background are statistically modeled as stochastic distributions. In this respect,

Gaussian Mixture Model (GMM) [SG99] provides a rigorous statistical model

to describe pixels with a set of adaptive Gaussian distributions. The temporal

variation of each pixel is modeled by the weighted mixture Gaussians, each one

of them described by three parameters: mean value (µ), variance (σ2) and weight

(w).

3.2. Pattern-matching. Differently from change detections, the pattern-

matching algorithms provide event identification through specific data sequence

occurrences [LV94]. Instead of temporally modelling the environment, pattern-

matching relies on the spatial and geometrical properties within images compared

to a reference template. In particular, belongs to this category the area-based

algorithms, where areas or regions of the original image data are matched with
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minimal pre-processing or with pre-processing that preserves most of the image

[ENLM11]. In this case, areas are basically compared through linear correlation

without explicit correspondence between points.

Pattern Matching Detection
Event

Template

Image

Figure 3.3. Event detection: Pattern-matching algorithms.

The pattern-matching similarity image correlation can be expressed as follows:

D(I, T ) =
∑
i,j∈T

∣∣I(x+ i, y + j
)
− T

(
i, j
)∣∣ (10)

where I and T denote, the search image and the template region, respectively.

The sum is done over all i, j coordinates and the similarity is expressed as the L1-

norm as the sum of absolute differences. The correlation results in a coefficient

that is higher as the pattern is similar to the processed region. The operation

needs to be repeated iteratively through-out the search image to reveal all pattern

occurrences. According to Fig. 3.3, each matching result is then evaluated by a

detector stage, which fixes thresholds and filter spurious detections.

Correlation-based methods share the following common drawbacks: (i) they

operate pixel-wise comparisons of pixel regions, (ii) they are affected by luminance

variation and noise, (iii) they might involve affine transformation to optimize the

similarity between the template to the target pixel region.

At first, the pattern-matching approaches are indeed computationally inten-

sive. With N ×M image pixels, they require o(N2 ·M2) operations with data

dependencies that decrease the efficiency. Although other methods might speed

up the elaboration (correlations in the frequency domain), the computing require-

ment becomes prohibitive when dealing with full-scale image resolution and strict

timing constraints. Other optimizations have been proposed, such as [ZF03], to

reduce the pattern iteration over selected regions that shows higher correlation

after the first operations [Ros16].

The second issue concerns the luminance variation effect. Since pattern-

matching uses local pixel intensities as template references, it obviously relies
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on luminance distribution. In literature, this drawback has been mitigated by

using normalized intensity pixel regions or by exploiting more complex correlation

schemes, such as in the Census Transform [ZW94]. These alternatives signifi-

cantly improves the pattern-matching descriptor yet increases the computational

cost.

Finally, whether the template is not aligned with the image region, translation

will not be enough. A pre-processing step is therefore needed to perform scale

and rotation transformations to match the referred areas. These pre-processing

operations shows the rotation have a worst case time complexity o(N2 · M3),

while recent work [Ros16] reduces it to o(N2 ·M2).

3.3. Machine learning. Current trends in decision-making algorithms in-

creasingly support Machine Learning (ML) techniques as the core foundation of

event identification. Machine learning algorithms are indeed promising technolo-

gies due to their ability in understanding complex context behaviours [BMP+10]

thus improving the scene understanding. This aspect is even more of relevance

when addressing vision-enabled CPS, where sparse image features have to be

revealed and classified.

Feature

extraction
Classification

Image

Model

Post-

processing

Figure 3.4. Event detection: Machine learning

A common machine learning processing flow is depicted in Fig. 3.4. With

respect to the pattern-matching algorithm, feature-extraction pre-processing is

usually preferred to template due to its robustness to light distribution, ori-

entation and noise. Such image features are peculiar, highly distinctive set of

points that match local image properties. The goal of the feature extraction

is to provide a robust descriptor, regardless of the geometric distortions, rota-

tions, points-of-view and nonuniform illumination, that might affect the image.

In feature extraction, the following requisites are crucial:

• Robustness An information lost during the feature extraction step di-

rectly impacts the classification phase [JGDE08]. The classification
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error is therefore the results of the feature weaknesses and misclassified

classification descriptors.

• Reliability Similar image features in different images should provide

similar descriptors. In other words, the feature dimensionality should

carries enough information to reveal distinctive set of points in the image.

This is aspect obviously is mandatory when real-world applications are

envisaged.

• Complexity The computational requirements are also at the utmost

importance. They pose stringent constraints to the processing architec-

ture, especially when time critical application are addressed.

• Specificity Feature extractions are used for a wide range of applica-

tion. The selected method is required to reveal distinctive properties of

the target application. For instance, feature extraction for pedestrian

detection enhances human silhouettes rather than road signs.

A large number of feature extraction methods are available in the litera-

ture, especially for pedestrian detection. A complete survey is out of the scope

here, the reader might refer to the following overviews [KKN14], [DWSP12],

[KKWS15], [YSK+15].

Once the features have been extracted, the classifier evaluates the descriptor

according to a decision function. The nature of the decision function depends

on the machine learning methodologies involved. Since their first proposal in the

50ies, several ML concepts have been proposed, such as Artificial Neural Networks

(ANNs) [Wer74], linear regression Generalized linear model (GLM) [NB72] or

probabilistic reasoning Support Vector Machine (SVM) [Vap82]. Machine learn-

ing methods are separated between two macro classes: unsupervised machine

learning and supervised machine learning algorithms.

Unsupervised machine learning. The unsupervised machine learning is

a automatic learning methodology able to classify the input stimuli by inferring

the classification function among the available data set. With respect to the su-

pervised methodology, it only relies on unannotated data and a-priori unspecified

object classes. The machine indeed compares the data and seeks for similarities

or pattern correlations and create class maps where data are sorted. Clearly,

the unsupervised method is particularly efficient in classifying those classes that



36 3. EVENT GENERATION FOR DISTRIBUTED SYSTEMS

present a limited feature spaces, e.g., search words in a textbook, and with nu-

merical representations. However, when referring to a specific event pattern, the

unsupervised learning is not able to classify according to other classes. By its

nature, this machine does not provide binary distinction between the feature

space and specific input patterns. This condition also applies to the classifi-

cation accuracy, that is meaningless without the comparison with a reference

ground truth. Notable examples include Fuzzy Logic [KY95], Hidden Markov

Model (HMM) [BP66], k-means clustering [Jai10].

Supervised machine learning. Supervised machine learning aims at clas-

sifying specific samples pattern by exploiting a set of reference examples, which

are part of a training phase. Such reference examples are initially provided (e.g.,

the supervised phase) and labelled according to a specific feature. Once the model

has been learnt, the machine is able to discriminate whether a new input belongs

to the trained class (e.g., classification phase). This supervised method can be ap-

plied to a wide range of applications. For instance, it has been applied in health-

care to reveal whether the patient would present crisis by exploiting previously

acquired samples or to detect handwritten notes by learning the writing style

through past document. A training sample consists in a data structure with the

corresponding object label. The learning algorithm then processes the training

samples and generates a data model capable at classifying object labels among

the trained ones. Notable examples include SVM [Vap82], k-Nearest Neigh-

bors (k-NN) [Alt92] and Convolutional Neural Network (CNN) [LBBH98].

Closer to the SC domain, supervised machine learning algorithms have been

successfully used for vehicles detection [SBM06], pedestrian detection [DT05]

and facial recognition [GLC00].

2. Events in Smart Camera Networks

The complexity of event identification poses critical challenges especially in

the Smart Camera Network (SCN) scenario. Among the different fields of ap-

plication, common shared challenges might be summarized. In the following, a

non-exhaustive list of challenges is presented, with a particular interest to com-

putational intensive event generations [KVH16].
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Timing critical application. The system is subject to timing deadline

which should not missed otherwise the task might fail. Such systems are expected

to guarantee response time within the specification, regardless of the processing

operation involved. In case a deadline miss occurs, the failure might degrade

the performance (soft deadline) or might endanger the human lives (hard dead-

line). Notable examples are in video-enabled Advanced Driver Assistance Sys-

tems (ADAS), where pedestrian presence needs to be revealed on-time to prevent

collision.

Data reliability. The system operates in an environment which changes

very rapidly and measures are also affected by an intrinsic noise. Nevertheless, it

should be robust enough to provide reliable event detections. The robustness of

a system is here defined as the capability of sorting among the available measures

which are those to rely on. This aspect usually involves higher level data analysis,

i.e. events post-processing tasks.

Complex event. As previously introduced, the exceeding threshold event

might not be sufficient when referring to more complex scenario. In order to aug-

ment the environment understanding, the system should extract higher semantic

events that represent more complex behaviour. These more complex events need

to be efficiently executed in computationally limited embedded platforms.

Heterogeneity. CPSs are generally composed by heterogeneous entities. Di-

versity indeed improves the ability to adapt themselves to newer external con-

ditions, unpredictable node mobility and dynamic network variations. However,

heterogeneity requires formal architecture models to be efficiently deployed.

Adjustability. Due to the variable environment conditions, even event de-

tections must also support a degree of run-time adaptation to newer application

requirements.

Two main challenges arise from the application point of view. First, vision-

enabled CPS should provide reliable detection information. This aspect obviously

is the essential condition to rely on computer vision deployment and already

represents a challenging task so far. But, because they operate in an environment

which intrinsically changes very rapidly, they should also provide this information

in real-time. Most of the time, given the complexity of the involved computer

vision algorithms, this requires a computing power which is still not available

from Commercial-Of-The-Shelf (COTS) embedded processing platforms.
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In this manuscript, a feature-based supervised machine learning algorithm is

considered. With respect to Fig. 3.4, we selected the Histogram of Oriented Gra-

dients (HOG) as feature descriptor due to its robustness in real world implemen-

tation [DWSP12]. As the classifier stage, the SVM algorithm has been selected.

Although newer methods have recently been proposed, according to several sur-

veys [DWSP12,KKWS15,YSK+15], the SVM classifier still shows comparable

detection performance while requiring less computational resources. Moreover,

SVM training phase is significantly shorter than deep-learning methodologies,

that ease the SC development. To further improve the detection reliability, as

the post-processing step we also propose a spatio-temporal filtering stage. In the

followings, the implemented event detection system is detailed by its composing

steps as in Fig. 3.4. The implementation details will be then detailed in Chapter

4.

3.1. Feature extraction. In the context of pedestrian detection, descrip-

tors relying on spatial orientation patterns, such as Local Binary Patternss (LBPs)

[OPH96] and HOG [DT05] have been specially studied. With LBP, neighbor

pixel comparisons are encoded with binary strings to describe the local pattern

distribution. Since the result is based on relative luminance, this method lim-

its the dependence to global luminance variation. HOG-based methods, on the

other hand, aim at improving the descriptor robustness for structured image pat-

terns. For this, the local spatial characteristics are described with a distribution

of local intensity gradients within uniformly spaced cells. The resulting gradient

histogram within each cell, possibly normalised, represents an element of the final

HOG descriptor. Due to its invariance to luminance variation and good detec-

tion performance [BOHS14], the HOG descriptor is well suited to mobile vision

applications.

The extracted features are HOG, computed on a dense grid of uniformly

spaced cells and normalized. Practically, the input image is divided into small

connected regions, called cells, and within each cell an histogram of gradient

directions is computed. The resulting descriptors are sent to a pre-trained SVM-

based classification machine.

Following Dalal’s formulation in [DT05], the 1-D spatial gradient components

are first computed as follows:
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Gx =
∂I

∂x
= I
(
x+ 1, y

)
− I
(
x− 1, y

)
(11)

Gy =
∂I

∂y
= I
(
x, y + 1

)
− I
(
x, y − 1

)
Then the gradient magnitude ‖∇I(x, y)‖ and orientation angle θ are evaluated

as in Eq. 12.

‖∇I(x, y)‖ =
√
G2
x +G2

y (12)

θ = arctan
Gy

Gx

Within each cell, gradient orientations are then discretized and accumulated

in a small number of histogram bins. Each histogram is finally normalized using

a normalization factor derived from the mean intensity computed across a larger

region of the image (block). This normalization results in better invariance to

changes in illumination or shadowing [GT07]. The final HOG descriptor of an

image is obtained by aggregating the normalized histograms.

(a) (b)

Figure 3.5. (a) a pedestrian image from the Daimler dataset. (b)

the associated HOG Descriptor.

Fig. 3.5b shows an example image and its associated HOG descriptor. It is

worth to note that the foreground silhouette is clearly enhanced with respect to
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the background details. These features are completely meaningless without a

supervised learning machine.

3.2. Classification. Machine-learning based systems are generally used to

find correlations between the computed descriptors and a reference model. These

systems typically emit detection results with their associated confidence interval.

The higher is the confidence in the result, the higher is the probability of a cor-

rect classification. In the context of pedestrian detection, SVM are commonly

used for performing the classification step, as a widespread and efficient super-

vised learning technique, based on strong mathematical foundations. The goal

of this technique is to separate sets of descriptors in two classes. Once the refer-

ence model has been generated (with an off-line training phase), SVM produces

detection classifications by labelling the input feature descriptors. Although algo-

rithmically simple, application of SVM to image classification raises challenging

implementations issues, especially if real-time performance level is required, as in

pedestrian detection applications.

The classification stage compares the produced HOG descriptor with a pre-

trained reference model. This results in a binary decision, that would mark the

current descriptor for belonging to one of two categories. The detection reliability

is then expressed as a confidence interval, that is usually exploited to assess the

classifier accuracy.

The SVM classifier compares the input vector descriptor with a reference

model, which is produced by a supervised learning phase. The training step

builds the reference model by assigning a great number of labelled examples to

a specific class among a set of classes. The resulting model is then used online

to map each descriptor to one of the predefined classes (non-probabilistic binary

classification).

More formally, given a set of l data elements x1, ...,xl and their corresponding

classes y1 = y(x1), ..., yl = (xl) where xi ∈ Rd and yi = ±1, the classification

function can be expressed as follows:

y(x) = sgn

(
NSV∑
i=1

yiαiK(xi,x) + b

)
, 0 ≤ αi ≤ C (13)

where K(xi,x) is a kernel function, C is a regularization constant, αi and b are

parameters given by the learning phase. NSV is the number of reference features,

called Support Vectors (SVs). The examples x1, ...,xl are HOG feature vectors
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evaluated from database images and y corresponds to the associated class. In

the case of a binary classification with a linear kernel, the general Eq. 13 can be

simplified as follows:

y(x) = wT · x + b (14)

where w and b are model parameters, produced by the training phase. Note that

in Eq. 14 the sgn operator has disappeared because what is actually used is the

distance of the considered input with respect to the decision hyperplane.

In most published work, evaluation of object presence is performed in a limited

number of regions of the image, called Regions of Interest (ROI). We propose, by

contrast, to perform this evaluation for all possible positions of a detection win-

dow, therefore called sliding window, in the camera field of view. This approach

has the advantage of being able to automatically detect new objects in images,

whereas ROI-based approach can only focus on predefined targets and need some

kind of tracking system to adjust the position of the ROIs.

The equation 13 is then generalized to take into account the fact that the re-

sponse of the SVM step is now a matrix in which each element gives the detection

result for a given detection window in the original image:

Y =

 y1,1 · · · y1,M

...
. . .

...

yN,1 · · · yN,M

 =
[
yn,m

]
(15)

where n ∈ {1, · · · , N} and m ∈ {1, · · · ,M}. The values N and M respectively

corresponds to the number of windows in the vertical and horizontal direction.

3.3. Post-processing. Because of their potentially pervasive applications,

pedestrian detection systems are a very active research area. Although SVM-

based system have already shown good detection performance with real-world

images [HPD09, DWSP12], work is still on-going in order to improve the de-

tection reliability. For this, two main directions have been suggested. The first

is to extract and exploit several sets of feature descriptors. The second is to

improve the robustness of the extracted feature descriptors.

Work described in [ZHYT11,YPW+15,TTY+15,HKHK15] belong to the

first category. In particular, in [ZHYT11] and [YPW+15] HOG-LBP and HOG-

Local Self-Similarity (LSS) algorithms are respectively deployed to increase the

detection accuracy with multiple algorithm predictions. A further improvement
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has been recently proposed in [TTY+15], where a HOG-LBP detection process

is applied simultaneously and separately on the three channels of color images.

These implementations rely on weighted inferences among the available detections

to improve the final decision result. It can be noted, however, that requiring

simultaneous computation of several feature sets places severe constraints on the

implementation, especially if real-time behavior is targeted. In [HKHK15], the

computation of a combined HOG-Discrete wavelet transform (DWT) is restricted

to selected ROIs in image in order to reduce the global computation latency. A

similar approach is presented in [LYD+15], where ROI-based pedestrian multi-

view pose evaluations are processed with a HOG-LBP pipeline followed by a non

linear SVM. Nonetheless, ROI-based approaches inherently reduce the ”active”

image part. In an environment which changes very rapidly, finding an acceptable

trade-off between global computation time and the number of active ROIs is a

complex problem, especially for time critical applications.

The second investigated approach for improving detection reliability con-

cerns the descriptor robustness. Basically, the idea is to extend the feature

descriptor dimension in order to improve its robustness in real-world deploy-

ment. In [WLP15], for instance, the HOG descriptor is improved by taking into

account similarity on the local representation of contours. Since the pedestrian

appearance usually presents symmetry properties, a geometric feature description

is added. A two-level cascade of SVM classifiers is then applied to the extended

descriptor. Even though this method improves the performance with respect to a

classic HOG descriptor, the processing performance overhead once again reduces

the applicability of the method in embedded platforms. Another approach is to

augment HOG descriptors with temporal information obtained from video se-

quences. In [HMY+15], for example, the authors aggregate several descriptors

obtained by different techniques to extract temporal information from images.

The 3DHOG descriptor proposed in [KMS08] for characterizing motion features

with a co-occurence spatio-temporal vector also belongs to this category. The

HOGHOF descriptor using histogram of optical flow and the STHOG (Spatio-

temporal histogram of oriented gradient) proposed by the author both increase

the discriminative nature of the usual HOG descriptor space, at the price, here

again, of a highest computation cost.
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3. Detection reliability

As previously introduced, the classification reliability is one of the most crit-

ical point for an event detection system. Classically, reliability is assessed by

means of two indicators: the true positive detection rate (TPR) and a false pos-

itive detection rate (FPR). The former corresponds to the ”sensitivity” of the

detection process and the latter to its ”specificity”. Best methods are supposed

to achieve the highest TPR while keeping the lowest FPR.

Reliability numbers obtained with pure SVM-based algorithms are generally

not sufficient for an effective deployment. In response, several post-processing

techniques have been proposed to improve this reliability, essentially by reducing

the FPR.

Basically, the idea is to extend the feature descriptor dimension in order to

improve its robustness in real-world deployment. In [WLP15], for instance,

the HOG descriptor is improved by taking into account similarity on the local

representation of contours. Since the pedestrian appearance usually presents

symetry properties, a geometric feature description is added. A two-level cas-

cade of SVM classifiers is then applied to the extended descriptor. Even though

this method improves the performance with respect to a classic HOG descriptor,

the processing performance overhead once again reduces the applicability of the

method in embedded platforms. Another approach is to augment HOG descrip-

tors with temporal information obtained from video sequences. In [HMY+15],

for example, the authors aggregate several descriptors obtained by different tech-

niques to extract temporal information from images. The 3DHOG descriptor

proposed in [KMS08] for characterizing motion features with a co-occurence

spatio-temporal vector also belongs to this category. The HOGHOF descriptor

using histogram of optical flow and the STHOG (Spatio-temporal histogram of

oriented gradient) proposed by the author both increase the discriminative na-

ture of the usual HOG descriptor space, at the price, here again, of a highest

computation cost.

Since the SVM classifier here generates a full detection map, with a degree

of confidence associated to each detection point in the image, we can directly

apply a Dynamic Neural Field (DNF) model on the HOG-SVM classification re-

sults. DNFs can can be viewed as a neuro-inspired and massively parallel ways

of performing probabilistic recursive estimation at the image level (mesoscopic
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scale in the visual cortex), instead of relying for instance on the Bayesian fil-

tering and tracking of a few areas of interest (Kalman or particle filter). DNFs

exploit the spatio-temporal coherence of the stimuli, relying on population cod-

ing (i.e. distributed representations relying on overlapping visual receptive fields)

to perform robust inference. We can indeed expect SVM outputs to display co-

herence between subsequent frames (movement continuity) and between nearby

locations on the image (SVM input being generated from overlapping groups of

HOG cells). Incorporating an evolution model of the target dynamics, DNFs can

even further improve detection reliability by reducing the FPR. The following

paragraphs rely on the classical stationary equation for explanatory purpose, but

the reader can refer to [QG11] for details on the predictive version using a linear

model of movement.

The classical DNF equation models the dynamics of the mean potential of

the neural population in cortical columns, forming 2D fields in the visual cortex.

The potential at position ~x ∈ X and time t on such a field is defined by u(~x, t),

while the input stimulation of the field is set to y(~x, t), corresponding to SVM

outputs over the entire image for the frame at time t. A simplified version of the

one-layer DNF equation gives:

τ
∂u(~x, t)

∂t
= −u(~x, t) + c(~x, t) + y(~x, t) (16)

where c is a lateral competition term leading to the selection/detection of

targets, and defined by:

c(~x, t) =

∫
x′∈X

w(~x, ~x′)σ(u(~x′, t))d~x′ (17)

where σ is a non linear activation function (classically a sigmoid function),

and w(~x, ~x′) is the lateral connection weight function satisfying Eq. 18. Excita-

tory standard deviation a controls the expected size of the target, thus allowing

for multi-scale tracking, while the inhibitory standard deviation b determines the

minimal distance between acquired targets. A and B are respectively the am-

plitudes of the excitatory and inhibitory components of the kernel. They thus

control/weight the influence of the lateral competition relatively to the noisy

input data (i.e. here the outputs from the SVM). In probabilistic terms, they

thus weight the prior distribution on target location with observations from the

current frame.

w(~x, ~x′) = Ae−
|~x−~x′|2

a2 −Be−
|~x−~x′|2

b2 (18)
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4. Distributed sensing

As previously stated in Chapter 1, CPS devices internally handle processing

capabilities as long as the communication interfaces. In this Chapter, a survey

of the event detection techniques have been presented in a local processing node.

The straightforward extension considers the distributed environment, where the

CPS is distinguished by the distributed sensing logic and the local processing and

control logic. The term “distributed” assumes a deeper and more appropriate

meaning, referring more to collaborative nature of the overall application logic,

moving from the sensing layer to the processing layer in so far.

A distributed sensing system can be typically distinct as follows:

(1) Centralized Data are acquired by the node and conveyed to a central

entity that executes the processing. Any processing is involved on the

sensing layer nor collaboration between nodes. Although this solution

makes available all the information in a single point, the deployment

results not feasible for large scale, video-enabled installations.

sink

Figure 3.6. Centralized: node measurements are sent to a central

processing entity (Sink).

(2) Clustered Instead of a central point, the aggregation is moved to cluster

of nodes as closer as possible to the measurement points. This approach

permits to balance the processing between “cluster-heads” yet considers

a fixed hierarchical network configuration.

(3) Distributed The aggregation takes place directly on the sensing level,

where data are captured. Although it reduces the communication re-

quirements, the node itself has to be able to process its own measures

and generate events to the network.
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sink1

sink2

Figure 3.7. Decentralized: cluster heads are receiving data from

external nodes. Each cluster head acts as a centralized sink for

node that belongs to it.

Figure 3.8. Distributed: Elaboration is performed by the nodes

themselves. Coordination is required to aggregate consistent infor-

mation.

In this manuscript, the distributed sensing paradigm is considered to address

the application requirements as in Chapter 1. Indeed, such an approach conserves,

at the same time, the high reconfigurability, scalability and robustness for a wide

range of applications.

5. Conclusion

In this Chapter, the event detection methodology has been described. In-

stead of relying on raw data acquisitions, the proposed visual CPS architecture

considers aggregated semantic features to understand the environment and its

behaviour. However, the event detection paradigm requires dedicated compu-

tational resources and complex computer vision algorithms. A survey, yet not

exhaustive, of the available state of the art event detection methodologies have

been then introduced. Among them, we selected a feature-based machine learning

approach with a spatio-temporal post-processing stage. The proposed approach,

to the best of our knowledge, realizes the higher trade off between detection

reliability and required computational resources.



CHAPTER 4

Heterogeneous SC architecture

In previous Chapters, formal approaches have been discussed. At first, an ab-

stract model to describe a generic computing site has been proposed by applying

the bigraph formalization. Such a model obviously relies on several architectural

constraints that need to be kept under consideration while designing real-world

implementations. The MoA approaches this issue by providing effective and

reproducible metrics to evaluate the system performance, thus reducing the gap

between the abstract representation and the physical realization. With the nowa-

days architecture complexities, the MoA aspect is more than necessary to address

newer and yet not resolved issues.

Later, in Chapter 5, the event-based paradigm poses newer challenges to the

processing architectures, requiring advanced processing capabilities within small

and cost-contained SCN nodes. Event detection introduces timing and reliability

constraints that need to be addressed by the node itself.

Smart cameras are indeed becoming an effective part of pervasive applications

such as health-care [CFK+14, PEK+15, Hos16], vehicles tracking [ZLY14],

people tracking [KDM+14] and pervasive computing [CCT+15]. Such appli-

cations require dynamic and reconfigurable architectures to rapidly adapt to

changing conditions, e.g., scene illumination, object movement, unexpected event,

where coordination with other nodes is also essential to manage resources and

information [SMS+14]. Along with the previous mentioned open issues, these

advanced processing capabilities require a newer, more flexible architecture par-

adigm.

1. Background

Despite the nowadays advancements in the computing technologies, the newer

application requirements are growing faster than the increase of the computing

and communication improvements so far. In recent surveys [TPD15,TW17], the

47
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authors predicted the “End of Moore Law”, where traditional computing architec-

ture reaches their maximum performance per energy cost. The “Von Neumann”

architecture was originally thought to be linear and sequentially executed, hence

not addressed to distributed computing architectures.

Newer architectures concepts go beyond the Von Neumann paradigm towards

natively concurrent and distributed computing platforms. Such architectures,

commonly defined as “Heterogeneous architectures” promote performance effi-

ciency and modularity by merging hardware and software in cooperative environ-

ments. Indeed, these hybrid infrastructures create improved processing designs

that express the benefits and capabilities of programmable computing elements,

working together seamlessly [Geo12]. In the latest years, several standards de-

facto have been proposed by the biggest industry players to provide unified pro-

gramming models that harmoniously integrate different computing technologies,

e.g., Central Processing Unit (CPU), Graphic Processing Unit (GPU), FPGA,

Application Specific Integrated Circuit (ASIC).

Several are the main goals:

• Removing the programmability barriers

• Reducing the communication latency

• Optimize the energy per processing cost

• Opening to wider application set

In [Wm15], the current trends for heterogeneous architecture are presented.

The authors provide a deep perspective of several issues that going heterogeneous

might uncover: parallel processing, memory model, concurrency and tool chains.

In order to address them, the Heterogeneous System Architecture Foundation

(HSAF) [Fou] is currently grouping the industry leaders to a greater integration

of computing systems coming from different vendors.

In particular, such architectures are gaining interest in the broader Internet of

Things (IoT) ecosystem, where processing capabilities and reconfigurability are

becoming more and more important. With this respect, in [RES+15,KVH16,

SBH16], the IoT ecosystem considers heterogeneity at the utmost importance for

effective deployments. The authors survey the state-of-the-art IoT technologies

and the perspective beyond them. Currently, the most promising technologies

are based on CPU, ASIC and FPGA designs due to their target to power-aware,

low-end devices.
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When referring to the Smart Camera (SC) domain, many solutions have been

proposed to tackle the computing and communication challenges. Regarding

the CPU domain, Symmetric Multi Processings (SMPs) and Asymmetic Multi

Processing (AMP) methods are commonly used to approach the heterogeneous

design concept [SHTE08, HAPP12, HLP13]. However, ASIC and FPGA are

currently shaping the edge of research to provide energy-efficient accelerators

executing specific operations and algorithms. Indeed, they result in a better

integration of communicating and processing elements mapped to a set of ded-

icated physical resources. In [AKC+07, AKC+08, CCT+15, SSR+16], ASICs

deploy custom hardware designs to enable smart camera applications with VLSI

technologies. Such custom implementations tailor specific video processing ap-

plications through dedicated hardware circuitry.

On the other side, FPGAs are becoming prevalent in several domains, such as

signal processing, networking and cryptography [TPD15]. Such programmable

architectures are more than electronic glue logic, as they were perceived in the

past. In the last available evolutions, FPGAs host dedicated general control

units, communication means and power management besides the “electronic sea”

of reprogrammable arrays.

Nowadays, the programmable logic (“glue logic”) is only but one part of

what FPGA architectures are providing. Indeed, three programmable layers are

involved: (i) I/O programming, (ii) hardware programming and (iii) software

programming. At first, I/O programming defines the external connectivity capa-

bilities and data input/output infrastructure. This involve dedicated hardware

circuitry for DDR RAM, high speed I/O ports, communication transceivers, etc.

Along with interface configuration, the I/O creates the subsystem to support the

other architecture layers. The hardware programming then defines the modular

architectures, where FPGA facilities are exploited to create hardware acceler-

ators, tailored to specific tasks. Such modules, can be run-time configured to

match newer application requirements.

Finally, the software programming manages the overall system configuration

through Application Programming Interface (API) made available by the other

layers. When referring to the latest FPGA designs, this upper level is handled

with embedded CPU instances, either hard-coded or rather programmed within

the FPGA.



50 4. HETEROGENEOUS SC ARCHITECTURE

The new era of FPGA is pushing the concept of Reconfigurable Comput-

ing (RC) [TPD15], where “spatially programmable architectures opened an

unique design space” to integrate knowledge from different disciplines. Hard-

ware and software reconfigurable devices are already deployed in WSN, such as

in [HSS+14], where hardware and software routines are working side by side to

optimize the processing while reducing the energy footprint. Further improve-

ments have been proposed by [LMA+12] with a heterogeneous many-core archi-

tecture. The authors integrate DSP, FPGA and CPU technologies to provide the

best performance with run-time remote requests for vision applications.

Heterogeneous solutions have been also proposed by [KPL+10,KPdlTR11,

HAPP12,KBN12,KBNH14] as the next generation nodes for future Wireless

Sensor Network (WSN). These solutions leverage hybrid CPU/FPGA platforms

to enable transparent communication between hybrid networking functions, re-

gardless of their implementation. Such proposals found support in the latest

survey on the Smart Camera (SC) [SMS+14, PEK+15, TW17], where hetero-

geneous architecture are paving the way for the next computing revolution.

2. Our architecture

In Chapter 2, we first introduced a formalism able to describe a distributed

processing system. Such a model involves several functional entities, called Op-

erator (OP), and semantic constraints that specify the OP instantiations. In this

section, we specify the relation between the OP semantic and its implementation

by integrating the work presented in [BMS+13,MSP+13] and in [MBQ+16].

The operators categories, previously proposed in Chapter 2, are one-to-one

mapped into the computing infrastructure as follows:

Processing operator. A processing operator is defined as a self-consistent

processing operation implemented either on hardware or software. Hence, it can

be implemented in any software language (e.g., C, C++) or any Hardware De-

scription Language (HDL) (e.g., Verilog, VHDL). It hosts at least two ports, one

input and one output, that define the data accesses. The operator is consid-

ered active when data are passing through its input port. The results are then

available on the output port according to the relative computing latency.

Communication operator. The communication operator handles data struc-

tures and their proper redirection. It follows the concept of the Network on
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Chip (NoC) [HJK+00] and manages data adapters and protocol handshakes

according to the link-graph connections. According to the application specifi-

cations, it can be implemented by software routines or hardware modules. The

resulting cost parameter considers the maximum throughput achievable and the

operator capability to redirect the data flows.

Transducer operator. The transducer operator acts the external interface,

converting external stimuli to data structures and viceversa. According its role,

it might host only one output port or one input port, for sensor or actuator

respectively. When referring to SCs, the transducer would probably handle the

CMOS video sensor and provides the video stream through its output port. Since

the physical video interface requires strict timing constraints and high through-

put capabilities, this operator would probably be implemented as an hardware

module. Whether needed, this operator also handles data buffering and data

adapters.

In Fig. 4.1, the architecture proposed in [MSP+13] is shown. This architec-

ture concept relies on hardware-oriented modules implemented in an embedded

FPGA. Transducers are at the rightmost and leftmost sides of the architecture,

while communication operators are placed vertically as crossbar switches for the

processing operators. Data flows from the left side, where video sinks are placed,

to the right through processing and communication blocks. The application man-

ages the data connections (through the red accesses below) and the processing

operator configuration (through the violet access on the top).

Such a linear architecture can be described as in Fig. 4.2 according to the

link-graph methodology. The mapping to the link-graph is straightforward for

processing and transducer, while the crossbar presents a double stage communi-

cation operators, where data adapters take places. Each processing site presents

only one input port and our output port while CA and CB operators show one-

to-many and many-to-one ports.

In Fig. 4.1, we indeed assumed that all operators reside within the same

computing site. However, the model can be directly extended to heterogeneous

distributed platform, where operators can be seamlessly integrated. This con-

cept extends the architecture to a distributed network of computing sites, able
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Figure 4.1. Configurable hardware architecture.
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Figure 4.2. Link graph from Fig. 4.1.

to exchange either processed data or events following the application require-

ments. The interactions between nodes are regulated through the previously

introduced distributed coordination model (Chapter 5) and operators are spread

among the network nodes by leveraging heterogeneous implementations. As a re-

sult, operators in Fig. 4.2 are distributed over heterogeneous place graphs, where

communication and processing operators are mapped according to the available

platform sites.

Such an architecture benefits of the recent hybrid FPGA technologies, which

embed general purpose CPU within the FPGA fabric. Available sites can both

implement tightly coupled software and hardware routines to improve the system

flexibility and the processing capabilities at the same pace. Different vendors,

e.g., Intel Cyclone V SoC, Xilinx Zynq SoC, are nowadays integrating in the
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same chip FPGA and ARM CPUs, interconnected through a sea of logic arrays.

By leveraging the flexibility given by the CPU and the processing capabilities

by the FPGA, these hybrid architectures are indeed opening newer possibilities,

especially for distributed processing applications.

In envisioning heterogeneous SCs, the architecture in Fig. 4.1 is then imple-

mented, where transducer, communication and processing operators are mapped

according to an heterogeneous place graph.

Three main components are referred: the configuration manager, the commu-

nication interfaces and the hardware subsystem. The configuration component

manages the place graph reconfiguration according to the application require-

ments, while the communication manager handles the link graph connections and

the distributed interactions. The hardware subsystem implements the processing

infrastructure and the physical communication mediums, realizing the flexible

subsystem to support operators instances. These system components comply

with the middle-ware presented in [PSA+15], where software aims at uniform-

ing the heterogeneous systems by hiding hardware-related features with unified

application accesses. The development follows the hardware-software co-design

technique [Gup01], where typically design proceeds by moving computationally

intensive parts of the application from software to hardware accelerators, while

keeping in software the parts having the lowest computational cost and/or the

more dynamic behaviour.

3. Hardware platform

The proposed implementation has been validated on the Arrow SOC devel-

opment board. This board embeds an Altera Cyclone V FPGA with up to 45k

Arithmetic Logic Module (ALM) and 336 9x9 DSP multipliers. Within the FPGA

fabric, a dual core ARM Cortex-A9 is deployed as a Hard Processor System (HPS)

with dedicated Gigabit Ethernet and 1GB DDR3 RAM. The HPS and the FPGA

are tightly coupled through the AMBA bus, which allows seamless communica-

tions between hardware and software routines. The processed images are both

coming from an external 1.3 Megapixels Aptina MT9D112 CMOS sensor con-

nected through the high speed HSMC connector, or rather redirected from the

Gigabit port for dataset evaluation and bench marking. Other external interfaces

include USB and external general purpose IO for expansions.
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4. Application use-case

The considered application involves a network of heterogeneous devices capa-

ble of generating events and signaling others significant behaviour or dangerous

situations. In this vision, we focused our attention in developing a reliable and

flexible pedestrian detection system capable of interacting with other nodes. In

here, the cameras are either intended to be placed on the roadside or either placed

outside the vehicles, observing the road environment.

The proposed detection system, previously introduced in Chapter 3, is devel-

oped following the the hardware-software co-design technique [Gup01], where

typically design proceeds by moving computationally intensive parts of the ap-

plication from software to hardware accelerators, while keeping in software the

parts having the lowest computational cost and/or the more dynamic behaviour.

Feature

extraction
Classification

Image

Model

Post-

processing

Figure 4.3. Processing pipeline for pedestrian detection.

Since the goal is the meet the real-time constraints, this partition is based

on the computational cost of each algorithmic component. For this, we evalu-

ated the required throughput (in MB/s) for each algorithmic component. The

results are reported in Tab. 4.1, for a full-HD resolution (720p) at 30 fps. Not

surprisingly, the highest numbers are associated to the first two steps, which re-

spectively computes the gradient and accumulates the histograms of their direc-

tions. The related computations involve massive, regular data-parallelism. They

are therefore well suited to FPGA implementation. The last step – Dynamic

Neural Fields (DNF) filtering – exhibits a very moderate requirement in terms

of data throughput but involves computations for which the accuracy is a key

requirement. This step is therefore suited for a purely software CPU implemen-

tation. The two intermediate steps (normalization and SVM computation) have

intermediate requirements both in terms of data throughput and accuracy. Be-

cause they require an tight coupling with the previous steps, with still significant

throughput, they will benefit from an implementation on the FPGA.
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Function Required throughput Optimal target

Gradient 27.6 MB/s FPGA

Histogram 27.6 MB/s FPGA

Normalization 3.45 MB/s FPGA

SVM 3.45 MB/s FPGA

DNF 0.34 MB/s CPU

Table 4.1. Required data throughput (720p resolution, 30 fps,

8x8 cells, 8 bins) and proposed target architecture

; FPGA partition CPU partition

Gradient

Extraction
Histogram

Hist.

Norm.

Image

Feature Extraction pipeline

Classification

HOG

Features

Model

DNF

Events
Filtered

Events

Figure 4.4. Overview of the proposed hardware-software architecture.

The resulting proposal for the hardware-software heterogeneous architecture

is sketched in Fig. 4.4. Mapping the three first steps on the same FPGA minimizes

the risk of communication bottleneck between the hardware and software parts.

On the other hand, having the post-filtering stage realized in software will make

it easier to validate and export the pedestrian event detections.

4.1. Gradient computation. Since the highest throughput appears right

after pixel acquisition, the performance of this first stage significantly affects the

overall results. Here, computation of the gradient is performed using the HOG-

Dot algorithm proposed in [MBP+15]. With this algorithm, each gradient is

discretized by projecting it onto a set of predefined directions θk (k = 0 . . . Nb−1).

The kth projection is given by :
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∂I

∂îk
(x, y) = cos θk [I(x+ 1, y)− I(x− 1, y)]

+ sin θk [I(x, y + 1)− I(x, y − 1)] (19)

where îk is the unitary vector in direction θk.

The greatest projection then directly gives the closest gradient approximation

in the discrete domain. The process is summarized in Fig. 4.7 (with Nb = 8),

where ∇IDot here gives both to the discretized gradient orientation and the cor-

responding magnitude for each input pixel.

From an implementation point of view, this approach has two advantages.

First, the Nb projections can be computed in parallel, thus significantly improving

the overall throughput. Second, it involves only linear operations – and no square

root neither arc tangent – and is therefore particularly suitable for hardware

implementations. In fact, we have shown that, in this context, the use of linear

approximations – compared to non-linear, floating point realizations – leads to

an average error of less than 2% [MBB+15].

The hardware design is obtained following Eq. 19. The matrix convolution

between the kernel coefficients and the 3×3 mask pixel is computed by leveraging

on pipelined hardware module. Since these coefficients are constant for a given

angle θk, the kth gradient component can be evaluated by deploying two hard-

ware multipliers and three adder/subtractor modules. In Fig. 4.5 the hardware

circuitry for a single gradient projection is shown. More in detail, the input pixel

is represented with 8bit while each coefficient value has been represented with

9bit two’s complement.

Due to the internal pipeline structure, the module shown in Fig. 4.5 is capable

of processing new input data every clock cycle to achieve the maximum through-

put. In order to extend the gradient computation to all the available projections,

N convolution modules are instantiated in parallel. As suggested by Fig. 4.7,

the resulting hardware structure generates N parallel gradient projections. Each

clock cycle, those resulting projections are compared each other to extract the

maximum magnitude value. In Fig. 4.6 the hardware argmax implementation

is shown. This is implemented as log2(N) comparative stages within a pipelined

architecture.
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Figure 4.5. The hardware implementation for the ik gradient

component.
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Figure 4.6. Pipelined argmax extraction (N = 8).

With the assumption of N = 8, the first stage is composed by four parallel

comparators, which are fed by the computed gradient projections. Each com-

parator propagates to the next stage the temporary maximum projection and its

orientation. In the presented example, the comparison ends at the third stage,

where the closest gradient approximation is generated. The resulting couple ∂I
∂îk̄
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Figure 4.7. The HOG-Dot parallel implementation.

and θk̄ represents the closest spatial gradient approximation retrieved from the

HOG-Dot method [MBP+15].

Histogram computation. Algorithmically speaking, this step is straight-

forward: it only consists in accumulating, in an array, each gradient orientation

(the number Nb of discretized orientations therefore corresponds to the number

of histogram bins). Nonetheless it raises challenging issues at the implementation

level when applied to the data flow produced by the previous stage. Classically,

histogram computation is decomposed in three successive steps: (i) address com-

putation, (ii) memory read and addition (iii) memory write. With a synchronous

implementation, the read-modify-write procedure therefore requires two clock

cycles to handle each input data. The gradient computation stage, instead, pro-

duces one gradient direction per clock cycle. The architecture we used to solve

this problem is depicted in Fig. 4.8.

It is a modified version of one initially presented in [MSP+14] and uses two

distinct histogram modules (SubCell0 and SubCell1 in Fig. 4.8). Input data is

directed alternately to one or the other of these modules, so that none of them

requires more than one access to the memory at each clock cycle. At the end of

each cell, the final histogram is obtained by simply adding the two sub-histograms.
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binsgradients
SubCell0

SubCell1

Figure 4.8. Internal histogram cell generation.

Histogram Normalization. As previously underlined, a normalization step

is required to limit the sensitivity of the algorithm to the variations in global lumi-

nance. We have evaluated well-known normalization schemes for HOG in terms

of detection performance. Results are given in [MBB+15], using the Receiver

Operating Characteristics (ROC) metric – i.e. by plotting the True Positive Rate

(TPR) with respect to the False Positive Rate (FPR). With no surprise, a lack

of normalization leads to the poorest performance, with a maximum of 83% of

TPR at 10% FPR. The three other assessed normalization schemes (L1-norm,

L1-srqt and L2) give similar performances. We have chosen to implement the

L1-norm because it offers the best trade-off between precision and implementa-

tion complexity. The L1-norm shows only a limited loss in precision with respect

to L2-norm – from 95% to 93% of TPR both evaluated at 10% FPR. Moreover,

L1-norm does not require the square root operation with respect to L2-norm but

only a division.

Our implementation of the L1-norm computation step is sketched in Fig. 4.9.

The normalization factor is here computed as the sum of the histogram. A pre

normalization factor is applied to each value to limit the effect of quantification

due to fixed-point encoding. This factor can be adjusted according to the required

accuracy on the one hand and the output data range on the other hand.

In Fig. 4.9 a shift register (upper left) is used to buffer the histogram values

belonging to the same cell so that each value can eventually be divided by the

sum of values within his cell. This allows the normalization step to be carried out

in a fully pipelined fashion. The division operation (right) is itself implemented

using a pipelined architecture in order to maximize the global throughput.
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Figure 4.9. L1 norm module.

Support Vector Machine. As introduced in Eq. 15, the SVM classification

is computed over image subsets, called detection windows (or simply windows in

the sequel). Fig. 4.10, for example, shows a situation in which a detection window,

here composed of 8 × 16 cells, is slided over the entire image in order to detect

pedestrians.

In most implementations, this sliding mechanism is carried out sequentially,

i.e., by processing one window after the other. This purely sequential approach

is highly time consuming and, in practice practically precludes real-time perfor-

mance to be obtained on general purpose CPUs. Our implementation circumvent

this problem by leveraging the massive parallelism offered by FPGAs. The idea

is to process the (overlapping) windows of a single row in parallel (e.g., Fig. 4.10

those located between positions a and c). For this, we introduce a dedicated ac-

cumulation unit called a slice. Each slice computes, in parallel, the dot product

between the descriptors obtained on a set of neighboring windows and the model

obtained by the offline training phase.

The dot product itself is obtained from the Eq. 13 with a linear kernel

(K(xi,x) is linear) and a binary classification problem. For each window:
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(a) Initial Position (b) Second window (one

block shifted on the hor-

izontal direction)

(c) Last window in the first row (d) First window of the

second row (one block

shifted in the vertical di-

rection)

Figure 4.10. Illustration of the sliding detection window

yn,m(x) =
∑

1≤i≤16
1≤j≤8

wBi,j · xBn+i,m+j
+ b (21)

with n ∈ {1, · · · , N} and m ∈ {1, · · · ,M}

where xBn,m is the HOG descriptor value at coordinates (n,m) and yn,m is the

corresponding SVM detection result. As introduced in Eq. 15, N and M respec-

tively gives number of windows in the vertical and horizontal direction.
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Since weight coefficients have constant position within the detection window,

each slice has a closed-loop mechanism for hardware reuse. Indeed, the first

weight coefficients wB1,j
for a block xBn,m are also the first coefficients for the

next block xBn+1,m
and so on. This temporal relationship allows the transfer

of the weights between slices, thus reducing the memory footprint and wiring

complexity of the design.

Slices are first structured into horizontal machines managing the horizontal

overlap and the model weights distribution. For a specific line of HOG descriptors

at the n vertical coordinate, the hardware instance Hz (as in Fig. 4.11) computes

all the horizontal stride windows as follows:

y
n,1..M

=

{
n+15∑
i=n

j mod 8+7∑
k=j mod 8

wBα,k · xBi,j
∣∣∣ j ∈ {1, ...,M}
α = i− n+ 1

}
(22)

The horizontal machine computes the SVM projections by addressing the

wBα,k and xBi,j values. The indexes (i, j) identifies the cell coordinates within

the image. The horizontal iterations, relative to windows and to cells within

the window are referenced with j and k respectively. The Hz machine finishes

when the last cell in the n+ 15th cell row has been processed. In Fig. 4.11,

the hardware architecture of the horizontal system is given for the generic line

z. Here the SVM weights wBα,k coming from the previous Hz−1 flow as a carry

chain among slices and then to the next Hz+1 instance. In order to further

minimize the number of concurrent read accesses to the memory containing the

model descriptor, a circular chain of coefficients is deployed, allowing reuse of

these coefficients between active H machines. Once the weight coefficients have

been sent once, the machines internally exploits the temporal correlations without

requiring any further memory access.

The same approach is applied to a vertical overlap machine, as illustrated in

Fig. 4.12, which shows how 16 horizontal H modules – as defined in the previous

paragraph – are instantiated to process in parallel 16 lines of a set of windows,

with the corresponding SVM weights distributed in a loop. The role of the output

multiplexer is to select the SVM result corresponding to the corresponding win-

dow line, following equation Eq. 23. In this equation, yn,m is the result associated

to the window at coordinates (n,m) and 16 is the number of lines per window.

y
n,1···M = {Hz}, with z = n mod 16 (23)
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Figure 4.11. The horizontal module Hz
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Figure 4.12. The complete SVM architecture

The final result is a parallel architecture capable of carrying out the SVM

detections in a parallel manner.

Dynamic Neural Field. To make the DNF model simulation possible, dis-

cretization is performed in the spatial (grid lattice approximation) and temporal
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domains (Euler integration scheme). Using a matrix formulation, Eq. 16 becomes:

U(t+ dt) =

(
1− dt

τ

)
U(t) +

dt

τ

(
C + Y (t)

)
(24)

where Y is obtained by first thresholding Y (from Eq. 15), and then normal-

izing it in [0, 1]. This operation has the effect of setting all values below −µ to 0,

where µ corresponds to a tolerance on the negative side of the classification sep-

arator. Increasing µ (especially above the SVM margin value) leads to retaining

a larger amount of false positive results. Yet since DNF models are designed to

deal with low signal-to-noise ratios and effectively filter false positives out (i.e.

limited FPR), setting µ > 0 actually leads to higher TPR. Nevertheless, and in

order to make a fair comparison with the raw data in the result section, µ was

set to 0. The spatial competition term C is then defined by:

C = W+ ∗ σ(U(t))−B × Σ(U(t)) (25)

where W+ is the matrix version of the excitatory part of the kernel function

w (see Eq. 18), and Σ(U(t)) is the grand sum of the matrix σ(U(t)). This ap-

proximation is made possible by setting b = +∞, focusing on a single pedestrian

at a time, but also limiting the convolution to a reduced excitatory kernel of 5

× 9. Other parameters take the following values: A = 1, B = 0.3, a = 0.25,

assuming an affine transform is applied to the input space (matrix Y of 72 × 44)

so that the pedestrian detection window (8 × 16 HOG cells) corresponds to a

unit square.

In order to evaluate the heterogeneous architecture proposed in the previous

section, a prototype implementation has been developed. This prototype is built

upon an Arrow SOC development board. This board embeds an Altera Cyclone

V FPGA with up to 45k Arithmetic Logic Unit (ALM) and 336 9x9 DSP mul-

tipliers. Within the FPGA fabric, a dual core ARM Cortex-A9 is deployed as a

Hard Processor System (HPS). The HPS and the FPGA part are tightly coupled

through the AMBA bus, which allows interoperable communications between

hardware and software routines.

Two issues are addressed by the evaluation process. Performance on the one

hand and reliability on the other hand. Performance is assessed in terms of

processing time and hardware resource usage (Sec. 4.1). Reliability is assessed in

terms of detection accuracy with respect to state of art existing realizations with

different evaluation conditions (Sec. 4.1).
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Performance evaluation. Tab. 4.2 gives the details of the FPGA implemen-

tation as obtained using the Altera Quartus II 13.1 toolchain using the Arrow

SOC boad as described in 3. The reported values give, for each algorithmic step

the resource usage in terms of ALM, RAM and DSP, the latency (L) and the

estimated maximum clock frequency.

The complete processing pipeline takes only 18% of the available hardware

resources. The required amount of memory (for line buffering and internal data

storage), in particular, is less than 200 Kbit and largely fits in the available

on-chip FPGA RAM.

Concerning latency, it is defined as the time between the consumption of the

first input data and the production of the first output result. This time directly

depends on the depth of the processing pipeline. In our case, in does not depend

on the value of the input data and is therefore constant.

ALMs RAM DSPs L fMAX

Gradient 464 16 Kb 8 10 107

Histogram 244 131 Kb 0 5120 145

Norm 400 8 K 0 16 83.9

SVM 7300 42 Kb 128 10240 130

Table 4.2. FPGA hardware results for VGA resolution. The

fMAX and Latency (L) are expressed as MHz and clock cycles re-

spectively.

In order to demonstrate the potential benefits of our heterogeneous architec-

ture, the results given above have been compared to those obtained with two other

architectures: a commercial Intel i7-870 workstation and an embedded ARM HPS

subsystem. For the latter, a state of the art OpenCV implementation of the HOG

and SVM algorithms was used. Results are given in Tab. 4.3. Because the notion

of clock frequency is not directly applicable to software implementations, com-

parison is performed in terms of processing time for a single frame. It must be

noticed, however, that this notion of processing time has an interpretation which

ultimately depends on the platform. For a purely software implementation, it is

generally defined as the interval separating the end of the input frame acquisition
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and the end of the processing of this frame by the CPU ((b)-(d) in Fig. 4.13).

For a FPGA-based implementation, processing actually occurs in parallel with

acquisition, in a fully pipelined fashion. Processing time, in this case, can be

evaluated by measuring the latency of the output result (interval (b)-(c) or (a)-0

in Fig. 4.13).

t
0 a b c d

Image acquisition

CPU processing

FPGA dataflow

Figure 4.13. Performance comparison.

In our case, the maximum clock frequency and latencies reported in Tab. 4.2

lead to a global latency of 184 µs (sum of each module latency). Compared to

the I7-870 and ARM implementations this corresponds to a reduction of 400x

and 4630x respectively. In terms of FPS, the multiplication factor, with respect

to these same implementations, are of 20x and 218x respectively. However, these

numbers should be interpreted keeping in mind that the reported processing times

for the CPU implementations ((b)-(d) in Fig. 4.13) do not take into account the

image acquisition time. This might lead to a significant overestimation of the

performance results. For the FPGA implementation instead, the fps value is

experimentally measured and only depends to the input pixel rate. The maximum

clock frequency, which in our case, gives the maximum pixel rate, is 83.9 MHz.

For VGA resolution, this gives a maximum throughput of 273 fps.

We also compared our implementation to other FPGA-based implementations

of the HOG-SVM application. In [KSH+09] a solution with 10 parallel process-

ing elements is described. The reported maximum clock frequency is 127.49 MHz

but with a maximum frame rate of 30 fps at VGA resolution. Another het-

erogeneous HOG architecture has been proposed in [BRH13]. But, due to the

processing bottleneck caused by the PCIe communication interface between the

FPGA and the rest of the system, the histogram computation is 10x time slower

than in our solution (657 µs instead of 64.4 µs). In [HSH+13] the PCIe lim-

itation is significantly reduced to 150 µs with Full-HD images sent through a
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i7 870 ARM FPGA

Function time (µs) time (µs) time (µs)

Gradient

38200 425756

0.12

Histogram 61.4

Normalization 0.2

SVM 36000 376566 122

Overall HOG 74200 802322 184

fps 13.5 1.25 273

Table 4.3. Comparison of processing times at VGA resolution.

GigaE connection but still represents a significant bottleneck, hindering global

system performance for the CPU-FPGA proposed solution. In [BKDB10] an

hybrid FPGA-CPU-GPU solution is described. Using FPGA modules leads to

a processing time of 311 µs only for gradient and histogram computations. The

normalization step and the Gaussian kernel SVM are then handled by an external

CPU-GPU device though multiple DMA instances.

Compared to those realizations, our architecture minimizes bottlenecks by

privileging on-chip communications and limiting inter-chip communications to

low bandwidth data. Implementing all the most throughput demanding modules

in the FPGA, in particular, allows these throughputs to be limited only by the

critical path in the associated circuitry and not by the bandwith of the hardware-

software interface. The proposed hybrid approach minimizes also the external

interfaces requirements thus reducing the global system complexity.

Detection accuracy. In this section we evaluate the final accuracy of our

detection application by comparing it to other state of the art similar applica-

tions. The selected alternatives are those described in [HSH+13], [KSH+09],

[BKDB10].

Evaluation is carried out in two steps : first with the well-known INRIA

dataset, second with real-world VGA image sequences taken from the Daim-

ler Pedestrian Benchmark Dataset [EG09]. In both cases, the classifiers were
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trained with positive and negative image samples from the INRIA pedestrian

dataset [DT05], with an offline training phase performed with the SVMLight

framework [Joa99].

Evaluation using the INRIA dataset. Results for this first evaluation step are

given in Tab. 4.4. For fair comparisons, all the considered techniques are trained

with the INRIA train dataset [DT05] and verified with the INRIA test subset

(1126 positives and 453 negatives 64×128 windows) and no post-SVM filtering

was used. For [BKDB10] only the gradient and histogram parts have been

ported inside the FPGA.

All implementations exhibit comparable results in terms of TPR (the most

critical aspect for pedestrian detection applications). Our implementation exhibit

a slightly higher FPR (4%). This effect has been tracked down to the use of the

L1-norm approximation and can be eliminated by adding a post-SVM filtering

stage (as shown in the next section).

[HSH+13] [KSH+09] [BKDB10] Our

TPR 93 % 95 % 95.4 % 94.9 %

FPR 1.0 % 1.0 % 0.1 % 5.5 %

Table 4.4. Comparisons with state of the art FPGA HOG im-

plementations on the INRIA train/test dataset.

.

Evaluation using the real world video sequences. Obviously, and as recalled

in [BOHS14], this step is mandatory for any pedestrian detection system aim-

ing at realistic applications, such as those integrated in ADAS. We therefore have

evaluated our application using a dataset consisting in sequences of VGA images

obtained with a camera mounted on an outside moving vehicle (Daimler pedes-

trian video sequence [EG09]). This kind of data is indeed the ideal benchmark

for an ADAS prototype because experimental evaluation here nearly perfectly

matches the actual exploitation conditions (with different intrinsic camera pa-

rameters, extreme luminance variation and rapid scene changes). Moreover since

most of the false positive detections are not temporally coherent, they can be

removed using a DNF-based post-processing step (as showed below). Training
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CPU CPU Tp=2.5s CPU Tp=250ms Our FPGA+ARM

[BOHS14] [EG09] [EG09]

Raw Raw Tracking Raw Tracking Raw DNF

TPR 41.5 64.3 68.7 67.4 79.1 91.0 80.3

FPR - 1.17 0.14 14.3 1.3 17.6 1.0

AUC - - - - - 0.785 0.891

Table 4.5. Detection performance for cross-dataset implementa-

tions. Area Under ROC Curve (AUC) ∈ [0, 1], True Positive Rate

(TPR) and False Positive Rate (FPR) in percents.

of the models, however, is still be carried out using the INRIA dataset. This

so-called cross-dataset approach has been proposed in [EG09] and [BOHS14].

Results are given in Tab. 4.5 using three metrics : the TPR/FPR metrics

on the one hand and the AUC metric on the other hand. The former is the

same as previously defined. The latter has been proposed in [DWSP12] in order

to evaluate the overlap between the detected and the ”ground truth” bounding

boxes (BBdt and BBgt in the sequel) when multiple detection windows are placed

around a pedestrian silhouette. For this, a overlaping factor is computed as

a =
Area(BBdt ∩BBgt)

Area(BBdt ∪BBgt)
(26)

and compared to given threshold a0. In the PASCAL challenge [EVGW+10], a0

is set to 0.5 and we adopt it for comparisons as well. Each detected bounding box

is evaluated with respect to the manually labelled ground truth. The higher the

overlap, the higher the detection confidence results. If the overlap does not exceed

the threshold value, the bounding box is labeled as false detection. The final

detection performance is finally expressed as the Area Under Curve (AUC) and

the TPR/FPR with respect to the ”ground truth” bounding box BBgt. Receiver

Operating characteristic (ROC) curves are generated by varying the threshold

value and then used to compute the AUC metric. The AUC metrics is 1 is for

the ground truth, 0 for a fully wrong result and 0.5 for chance level. Because it

does not depend on the detection threshold (b parameter in Eq. 21), this metric is
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particularly useful to estimate the detection gain with respect to brute FPR/TPR

values.

In Tab. 4.5, the Raw columns correspond to the zero-crossing output of

the SVM with respect to b (e.g., positive values as pedestrians), while Track-

ing and DNF results are relative to the post-processing method applied. Note

that [BOHS14] reports only TPR number, without any additional implemen-

tation detail. Results in [EG09] are given for two implementations based on

different constraints on a 2.66 GHz Intel processor. Note also that these two

implementations differ in the size of the detection grid applied to the image and

thus exhibit distinct processing times (with respect to trajectory-based detec-

tions [GM07]).

First of all, Tab. 4.5 clearly shows that overall performances, compared to

those given in Tab. 4.4, are significantly reduced. This is an unavoidable con-

sequence of using a cross-dataset-based approach, in which the detector is con-

fronted to unexpected features. Moreover, raw SVM detections are considerably

less accurate than filtered ones. The work reported in [EG09] shows that tempo-

ral tracking allows a reduction of the FPR from 1.17% to 0.14% and from 14.3%0

to 1.3% with 2.5 s and 250 ms implementations respectively and an increase of

the TPR from 64.3% to 68.7% and from 67.4% to 79.1% respectively. With re-

spect to the TPR, our solution outperforms other implementations regardless of

the post processing stage, and leads to a reduced miss rate for pedestrians in a

real deployment scenario.

As already shown in Tab. 4.4, our architecture presents an higher raw FPR

with respect to other methods. Indeed, with cross-dataset validation the raw FPR

reaches 17.6% with respect to the 5.5% achieved with INRIA dataset. This rate

is also higher than the other considered cross-dataset validations, which limits

the FPR to 1.17% and 14.3% respectively. Nevertheless, our solution performs

significantly better for raw TPR values, reaching 91% of accuracy with respect

to 41.5%, 64.3% and 67.4% of the considered comparison in Tab. 4.5.

Tab. 4.5 also shows the positive effect of the post-processing stages, either

based on tracking or on DNF. For our implementation, in particular, the DNF

step drastically reduces the number of false detections, reducing the FPR from

17.6% to 1.0% (82% improvement). This drastic reduction in FPR comes at a

price though. As shown in Tab. 4.4, the TPR value results are indeed slightly
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reduced by the DNF post-processing (-10%). This effect is due to some misled

false detection suppression, which are particularly important in case of not com-

pletely overlapping detection windows. Despite the TPR degradation, the AUC

metric shows that DNF has improved the system response. Indeed, the FPR

improvements largely compensates for the TPR degradation, and the resulting

SVM+DNF combination globally improves the detection reliability. Fig. 4.14

illustrates visually the impact of the DNF-based post-processing stage on the

detection results. The left column (Fig.4.14a, 4.14c, 4.14e, 4.14g) shows the raw

SVM detections provided by the hardware system on four consecutive frames

(from Daimler pedestrian dataset). The right column (Fig. 4.14b, 4.14d, 4.14f,

4.14h) gives to the detections after the DNF filtering stage has been applied. As

suggested by results in Tab. 4.5, the FPR value has been considerably reduced

with a stable and consistent target detection.

The experimental results, obtained in realistic conditions, show that this ar-

chitecture achieves satisfactory event detection performance for Smart City deloy-

ments. In particular, they show the benefit of a co-design partitioning methodol-

ogy, in which a tight coupling of hardware and software processing modules leads

both to a gain in performance and an improvement in detection reliability. They

also demonstrate the benefits of a spatio-temporal post processing algorithm in

terms of detection reliability, by reducing the amount of false positive detections.

5. Conclusion

In this chapter, a bio-inspired heterogeneous architecture for pedestrian de-

tection has been presented. This architecture is suitable for smart camera de-

ployment with local processing capabilities. Such FPGA-based smart cameras

are indeed close to the concept of visual CPS introduced in Chap. 1. Our pro-

posed methodology leverages the FPGA parallel processing capabilities coupled

with high level software routines. Experimental results, obtained in realistic con-

ditions, show that this architecture achieves satisfactory detection performance

for the target applications. The evaluations show in particular the benefit of a co-

design partitioning methodology, in which a tight coupling of hardware and soft-

ware processing modules leads both to a gain in performance and an improvement

in detection reliability. They also demonstrate the benefits of a spatio-temporal

DNF-based post-filtering step in terms of detection reliability, by reducing the

amount of false positive detections.
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Figure 4.14. Raw SVM detections (left) and DNF filtering re-

sults (right) computed by the proposed architecture. Subsequent

frames were chosen to display the spatiotemporal coherence of the

SVM results.



CHAPTER 5

Coordination model

Events are locally generated then globally analyzed and classified to recover

higher level inferences according to an aggregation model. This model can be

seen as a correlation map of the environment, based on observations. Once the

model has been defined, each local event can be classified by inferring correlations

with its neighbor events, thus enabling event prediction properties.

As long as the network remains relatively small, the event model can be stati-

cally defined as a function of the node positioning. Consider a Smart City scenario

where a set of SCs triggers events in response to vehicles movements, and witness

a road accident. Based on cameras placement, the event semantics can be em-

pirically estimated due to the well-constrained scenario (e.g., vehicles directions,

speed). However, along with the network growth or in case of variability (e.g.,

roundabout, pedestrian movements), retrieving the semantics and relationships

between nodes will rapidly become more complex. Moreover, due to the often

noisy input and detection glitches (e.g., false alarms), a single sensor measure

alone might not be reliable enough to guarantee correct higher level inferences.

Coordination model

Distributed

sensing
Events detection

Env Event

model

Figure 5.1. A distributed sensing environment formalization.

Indeed, in designing distributed systems – and in system of systems appli-

cations as well [WS15] – a multi-layer formalization is needed. In this respect,

we refer to the three layers shown in Fig. 3.1. Since in the environment a dis-

tributed sensing is performed by each sensor autonomously, a cloud of local events

is then generated. These local events are eventually analyzed and classified to

73



74 5. COORDINATION MODEL

recover higher level events and eventually performing actuation. The nodes be-

come themselves part of the control loop, by modifying the actively interacting

with the environment [GEN+16].

Although intuitive and straightforward, such a collaborative schema adds

complexity to the system description and formalization. Since each node con-

serves autonomy, the system is intrinsically composed by concurrent entities,

which are communicating each other by means of neighborhood relationship

graphs (see Chapter 2). These relation-based connections are triggered upon

environmental conditions (e.g., shared events between nodes, unexpected condi-

tions happened) thus evolving during the system up-time.

This Chapter addresses the following questions: How autonomously coordi-

nated networks can be analytically described? Which are the interaction models

behind communications? In the following, the relative literature is considered

and then a novel coordination model [MBKQ+16] is proposed and evaluated

through numerical simulations.

1. Related work

Autonomous coordination founds its origin when researches started to study

the “subtle interaction between knowledge, action and communication in dis-

tributed system” [HF85]. The notion is indeed deeply found of the concept

of UbiComp that have been initially presented in Chapter 1 and nowadays still

does not have an unique answer. In literature, coordination models pose three

main objectives: (i) derive the network topology, (ii) enforce the event aggrega-

tion among nodes and (iii) exploits correlated detection measures to improve the

system reliability.

5.1. Topology discovery. In Chapter 2, the computing site concept de-

scribes an autonomous entity that involves the temporal and spatial processing

space. Such an entity performs measures to understand the surrounding envi-

ronment with respect to its own point of view that obviously differs from others

according to the physical positioning. Therefore, each node heavily relies of the

ability to establish its relative position with respect to other nodes involved.

Retrieving the relative positions is particularly of interest among nodes which

show correlation between measures, namely among whose are observing the same
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scene from different point of views. In literature, many solutions have been pro-

posed to address this issue. In particular, they might be divided in two category:

communication-based discovery and semantic-based discovery.

In [SRB01], a general framework to retrieve relative nodes positions belongs

to the first category. Relative locations are computed from sparsely deployed

anchor nodes, whose coordinates are a-priori fixed. The algorithm indeed relies

on radio range measurements, which are iteratively executed to sequentially refine

the localization. Although it proposes an effective localization approach, it relies

on fixed and centralized radio anchor, which are supposed to be visible by the

node population.

Similar method has been proposed in [GYJW10] for distributed vehicles

mobile ad-hoc networks. On top of radio measurements, the authors include also

a prediction step to make routing forward looking. Indeed, when mobile nodes are

involved, the topology control becomes essential to provide cognition capability

to evaluate how long the link will be stable over time. This is particularly of

interest when dealing with dynamic network topologies (according to Chapter 2

definitions), where network estimation should be carried out periodically.

In the following papers, the authors tackle the cognition capability with more

formal approaches. In [Gri03] and [GC14], the topology discovery is described

as a way of revealing spatial auto-correlation. The authors give the following

definition; “data values that are not independent but rather are tied together

in overlapping subsets within a given geographic landscape. Relative location,

commonly expressed in terms of geographic closeness, partly determines the spa-

tial autocorrelation”. Although the definition is applied to satellite imagery, it

describes how spatial correlation between measures can directly imply relative

location estimation.

In this sense, correlated spatial measurements are also exploited in WSNs. For

instance, in [NPSM14] the authors applied the spatial auto-correlation analysis

to an arbitrarily deployed sensor nodes to recover the physical topology only by

local measurements. The concept is further extended to heterogeneous measure

sources (e.g., high-quality sources, binary threshold values), which makes the

approach more general.

In [VBDO+14] the semantic-based category is introduced. Instead of rely-

ing on radio or protocol-related positioning, the authors introduces the concept
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of event correlation, referred as spatial event correlation. This concept refor-

mulates the cognition capability concept and introduces also metric to optimize

the communication routing to reduce power consumption. The authors proposed

dYnamic and scalablE tree Aware of Spatial correlaTion (YEAST), a spatial-

aware network protocol optimized to retrieve and exploit spatial correlations be-

tween measures.

The concept of spatial event correlations are particularly of interest when ap-

proaching video-enabled devices, where visual features can be enforced to provide

localization through image understanding.

In [ST12], an algorithm to automatically recover cameras position through

visible/infrared light emission is presented. It involves a direct localization method,

by adding to each camera node a blinking LED with a specific and unique blinking

code. By using the orientation data coming from an internal accelerometer, the

node computes its own relative position with respect to blinking-IDs within its

field-of-view. The geometric approximations are locally computed and bring to a

relative network topology. Even though it only addresses indoor deployments, the

spatial correlation mechanism is somewhat interesting for outdoor environment.

In [GJNC+14] a more complex event source is considered. Although a simple

and lightweight change-detection algorithm has been applied, the authors pro-

pose an indoor multi-camera based system which is capable an a-priori unknown

number of people. The system relies on a centralized cooperation, while process-

ing is completely devoted to the sensor nodes. The central sink acts as a fusion

center, where the tracking phase takes place. Besides the spatial correlations,

cameras are also providing special key-features, e.g., speed, height, that rein-

force the event identifications between cameras (re-identification). Although the

system has been designed for completely observable environment (e.g., indoor

location with multiple camera views), the event source characterization would

definitely be of use in outdoor deployments.

More formal approach has been proposed in [ES12], where a distributed track-

ing application is envisaged. The network is modeled with unidirectional links

and connection weighted as a finite graph. The network evolution follows node

attitude to communicate with a set of neighbours according to a mathematical

formulation through adjacency matrices. An adjacency matrix is a square ma-

trix where the elements indicate whether pairs of nodes are connected or not in

the connection graph. This formal methodology is also suited to integrate other
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Figure 5.2. Local event fusion.

environmental details, e.g., furniture, relative position, to improve the tracking

performance. Such formulation eases the camera installation since it avoids in-

trinsic and extrinsic camera calibrations and a-priori motion models for indoor

tracking applications.

5.2. Event aggregation. Once the spatial signature of the environment

has been retrieved, nodes are made aware of their positioning with respect to

others. However, the model structure still lacks a way to globally understand

the events. It is not practical (and feasible, though) to assume that events are

continuously and fully observable by the network, hence the need of an event

correlation description. As in Fig. 5.2, cameras C6, C1, C2, C3 show temporal

event relations that might infer semantic environment properties. The event

aggregation methodologies aim at providing higher level semantic to pattern of

specific events. In the illustration, the higher event might refer to “a pedestrian

is just crossed the road”. At the same time, event aggregation strategies might

also trigger anomalies, where expected event patterns are abruptly changing with

respect to the expected evolution.
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In following works, the authors focus their efforts on event aggregation meth-

ods for sensing applications. In literature, the event aggregation model has man-

ifold definitions [FPF17]. Consensus formation, distributed estimation, data

fusion, data association and collaborative acquisitions are, among all, the com-

monly used. While retrieving spatial information might be seen as static or

aperiodic operation, such aggregations are run-time performed and require syn-

chronization, interaction and knowledge.

A clear consensus definition can be found in [OSFM07], where is the achieve-

ment of “an agreement regarding certain interest that depends on the state of all

agents”. This definition obviously refers to a network of dynamic agents, where

the communication rules between agents are defined by a consensus algorithm.

The consensus agreement indeed refers to many different problems, apparently

not related, which show similar approaches. In the distributed sensing applica-

tions, event aggregations are indeed presented in biology [ARABL17], control of

mobile nodes [OSJ12], distributed tracking [WL14], camera handoffs [SQ14],

multi-camera tracking [WWW14], data mining [FPF17] and semantic ontol-

ogy [SMG09,MDN16].

Most of the previous application use distributed sensing systems, e.g., WSN,

SCN, deployed to understand and analyze the environment. In [ARABL17],

the authors proposed a novel environmental monitoring solution for water supply

supervision. Given the potential network size, a central data aggregation would

not be practical. Moreover, given the link unreliability, the system needs to

safely assure data correctness, through multiple observations. The algorithm has

been further described in [ARBL16], where the stochastic nature of real-world

interferences and fading has been considered. The authors propose an optimal

state estimation based on the Kalman filter approach. Such methodology, also

considered in [OSFM07, OSJ12], predicts the next state evolution as a linear

system as follows:

xk+1 = Fxk + wk with xk ∈ RM (27)

where xk is the M -dimension state vector, xk+1 represents the next system state,

F the M ×M control matrix, and wk the expected measure noise, assumed zero-

mean Gaussian N(0, σ2
w). The environment is measured through N observations,

thus generating the zk N -dimension measure vector. The relation between xk
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and zk is:

zk = Hxk + vk with z ∈ RN (28)

The H represents the observation space, where xk projections provide the zk mea-

sures. The vk adds a Gaussian zero-mean observation noise N(0, σ2
v), intrinsically

part of the measure. With the assumptions of independent, white and Gaussian

vk and wk noises, According to the Kalman filter theory [WB95] the a-posteriori

state prediction x̂k+1 can be evaluated as:

x̂k+1 = x̂k +Gk(zk −Hx̂k) (29)

where x̂k+1 is computed as a linear combination of x̂k and and the difference

between the measures zk and the predicted measure Hx̂k. The N ×M matrix

Gk is defined as the kalman gain which minimize the a-posteriori estimate error:

ek = xk − x̂k (30)

which ultimately assess the efficiency of the filter predictions. Whenever the ek
approaches zero, the measure zk is trusted because a-posteriori validated. This

approach indeed relies on the Bayes’ rule, where the a-priori probability of an

event is related to priors event measurements.

Other event aggregation methodologies involve auction based schemes for

event aggregation and data fusion [WW14]. With respect to the prediction-

based methods, such methodologies rely on concurrent agents, where data ag-

gregation passes through nodes negotiations. Each node applies an opportunis-

tic strategy, e.g., reduce workload, reduce power consumption, and a decision

function to whether accept or not interactions. This is an highly active re-

search segment, and many different approaches have been recently proposed

[HHCP08,ELC+13,ELYR14,SQ14].

In [SQ14], an auction based mechanism is implemented to evaluate hand-

offs between neighbours camera sensors. The application is clearly directed to

event tracking, where multiple target might be present at the same time. Nodes

are potentially assigned to different target tracking, thus they need to collab-

orate when targets overlap the respective field of view. The negotiation with

neighborhood nodes starts when the node detects that the target is about to

leave the field of view. In this case, other nodes might claim the hand-off based

on the best observation match (e.g., auction). If the hand-off has success, the
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processing task moves to the leading node. Similar approach yet different pol-

icy is implemented in [ELC+13, ELYR14]. Here the authors still proposed an

auction-based aggregation method, but nodes are competing each other to claim

the hand-off whether they consider the auction “useful”. The usefulness depends

on how the balance between incoming and outgoing hand-offs would be modified

by the current auction.

Recently, context sensitive data aggregation approaches have been proposed

as ontological reasoning. With this respect, the main goal is to provide a for-

mal way of setting up logical rules to semantically aggregate events together.

A deep survey of the available has been recently published [HLES17] and no-

table implementations are [PMDPVdW12, vRGG+14, TLGB14, PA15] and

[NHB04,SMG09,MDN16] especially for SCNs. In general, the ontology def-

inition aim at providing logical reasoning mechanisms to describe and model

autonomous concurrent entities. In [PMDPVdW12] the ontology is applied

to create a metadata standard, that might be used to structure semantic video

elements available on the web. A semantic metadata is an abstract representa-

tion of image properties that reveal additional information, e.g., object class,

color, speed, for higher level analysis. The metadata concept is further ex-

tended in [vRGG+14], with formal requirements for event aggregations in a

video surveillance application. In particular, the authors use the SoS (see Chap-

ter 2) approach to describe the application as composed a set of requirements

(e.g., coverage, features, events). By combining requirements together, the sys-

tem can reveal higher-level events over situational patterns. For instance, this

methodology can describe the occurrence of the event pattern – bag abandoned,

crowded place, nobody around – as a possible threat event, which might trigger

an alarm action.

Ontology semantic has been also applied to the context of SCN. Differently

from the previous examples, in CPS the semantic mechanism resides within the

network nodes instead of a global, omniscient entity. In [PA15], a spatial ontol-

ogy is applied to safety-critical collision prediction test case. The spatial structure

defines the physical constraints and objects trajectories as the dynamic term in

the system. A traffic intersection is therefore described as the interaction between

the static component ”intersection“ and dynamic components ”vehicles“. Both

components have their own spatial and temporal features which define whether
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a collision might occur (e.g., same spatial predictions at the same time). Ap-

proaching the SCN domain, such a methodology have been applied to model

event for video surveillance, content-based video indexing and video annotation.

The work in [NHB04], proposes a formal language (VERL) to describe and rep-

resent specific visual event in SCN. In particular, the ontology language permits

to build and represent event occurrence through an aggregation of properties

and relations of all relevant entities at a given moment in time. In [SMG09],

the syntactic event representation is enforced to improve video analysis result.

The authors propose a two-layer ontology, where scene ontology and the system

ontology have been distinguished. The vision application results then in a combi-

nation of the scene ontology requirements, e.g., indoor surveillance, smart room

surveillance, with the system ontology description, e.g., capabilities, resources,

status. This distinction has been further developed in recent papers [MDN16],

where the ontology is divided into three main components: sensing, environment

and application. Although the sensing might be strictly dependent on the en-

vironment semantic, the authors also consider system reconfiguration driven by

the application requirements.

2. Our distributed coordination model

As previously introduced, the coordination model is intrinsically based on

interactions between computing sites. These interactions are modeled as uni-

directed communication links between nodes and can on-the-fly established if

needed. The importance of interactions relies on the intuitive idea of collabo-

ration: since event detections are affected by noise, by collecting multiple event

observations the resulting system accuracy is increased.

Nonetheless, not all interactions are equally important: weighted connec-

tions between nodes are indeed commonplace in network based real-world prob-

lems. The concept of weighted connection topologies is a well-known method

to model connection patterns for autonomous agent-based networks. In bio-

inspired networks [DA10], similar approaches have been observed in the swarm

intelligence [BDT99]. This is based on the observation of collective behaviours

(e.g., ants movements) of of decentralized and self-organized systems such as ant

colonies, swarms of bees or birds. Also latent brain activities, measured through

functional Magnetic Resonance Imaging (fMRI), shows weighted connections pat-

terns observing the neuronal response. This led the authors [FKBR14] to a
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Markov-based linear model – called Dynamic Causal Model (DCM) – to analyse

and evaluate the connectivity based on observed neuronal responses. [SHK+07].

The same principle can be found in [VFPC15], where a weighted Markov chain

is deployed to predict the spreading process of epidemic disease.

Our proposed distributed coordination model [MBKQ+16], [BKMQB16],

[BKME+16] addresses the aforementioned issues by leveraging self-organizing

node interactions. Similarly to [ES12], an augmented adjacency matrix for-

malization has been developed for SCN deployments. In particular, our model

addresses the following goal: (i) make the system adapt to changing environ-

ment conditions and to unpredicted events, (ii) improve the detection reliability

by aggregating conform events, (iii) improve the system robustness against node

malfunction [OSFM07] and detection glitches.

Figure 5.3. The system architecture.

The proposed distributed coordination model describes the functional con-

nectivity between entities, whilst does not consider topological connectivity. In

Fig. 5.3 the system connectivity architecture layers are shown. Indeed, the cloud

in the bottom part illustrates the physical topology of nodes, where they are

placed in the environment and how they physically communicate. This layer ul-

timately refers to the locality of place graph properties, previously explained in

Chapter 2. On top of it, the coordination model defines which are the mean-

ing interactions between nodes according to the event correlations. The links

among green nodes in Fig. 5.3 indeed represents the existence of relations among

regardless of their localization.

5.1. Adjacency Matrix. The adjacency matrices are well-known means

of representing real networks and they are currently used to describe modern

network protocols [New03, New08]. In our approach, we define as adjacency
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matrix a N × N square matrix and in its basic form, describe the existence or

not of a connection between nodes. Each element can either {0, 1} and stands

for an unidirectional link between node-i and node-j, with i, j = (1, ..., N), as an

edge in a finite graph. In Eq. 31, the matrix A describes a graph of five nodes

(N = 5) and a defined connection pattern.

Although the adjacency matrix has only binary information, e.g., existence or

not of a connection, already carries several information useful for later use. For

instance, since each node has at least one connection (inbound or outbound), the

underlying connection graph results connected. It means that each node adds

information to the graph, intended as a global observing entity.

AN =


0 0 1 0 0

1 0 1 0 0

0 0 0 1 0

0 0 0 0 1

0 0 0 1 0

 (31)

However, the binary representation does not take into account the connection

weight. Obviously when dealing with real networks [New08], this simplistic

representation is not sufficient though. Each element summarizes the evidence

gathered over time about consistent event observations by a pair of nodes. Given

a set of events occurred within the network, nodes that are showing relevant event

correlations establish preferential communications with a set of neighbours. The

resulting augmented adjacency matrix is called as transition matrix, where each

element weights the relative connection importance.

A transition matrix is then defined as stochastic matrix if its entries are

non-negative real number pij, with pij ∈ R(0, 1], representing a probability of

transition. Moreover, a stochastic matrix is can be right stochastic, if the sum

of each row is up to 1, left stochastic, if the sum of each column is up to 1 or

doubly stochastic in case both cases are true. Stochastic matrices are particularly

of interest to describe a Markov chain over a finite space. Given M a stochastic

matrix of dimension N × N , pij an element in M and s the state vector, it

describes the probability of moving from state si to sj as follows:

s′ = M · s→ sj = pij · si (32)

If s and M are stochastic, the result s′ is still stochastic.
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5.2. Scenario overview. In the considered scenario measures are autonomously

performed by each node over its well-behaved local surroundings. The system en-

vironment results then in a manifold space composed by aggregating overlapped

local measurement spaces. Each node is defined with the identifier Cn and its

relative state sn. The state sn represents the node state in the network and its

contribution to the distributed coordination.

The node state vector at time k is defined as:

sk = {s1, . . . , sN}k (33)

where N is the number of nodes at time k.

Moreover, each node describes its surroundings by defining a visibility range,

namely the maximum distance within the target is detected by the node itself.

On first approximation omnidirectional visibility spaces and uniform detection

ranges are considered. This limit is initially introduced to simplify the mathe-

matical formalism where further investigations are considered as future perspec-

tives. The targets are moving events which are defined by their signatures, e.g.,

visual features, positions, speeds, trajectories. The target vector is defined as:

xk = {x1, . . . , xM}k (34)

where each component represents a target signature and M the number of targets

that appear at time k. The causal evolution of xk is described as:

x′ = Gk(xk) (35)

where Gk(·) is a Markov chain process of the vector xk and x′ represents the

target at interval k + 1. In particular, Gk is a memory-less stochastic process

with unobservable 1 states (as known as Markov assumption). As a consequence,

the behaviour of the xm with m ∈ M target at time k can be evaluated as the

probability distribution of the previous k − 1 sample rather than the complete

set of the target samples x = {xk−1, xk−2, . . . }.
The targets are observed by the nodes through measures (if targets reside in

the visibility range). Each measure is an approximation of the target features

with respect to a specific node at one specific time interval. The observation

1The notion of observablility refers to a state that can be measured through its external

appeareances. In this case, observable states are those that belongs to targets within one or

more visibility ranges.
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Figure 5.4. An instance of the system environment space, with

visibility ranges as dashed circles. The environment is delimited by

walls that also include physical constraints to the environment.

vector is therefore defined as follows:

zk = {z1, . . . , zM}k (36)

where M still considers the available targets at time k. Since each node performs

its own measures, multiple appearances of xk could exist. In particular, seen from

the generic node Cn the observation vector is defined as:

zni = Cn{xi} (37)

where the Cn represents the n− th node that processes the xi target.

For instance, in Fig. 5.4 a system environment space is depicted. Here five

nodes are instantiated C1, · · · , C5 with their states s1, · · · , s5 respectively. With

this respect, targets x1, · · · , x4 are arbitrarily placed and are moving following a
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deterministic trajectory. The z
(2)
4 measure refers to the x4 target being detected

inside the visibility area of C2. Since x2 belongs to the C3 and C1 visibility areas,

double target measures are then retrieved. Due to the noisy environment and to

the different spatial conditions, these measures are only ideally equivalents while

they present some degrees of correlation. The example in Fig. 5.4 also considers

physical constraints, such as walls, to better represent a real world setup, where

nodes interactions are clearly influenced by the environment structure. Indeed,

neighbor nodes, such as C2 and C5, might not show event correlations due to the

external target constraint. The distributed coordination model, is then defined

as:

sk+1 = F k(k, sk, zk) (38)

where F k(·) represents the state transition function. The state vector sk+1 at time

sample k + 1 becomes then a function of the previous state vector sk and of the

performed measures zk. Through local observations, the aim of the coordination

is to reinforce the nodes interactions by approximating the Gk function with the

a-posteriori evaluation F k. In the next section, the structure of F k is analyzed

by proposing a novel methodology. In Eq. 39 the F k function is expressed as the

conditional probability with respect to the target state xk.

F k ∝ p(sk|zk) (39)

Once the Gk approximation has been evaluated, F k represents a stochastic

model of the behaviour of xk over discrete time k.

5.3. Model formalization. According to the Eq. 38, our discrete time

model is formalized as a function of it previous state sk and the input stim-

uli vector applied to the system zk. Assuming a total derivative of F , in Eq. 40

the dependencies in s and z are expressed.

dF

dt
=
∂F

∂s

ds

dt
+
∂F

∂z

dz

dt
+
∂F

∂t

dt

dt
(40)

where

A =
∂F

∂s
|z and B =

∂F

∂z
|s and C =

∂F

∂t
(41)

Finally, in Eq. 42 the system model equations are expressed. The vector nota-

tion is derived from the Eq. 38 and makes it suitable to multiple node instances.

The scalar values A,B,C as in Eq. 40 become square matrices A,B,C and sk+1
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the state vector sk+1. The Eq. 42 also expresses the temporal dependence of the

Ak+1 term as the combination of the A and C of the previous iteration.

sk+1 = As+ Bz

Ak+1 = f(A,C) (42)

The system dynamic sk+1 is driven by the input measures z in two separate

contributions: (i) the response to direct stimuli through B matrix or (ii) the

induced interactions according to the C matrix (as Eq. 41). The A matrix results

from the Bayes assumption, where the next state depends on the a-posteriori

probability of interaction. The matrix B instead represents observation space

and the source term in the system. Finally, the dynamic and time-changing term

C adds to the state matrix the induced connectivity as results of interaction

pattern in the environment (it creates/removes connections coupling). In the

following, the A,B,C contributions are considered to evaluate their effect on the

state transition function F k.

5.4. Stochastic connectivity. According to Eq. 42, the A matrix repre-

sents the next-state transition probability from the vector state s. This is mod-

eled as a stochastic adjacency matrix and contains N × N non-negative entries

for every possible state transition. For a given state sn related to the n − th

node, the interactions with the others can be expressed as a linear combination

of the row elements of A. These interactions are described as unidirected graphs,

where connections are expressed as edges and nodes as vertex. The existence of

interaction is revealed by a non-zero probability pij between the source node i

and the target node j.

For instance, assume that Fig. 5.5 represents the connectivity graph of the

system in Fig. 5.4. A connection exists from C3 towards C4 but no interaction is

defined between C2 and C5 though. The existence of an interaction is due to the

previous measured activities (e.g., events correlation) between nodes. This con-

cept, borrowed from the biology [SHK+07] and social network [VAA04] studies,

allows to represent distributed networks as functional connectivity between enti-

ties. An active communication is therefore defined by A as a probability distribu-

tion and it is not related to the physical network topology – e.g., Received Signal

Strength Indicator (RSSI). For instance, far apart nodes with low RSSI unlikely
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Figure 5.5. A connectivity graph example based on Fig. 5.4.

measures correlated events unless considering complex environment configura-

tion. On the other side, nodes with high signal strengths might not automatically

showing correlation between their measures. Thus, signal structure features can

not be used to assess event correlations but they might rather considered as a

complementary information to the model.

According to Eq. 42, A is a right stochastic matrix, with each row summing

to 1. This property induces that the state transitions are balanced between

the outgoing transitions (pij with i 6= j) and the steady state pii one. The

lower pii, the higher is the importance of interactions. This results in a trade-

off between steady state and transitions which depends on the importance given

to communications rather than on the measures available in the node itself. In

Eq. 43 the network connections shown in Fig. 5.5 are described.

A =


p11 0 p13 0 0

p21 p22 p23 0 0

0 0 p33 p34 0

0 0 0 p44 p45

0 0 0 p54 p55

 (43)

At system initialization, the relevant communication patterns between nodes

is not usually known. The stochastic matrix A is therefore initialized to uniformly

distributed probabilities. This means that each interaction is equally important

and any distinction between them is to be later inferred. Thus, according to the
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Eq. 42 and in absence of the source term, the system is in a steady state (the

state vector s is null).

Through observations relevant correlations are collected and used to update

the stochastic model of A. This event gathering phase (as in Fig. 3.1) is an on-line

process that continuously measures and adapts the system response towards the

likelihood expectation.

5.5. Observation matrix. While temporal event correlation drives the sto-

chastic and the induced connectivity matrices, the spatial correlations are con-

sidered for measures. According to Eq. 44, the observation matrix B represents

the observation space, as composed by the multiple measures of the target vector

z performed by the N nodes.

B = {znm}k n ∈ {1, N}, m ∈ {1,M} (44)

In Fig. 5.6 the relationship between the observation matrix and the target

vectors is shown. Since physical systems are unlikely fully observable, the B is

considered as a sparse matrix. A zeroed column i means that the target xi is not

visible from the system therefore the relative measures are not considered.
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xM
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1 z
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Figure 5.6. The relationship between the target vector x and the

observation matrix B.

Each element of B represents how much two measures are correlated within

the same temporal interval k.

This usually results in a geometrical evaluation between visibility ranges. The

way of deriving it actually depends on the physical phenomenon under measure.



90 5. COORDINATION MODEL

For instance, in SCNs the spatial correlations are related the cameras’ field of

views intersections and can be evaluated using affine region detectors [MTS+05]

or the Simultaneous Localization And Mapping (SLAM) technique [SSC90]. For

proprioceptive sensors, e.g. vibration, temperature, spatial correlation is rather

evaluated with correlation indexes, such as Moran’s I [Mor50].

5.6. Induced connectivity. Given a set of events occurred within the net-

work, nodes that are showing relevant event correlations are establishing active

communications among them. Each node is modeled as an autonomous agent

which tries to learn the optimal neighbor selection policy from its history of inter-

action. Since the environment has been defined as a Markov process (according to

Gk), events correlations are meaningful information to reveal repetitive patterns

of behaviour. In Eq. 45, a simplified version of the Q-Learning algorithm [Wat89]

has been used to evaluate the induced connectivity as the C term.

C = α(R−A) (45)

where α ∈ R[0, 1) is the learning rate, R is the reward observed after validating

the prediction. The elements of C can be computed as follows:

cij = α(rij − pij) (46)

where pij is the likelihood that the event (measure of a target) evolves from the

camera i to the camera j (see Eq. 43). The reward term rij is related to the

temporal correlation analysis between available measures from camera i to j.

This factor is evaluated using a Gaussian probability distribution Nij(τm,ij, σ2
ij)

centred at the delay time expectation τm,ij between nodes. For instance, if a

target x1 is detected from the node C1 and then from the node C2, the delay

time as τ12 can be measured. If this target is periodically detected between the

nodes, an expected delay time τm,12 can be also estimated. Since then, in order

to evaluate whether nodes are temporally correlated or not, the measured τ12 is

compared to the τm,12 through the time delay distribution. The closer is τ12 to the

model average, the higher correlation probability results. Then higher correlation

turns to higher r12 reward. By iteratively updating the τm averages and giving

the likelihood probability of correlation, the nodes strengthen their coordination



3. EVALUATION 91

in case of correlated event and vice versa. In Eq. 47 the reward rij computation

is expressed as function of the standard deviation σij.

rij =


+1 if τij − τm,ij ≤ σij

−1 if τij − τm,ij ≥ 2σij

0 else

(47)

Since the probability distributions Nij are on-line computed, the reward eval-

uations are continuously updated to meet environmental variations and to detect

abnormal events that might occur. The third case in Eq. 47, which brings a

neutral reward, has been introduced as an hysteresis guard that prevents reward

oscillations.

3. Evaluation

In this section, a simple smart sensing application is considered to evaluate

the methodology presented in the previous section. In the proposed evaluations,

we show how the system is autonomously coordinating the nodes interactions as

results of specific event patterns.

The system is composed of a set of nodes which are able to perform mea-

surements within their own visibility range and to communicate with others. For

instance, this would be the case of a distributed video-surveillance deployment,

where each node is a SC able to detect visual targets. No knowledge about node

positions, visibility ranges and neighborhoods are needed during system setup.

The simulations are performed using the discrete event simulator OMNeT++

[Var08], installed in a PC workstation. The simulation tool allows virtual node

instances with custom typologies and configuration. In the following evaluations,

the different setups are considered with different node placement. The main goal

of these evaluations is to show the effect of nodes coordination to reach a stable

state without assumptions on the setup environment. Moreover, the system is

also evaluated in term of robustness with respect to message losses (as an uniform

density of probability of losing messages) and to glitches detection (which causes

false alarms).

The state transition probabilities pij are initially setup to 1/N (where N

is the number of the available nodes, as in Eq. 33). Assuming this uniform

probability results in an initially unbiased state transition policy. Moreover,
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the target trajectories are deterministic with constant motion speeds and the

observation matrix B is considered equivalent to an identity matrix.

In the followings, the state transition probability is then computed according

to Eq. 46 as:

p′ij = pij + α(rij − pij) (48)

where α is fixed to 0.2 and the reward is computed as in Eq. 47. The expected de-

lays time τm,ij are evaluated as a weighted moving average over the last measures

by each node in order to reduce the effect of outliers.

In Fig. 5.7 the overall coordination algorithm is finally shown. The spatial

correlation acts as the external stimuli term, that triggers a new state prediction.

Along with the input stimuli, the status is evaluated with the most probable

transition, based on the temporal correlation. In case the prediction is true, the

corresponding transition probabilities are modified according to Eq. 48.

next state 
prediction

sk+1

is sk+1 
validated ?

no
Temporal correlation 

A

Spatial correlation
B

Event yes

Figure 5.7. The coordination algorithm.

C1 C2 C3 C4p12 p23 p34

x1

Figure 5.8. Aligned nodes configuration.

5.1. Aligned nodes. In Fig. 5.8 the first setup configuration is shown. In

particular, the nodes C1, · · · , C4 are aligned to the target x1 trajectory. The
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target is repeatedly following the same path, from the left to the right side (the

dashed line in Fig. 5.8). In Eq. 49, the initial setup is shown. According to

Eq. 42, the p1j are initially setup to 1/4, this results in equal probability of

event transition from C1. Note that the p11 probability is non-null to represent a

steady state transition, where the next state prediction involves the same node.

In the first assumption, the nodes do not share spatial correlation between their

measure, thus the matrix B is assumed as the identity matrix.

A =


1/4 1/4 1/4 1/4

1/4 1/4 1/4 1/4

1/4 1/4 1/4 1/4

1/4 1/4 1/4 1/4

B =


1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1

 (49)

In Fig. 5.9 the simulation results are shown for 50 time samples. In partic-

ular, in Fig. 5.9a the expected time τmij are shown. The time delay measures

are continuously updated with new entries and when a stable average is achieved,

the delay time expectation provides relevant event correlation information, which

incrementally reinforces the probability of transitions. Obviously the model re-

lies on the assumption that event tracks follow a predefined path, e.g., pedestrian

along the walkways. On the contrary, if the paths are randomly chosen, we expect

a random delay time expectation as a consequence. The τmij values reflect the ar-

bitrary localization of nodes in the simulation, where for instance C1 looks closer

to C2 than C2 to C3 and C3 to C4 are. In Fig. 5.9b the resulting state transition

probabilities from node C1 are computed. According to Eq. 48, the learning algo-

rithm rewards those transitions where time delay expectations fall into the delay

histogram distribution (Eq. 47). Seen by node C1, only the transition C1 → C2

is revealed, thus the relative transition probability p12 is incrementally increased.

Given the constrained simulation scenario, the probability asymptotically reaches

1, while others decrease to zero. The final A matrix outcome is as follows:

A =


0 ↑ p12 ↓ p13 ↓ p14

↓ p21 0 ↑ p23 ↓ p24

↓ p31 ↓ p32 0 ↑ p34

0 0 0 1

 (50)

where upside and downside arrows describe the increase or decrease probability

trends with the simulation time respectively.
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Figure 5.9. The system dynamic seen from node C1 in the aligned

nodes setup.

In Fig. 5.10b and 5.10a the same system configuration is evaluated in case

of random communication failures. This setup considers the impact of message

losses that might occur in real world applications. With respect to the ideal case,

several τm evaluations are not properly dispatched to other nodes, as a noise term

in the time delay expectations. This results in a slower system response, where

also transition probabilities are affected. Although the p12 still shows the most
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probable transition, the state s11 absorbs the missed transitions through a non-

null p11. The result is intuitive: when nodes are not able to associate an event

transition to other nodes, the event is considered stable in the node itself.
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(b) p1j with message loss

Figure 5.10. The system dynamic seen from node C1 in the

aligned nodes setup.

5.2. Non-aligned nodes. The second test case introduces nodes C1, · · · , C4

with a non aligned configuration. In this case, also the event x1 trajectory might

change between the two dashed lines in Fig. 5.11. The A and B matrix initial
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setup is unchanged with respect to the previous setup, hence equal state transition

probabilities are initially considered and no spatial correlation assumed.

C3

C2

C4

C1

x1

x1

p12

p23

p24

Figure 5.11. Non-aligned nodes configuration.

Once again, the evaluation is presented in the Fig. 5.12 as function of the delay

time expectation τm and stochastic connectivity A. In this case, the environment

presents a degree of variability, where the target event might follow two different

tracks. What is relevant to evaluate is the capability of the system to reach

stable transition probabilities despite the variable event sources. In this case,

ideal and message losses simulations have been extended to 100 and 1200 samples

respectively.

The event trajectory is modeled as a binary random variable, with expected

value equal to η. Although the variability of the trajectory, the time delay ex-

pectations in Fig. 5.12a are indeed consistent to what expected, since delays are

related to node positioning while it does not refer to trajectories. The variability

instead affect the state transitions from C2, in Fig. 5.12b, where the reward factor

is applied each time the next state prediction fails. The system rapidly rejects

the contributions of s21 and s22, while the transition probability associated to

s23 and s24, p23 and p24, are being complementary modified. Finally, the p23 and

p24 probabilities asymptotically converges to η, in this case equal to 0.5.

In Fig. 5.13a the message loss impact are shown for the non aligned configu-

ration. The τm values show same expectation as in the ideal case, because the τm
evaluation only considers confirmed event detections between nodes. A message

loss or different trajectory appears in the same way for the delay evaluations.

Conversely, the resulting state transition probability is affected. In Fig. 5.13b,

the transition probabilities seen by C2 are shown. As expected, the state s22 ab-

sorbs the system fluctuation by reducing the transition rate. In the simulation,

the transition probabilities p23 and p24 converge towards 0.4 in 1200 simulation
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Figure 5.12. The system dynamic seen from node C2 in the non-

aligned nodes setup.

steps. Finally, the system achieves the steady state transition vector yet it does

take more time to converge (the time scale has been extended to 1000 samples)

with a non null steady state probability p22 rate.

4. Model extension

When referring specifically to SCN domain, several considerations can be

added to the aforementioned coordination model. For instance, we refer to the

illustrative example in Fig. 5.14, where a set of cameras are placed road-side to
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Figure 5.13. The system dynamic seen from node C2 in the non-

aligned nodes setup.

follow pedestrian movements. This setup has been defined as static network cat-

egory in Chapter 2, where the place and link graphs are not supposed to change

once they achieve the stable configuration. A “stable” configuration is reached

when the event correlation components, temporal and spatial, are retrieved ac-

cording to Eq.42.

Temporal correlation indeed relies on the event interaction between two nodes

with respect to the same event category. In Fig. 5.14, the rightmost camera re-

veals a specific pedestrian silhouette pedestrian(t0) at time t0, which is eventually
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Figure 5.14. Smart Camera deployment example.

revealed by the next camera at time t0 + τ , where τ is the delay time expectation

as in Eq.46. In case τ shows a stochastic distribution, the τ expectation reveals

a temporal relation between the relative nodes. This aspect obviously requires

strict assumptions that should be satisfied:

• (i) timely event detection,

• (ii) reliable event detection,

• (iii) unequivocally identifiable and temporal invariant event.

Both (i) and (ii) imposes critical timing and processing constraints to the SC

architecture. These broader events robustness issues, initially addressed in Chap-

ter 3, are challenging the computing architecture to provide timely and reliable

visual events detections in low-end hardware platforms. In order to address these

issues, in Chapter 4 an optimized smart camera architecture is presented.

Moreover, (iii) introduces the aspect of event re-identification. Once the event,

e.g., pedestrian passing, has been revealed by the first camera, how can it be safely

identified by next one? In other words, how can the next node assess that the

event pedestrian(t0+τ) is equivalent to the pedestrian(t0)? Due to the variability

experienced in visual features, these questions are more important especially when

a dense event space is considered. The computer vision algorithm, besides the

detection, should be also able to extract unique features that are sufficient to

label the event and make them available for other nodes.
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Spatial correlation instead acts as the reinforce term in the event detection.

Whenever the neighbours camera field-of-views result partially overlapped, a spa-

tial correlation occurs. Since the respective visual information are related, same

event labels can be simultaneously detected. The relation between events is not

temporal anymore, but rather spatial. In Eq. 44, the B matrix infers spatial

correlation as function the intersection of the respective visibility ranges, where

multiple appearances of the same target event are simultaneously detected.



CHAPTER 6

Conclusions

This thesis discussed the architecture organization and model formalization

of the next generation, video-enabled, CPS. These vision-enabled devices, known

in literature as SCs, are nowadays challenging the processing and communication

models to perform complex, computationally intensive processing operations with

limited computational resources. At first, in Chapter 2 we proposed an architec-

ture formalism to describe and assess the structure of a pervasive network of

computing nodes. Nodes structures and iterations are therefore described, en-

abling discrete evaluations through a linear architecture model.

Once the behavioural structure has been formally described, in Chapter 3

the event detection algorithm concept is proposed. In using events instead of raw

data transmission, the network relies on a distributed understanding that permits

scalable, computationally efficient system. Events convey particular meanings of

the scene understanding yet they might require global understanding to recover

higher level inferences according to an aggregation model.

In Chapter 4 we propose an heterogeneous smart camera architecture. It

encompasses the Chapter 2 architecture formalism with a reconfigurable hetero-

geneous platform. By leveraging the hardware software co-design paradigm, the

proposed system is able to unleash the potential of the hybrid processing archi-

tecture opening the way to a newer technological trend called Internet of Re-

configurable Things (IoT). Embedded, flexible, vision-enabled devices are then

capable to interact each other through local network in order to exchange seman-

tic information, notifications or directly processing operators.

This part opens the way to the interaction model, which is proposed in Chap-

ter 5. We proposed a novel event correlation method tailored to smart sensing

application, where nodes are autonomously coordinating their interactions. Once

the model has been defined, each local event can be classified by inferring corre-

lations with its neighbor events, thus enabling event prediction properties. With

101



102 6. CONCLUSIONS

respect to common sensor deployments, a coordination algorithm ease the sys-

tem installation, allows higher level data aggregation and improves the system

reliability over the time.

Concerning the perspectives, many are the future outcomes. At first, the

coordination model clearly requires further evaluation with real-world event gen-

erations. This thesis has shown that such a model is suitable for distributed event

understanding for specific network topologies. However, a dynamic network of

moving computing sites is not yet considered. This extension would be extremely

of interest when dealing with mobile vision nodes, e.g., vehicles, within a static

network infrastructure. Secondly, the place graph dynamic would be also con-

sidered. In such a way, computing operators can move between sites in order to

optimize the activity costs or to absorb processing peaks from other computing

sites.
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