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Chapter 1

Introduction

The general topic of this work consists in the analysis and evaluation of
multimedia data that, by definition, are heterogeneous as the perception of
human senses: hearing with sound and music, view with images and video,
sense of touch with devices that feature multiple interaction modes.

The thesis deals with two macro-topics (interactive multimedia and
medical images) that find a union in the chapter dedicated to the serious
gaming, which combines fun and interaction with study and learning. The
expression “Interactive multimedia” refers to videogames, the only software
that amalgamates the different multimedia sources to achieve a goal hard
to be uniquely defined since the various levels and shades that every person
can give to it: fun.

At a higher level, a videogame represents an interactive virtual world
that, thanks to its extreme ductility and to the modern technological
advances, can be been used in fields other than pure entertainment as in
the educational sector or in the scientific research as a controlled and cheap
simulation environment or as a source of synthetic experimental data.

It is undoubted that the production of videogames has contributed
significantly to the technology evolution, especially in the 90s with the
introduction of GPUs in dedicated graphic cards and the increasing of the
internet bandwidth used for the online multiplayer: from scarce pastime
composed by few pixels on monochrome screens, videogames evolved to
reach and overcome traditional entertainment industries such as cinema,
literature, music, boardgames and comics books; moreover, often happens a
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contamination between this media which leads to exploiting the intellectual
properties and to interchanging authors and franchises.

The pervasiveness of the gaming platforms (home consoles, personal
computers, mobile devices, web applications) and the availability of hard-
ware resources that allow the exchange and storage of large data streams
have helped to develop a market that moves large amounts of money in
terms of production, promotion and sales; in this globalized market where
the boundaries between success, budget balance or bankruptcy is very thin,
the stakeholders are increasingly inclined to reach the best results with
products that suits everyone, forgetting that every person has specific needs
and expectations; it must also be considered that gamers tend to not end
videogames since they soon lose interest due to repetitiveness and lack of
new challenges so, in this way, a multimedia product becomes obsolete and
off-market in very few time causing waste of time and production resources.

Considering an ideal mode of use like the Dynamic Difficulty Adaptation
that only the videogame medium can allow, the Cap. 2 after a brief historical
introduction and the analysis of fundamental concepts such as genre and
gameplay introduces the term Affective Ludology with a wide and exhaustive
corpus of experiments and studies known in the scientific literature: this
science of the game in fact, applies the scientific method to emotional and
cognitive interactions and modalities, also referring to theories of different
scientific fields such as psychophysiology and Human-Computer Interaction.

To perform a scientific study, data that can define and identify emotions
and affective states in the most objective way are needed: an example of
that are physiological data such as brainwaves, whose values are captured by
electroencephalogram (EEG) from the Emotiv EPOC headset and managed
by a specially developed synchronization tool.

With the theoretical definition of the affective states of “Flow” and
“Boredom”, the role-playing videogame Neverwinter Nights 2 represents
the ideal testing environment for formal design guidelines with which
develop events and activities that, in a transparent way for the player, can
dynamically highlight and recognize the emotional changes and induce and
manipulate some affective states; to reach this goal experiments have been
conducted proposing an evaluation method that compares machine learning
techniques performed on the EEG data pre-classified by the Emotiv helmet.

The interest in the analysis of medical images, and more specifically
the dermoscopic ones for skin lesions, has seen an increase in the computer
vision field thanks to the new methods based on machine learning, useful to
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develop proactive agents for the automatic diagnosis of malignant lesions
(melanomas): this is the topic of Cap. 3 with a further study related to
the Convolutional Neural Networks and the deep learning approach in the
following chapter.

To build a dataset that can be used as ground-truth in a Medical Image
Management System (MIMS), a tool for high-quality manual annotation has
been developed by following principles and theories of Human-Computer
Interaction; moreover, to inquire about its usability an experimental survey
has been conducted with non-IT subjects.

After extraction of the primary features as colors and pixels of a manual
annotation, functions and algorithms to extract derived features such as
contours, intersections, shapes and numerical values have been developed.
The process of segmentation consists in identifying and isolating the pixels
of a dermatological lesion and so, in this chapter, standard image processing
techniques are exploited with workarounds that refine results; therefore a
pre-processing phase is necessary to eliminate artifacts such as thick hairs
that makes hard the edge and contour identification and the proposed
algorithm exploits the general morphological closure operator and the pixel
masks associated to color channels to identify the structures that must be
removed in the least invasive way.

Two segmentation methods are proposed: the first uses the thresholding
by exploiting the peculiar structure of a dermoscopic image while the second
uses color clustering combined with “tolerance masks” for those pixels that
are ambiguously classified between simple skin or lesion; the experimental
study compares the evaluation metrics of the two techniques, applied on
two datasets (with and without hair removal) whose images are considered
”hard” due to their peculiar features and artifacts.

The chapter 5 is dedicated to the design of a multimedia software
that combines the analysis of medical images with the interactive learning
represents the union of the topics addressed in this work: theoretical
principles of serious games, already experimented in literature, are exposed
with the aim to develop the prototype of the Annote serious videogame,
also supplying implementation and technological details and the gameplay
choices and assumptions.

Affective and Interactive Evaluation of Multimedia Data 3





Chapter 2

Interactive Multimedia

A commonly accepted definition of Game is provided by Lindley [50] as “a
goal-directed and competitive activity conducted within a framework of
agreed rules”: given this definition, it is often said that to play involves to
learn and master the internal mechanics.

Nowadays the videogame industry requires high skilled workers [108] and
budgets that rivals with the classical entertainment and cultural industries:
their production has become a large business [127] estimated in 93$ billion
in 2013 [134], for example the development cost of Call of Duty Modern
Warfare 2 was between 40 and 50$ million, with a marketing and release
budget of $200 million [141]. Other aspects that highlight the market
widening are the intersection between toys and games [146], the phenomenon
of in-game advertising [9] and the importance of press and player critics [160].
The peculiar aspect that distinguishes this relatively novel (mass)medium
from others as cinema, music, literature and comics is the interactivity
that, together with all other multimedia stimuli, is able to engage the users
(more specifically “players” or “gamers”) in deep and unexpected ways.

In over 30 years gaming platforms evolved moving from large old cabinets
to smart-watches that easily permit to play in mobility, for example allowing
learning [23], large data exploration [81] or archaeological visits [13]; also the
academic world also considers videogaming as a multidisciplinary teaching
field [21] and research [36] [89].

The interest about interactive entertainment software begins in the early
50’s in the american academic faculties and research labs (Fig. 2.1) while
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(a) OXO by A.S.
Douglas (1952).

(b) Tennis for Two by W.
Higinbotham (1958).

(c) Spacewar! by S. Rus-
sell (1961).

Figure 2.1: First experiments for interactive software.

from the late 70’s it starts to become a business.

Producing videogames involves the tacit knowledge of designers whose
target is to maximize the player experience, i.e. the set of feelings and
opinions that come from an activity which has to capture player’s senses;
since each person is different due to factors like age, education, country
and personal history results very hard to design and develop a product that
suits each potential player.

2.1 Gameplay and Genres

The design of a videogame depends on its Gameplay and Genre that
mutually affect each other and that represent the most creative part of a
game project: a game designer has to master this key factors and must
be a complete “director” with a wide multidisciplinary culture that ranges
from the technical studies to the literary ones (examples are S. Miyamoto
and Hideo Kojima, respectively the creators of the Super Mario and Metal
Gear sagas).

The Gameplay represents the internal rules of the game, the set of
mechanics that characterize its interactive dynamics and defines how nar-
rative and ludic elements guarantee that players don’t quit the game [43].
The Genre exposes design solutions and constant features coming from
previous products widely accepted by the sell-market and usually the term
is used to classify and categorize entities by highlighting their common
and uncommon features, as it happens for books, movies and species: in
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videogame context it refers to which gameplay a gamer prefers to satisfy
his fun requests and so, very often, happens that he refers to a videogame
citing its genre or by a direct comparison stating that game X is like Y
(already known) [110].

In the work of Machado et al.[100] is presented a player modeling
taxonomy with several game platforms that can be used by researchers
while Lewis et al.[93] propose a taxonomy for game bugs and Pinelle et
al.[124] consider how genres concern usability and design issues. Khaleghi
and Lugmayr [84], and Scavarelli and Arya [134], introduce respectively
surveys and a game ethics framework (tested on Fable and Super Mario
Bros.) to classify according to genre, technologies and gameplay features.

Compiling a taxonomy with a clear genres division involves much sub-
jectivity due to the extreme variety of gameplay: the works of Berens and
Howard [22] and Carlá [34] suggest classifications based on historical period
and technology platforms.

An interpretation of this classifications is the follow list:

Adventure: featuring environment exploration, riddles, cinematics and
strong narrative plot.

• textual (Zork)

• graphic (Monkey Island)

• slide-show (Myst)

• dynamic (Tomb Raider)

• survival (Resident Evil)

Action: characterized by an immediate and dynamic gameplay with
fast movements, jumps, fights and weapons.

• platform (Super Mario
Bros.)

• fight or beat’em up (Street
Fighter)

• first-person shooter or FPS
(Doom)

• third-person shooter (Max
Payne)

• light gun shooter (House of
the Dead)

• stealth (Metal Gear Solid)

Affective and Interactive Evaluation of Multimedia Data 7



Simulative: based on the simulation of real activities, vehicles or ma-
chinery, characterized by complex control systems.

• flight (MS Flight Simu-
lator)

• drive (Gran Turismo)

• others like trains, mech ro-
bots, space, fishing, etc.

Strategic: based on long-term decision strategies with the management
and conquest of resources and equipments.

• management (Sim City)

• real-time strategy or RTS
(Warcraft)

• real-time tactics (Total
war)

• turn-based strategy (Civiliz-
ation)

God : contains strategic and simulative features; the player controls the
environment and the social dynamics of a independent living population.

• people god (Populous) • life simulator (The Sims)

Role-Playing : based on both strategy and narrative elements with pres-
ence of action; relationships with allies and enemies are of great importance
to foster player engagement and empathy.

• computer role-playing (Nev-
erwinter Nights)

• japanese RPG (Final
Fantasy)

• action RPG (Diablo)

• massively multiplayer on-
line or MMORPG (World
of Warcraft)
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Puzzle: featuring a fast and immediate gameplay (suitable for mobile
devices), they propose logic puzzles with increasing difficulty.

• shapes (Tetris)

• physic (Angry Birds)

• cards (HearthStone)

Sport : based on both simulation and action, features real statistics,
athletes, sponsors, marks and sites; often they are linked to real tournaments
or events.

• soccer and others (FIFA,
NBA, ...)

• drive (SBK)

• manager (Football Man-
ager)

Musical : features a gameplay based on sounds and choreographies; often
uses dedicated hardware peripheral.

• dance (Just Dance)

• rhythm (Guitar Hero)

• sing (Karaoke)

Educational : they exploit the multimedia and interactive features of
videogames with the aim to teach something.

• grammar and math (Brain
Training)

• exergame (Wii Fit)

• serious games

Affective and Interactive Evaluation of Multimedia Data 9



Avatar Worlds

Simulation Games 
(sport, god, serious)

Strategy Games (RTS, tactic, 
management)

Role-Playing Games

Action Games (FPS, platform, fight)

Multipath Movies

Movies

Puzzle Games (Tetris)

Computer Chess

Simulation

Narratology

Adventure Games
(survival, point&click, MUD)

Ludology

Pacman

Figure 2.2: The triangular scheme about the polarity of game genres,
according to three metrics from which the gameplay is characterized.

Lindley [50] defines a triangular scheme (an interpretation is in Fig. 2.2)
where each vertex denotes the polarization of game genres towards the
metrics of Simulation, Ludology and Narratology. Privileging the Simulation
metric implies the reconstruction of physical laws and real world constraints
(or particular aspects of them), denoting a slow gameplay based on high
longevity and the tuning of a lot of parameters; conversely the Ludology
denotes an immediate frantic gameplay with progressive difficulty, in fact
this games usually belong to the arcade genre characterized by few options
but low longevity.

About the Narratology metric, Langer et al.[90] propose the suspenseful
design to inquire narrative and storytelling aspects of a videogame and
Frasca [61] considers the narrative features as an integration for other
metrics: it offers ways to enhance involvement similarly to non-interactive
media based on dialogues and descriptions (like movies and books).

Wei [153] addresses the narrative embedding by structuring contents
in horizontal, vertical and modal embedding, while Calleja [32] studies
the narrative involvement, introducing a model to understand the player
experiential narrative; finally Zagalo and Torres [161] present an emotion
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module from an authoring tool of interactive storytelling.

It is noteworthy that in the scheme in Fig. 2.2, Role-Playing genre is
positioned exactly in the center, emphasizing the balance of the metrics.
The metrics balancing is one of the reasons for choosing this particular
kind of genre for the experimentations in this thesis and so, in Section 2.4,
further analysis will bring to the proposition of formal guidelines to design
game levels (or “scenarios”) and their related tasks.

2.2 Affective Ludology

The concept of playing is strictly linked to our lives, in fact it is one of the
first activities that a human experiences by discovering his surrounding
world: a successful method to learn rules or how to safely execute a task
is in fact to gamify, i.e. to see them like an activity designed not only
for the pure entertainment but from which gain experience for future
goals [62]. Wilkinson [156] introduces Affective Educational Games as a
way to use emotions in game-based learning: in his work presents a review
of currently available technologies, theories and models to recognize and
modeling emotions and tasks.

Frasca [66], referring to Cśıkszentmihályi’s studies [52] (that will be
presented in the following paragraphs), defines the modern concept of
Ludology as the science of the game which uses research methods and
theories from a wide range of scientific communities (such as Human-
Computer Interaction and psychophysiology) with the aim to improve the
methodologies to study both players and (video)games, understanding the
design of an optimal player experience.

Affective computing, as a field of study, was captured by Rosalind
Picard [123] while Nacke [112] introduces the concept of affective ludo-
logy referring to the investigations of affective player-game interaction to
understand emotional and cognitive experiences: it must inquire about
cognition, emotions, and goal-oriented behavior from a scientific perspective
and establish rigorous methodologies (e.g. psychological player testing or
physiological response analysis of players).

The costs for a triple A title (AAA is a market classification acronym
used for videogames with very high development and promotional budgets)
oblige editors to accept fewer risks, looking for a formula that will ensure
great games for everyone, omitting that a gamer needs a certain personalized

Affective and Interactive Evaluation of Multimedia Data 11



gaming experience that suits its peculiar needs.
The proposition of modalities involved in the evaluation and custom-

ization processes are at the center of this thesis: while Paavilainen [120]
and Korhonen et al.[86] propose and review many evaluation heuristics,
it becomes crucial to define and manipulate complex concepts like Fun
with innovative methods that consider player’s feelings and preferences by
retrieving objective and scientifically evaluable data.

In academic literature there is a great corpus of studies in which video-
games (and more generally the virtual worlds) are linked to emotions and
affective states: Noah et al.[115] measure brain activity with magnetic res-
onance imaging (MRI) using a clone of Dance Dance Revolution videogame
to study how different sensory inputs influence the motor output, while
Groenegress et al.[68] introduce a system for real-time physiological analysis
and metaphorical visualization within a virtual environment, considering
heart rate, respiration and galvanic skin responses.

Rawn and Brodbeck [131] use questionnaires and Doom 3 to inquire
about violence and aggressive interactions, Gilleade et al.[65] uses the
affective state is used to manipulate the game session and Jacopin [76]
analyzes internal data from F.E.A.R., Kill-Zone 3 and Transformers 3 to
develop intelligent NPCs (Non-Player Characters or bot) i.e. any character
controlled by the computer with an Artificial Intelligence.

Dormann and Biddle [57] propose game design for affective learning
by introducing in Ico an affective walk-through while Marczak et al.[105]
develop feedback-based metrics to empirically express engagement using
Dead island and Bioshock 2, in fact by examining audio-video feedbacks the
nature of player’s motivations will emerge. Rilling and Wechselberger [132]
introduce computer game principles within an automation industry training
scenario, Mattiassi [106] inquires human-fighting game interaction using
neuroscience theories while Chanel et al.[39] analyze physiological signals
as indicators for difficulty adaptation in Tetris.

Plotnikov et al.[125] apply machine learning techniques on brainwaves
data to stress the concepts of boredom and flow using Tetris while in
Canossa et al.[33] there are metrics to discover frustration factors by game
data during gaming sessions of Kane & Lynch 2: Dog Days. Herrewijn et
al.[73] use surveys to analyze the factor of Immersion in the videogame
Fallout:New Vegas.

12 Affective and Interactive Evaluation of Multimedia Data



2.3 Detect Brain Signals

In human body there are biological factors that produce detectable activities
that do not directly depend on the nervous system but often affect it:
for example ElectroOculography (EOG) analyzes the movements and the
closure of the eyes that cause, in the retina, detectable electrical potential
variations; Electromyography (EMG) that measures the neuromuscular
activities generated by the muscles contractions to provide information
on peripheral nerves and skeletal muscles; Electrocardiogram (ECG) that
measures the difference in electrical potential that the heart produces during
the heartbeat contractions.

The human brain is extremely developed and specialized and can be
divided into four areas or lobes: Frontal, Parietal, Temporal and Occipital
(Fig. 2.3) [1].

Frontal lobe: at the front of the brain, it contains the cortical area (the
rear) of the motor skills; here the higher psychic activities (thoughts and
ideas) are elaborated and, moreover, this lobe participates in the processes
of learning and memory where the words are formed and controlled.

Parietal lobe: located at the top of the brain contains the area affected
by tactile, painful, pressurized and thermal stimuli. The left side is dominant
and controls the understanding of spoken and written language, memory
of words and mathematical abilities; the right side controls visuospatial
activities such as reconstructing an image with the ability to orient it in
space and make it rotate, the perception of the trajectory of a moving
object and the body awareness.

Temporal lobe: located at the bottom of the cerebral hemispheres,
it processes affectivity, relationships, instinctive reactions and behaviors,

Figure 2.3: Lobes of the human brain [2].
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visual recognition and auditory perception. The left temporal lobe includes
the spoken language and chooses the words while the right allows to
understand the pitch of the speech and the sequence of the sounds.

Occipital lobe: located at the back of the brain, its main activity is
to process the visual information including those affecting posture and
balance, in fact there are many neurons specialized in the recognition and
processing of the details of an image.

Cerebral cortex : is a continuous layer of a few millimeters thick (about
24 mm) consisting of dendrites and synaptic connections that form the
outer mantle of the cerebral hemispheres; it is the seat of superior brain
functions such as conscience and the emotional and instinctual memory.

Manifestations of mental states can be measured: studies from Man-
dryk et al.[104] have successfully demonstrated how psychophysiological
techniques evidence human emotions and cognitive activity during gam-
ing. Andreassi [12] defines psychophysiology as “the science which inquires
relations between the psychological manipulation and the resulting physiolo-
gical effects”, linking physiological measures with abstract psychological
constructs like Attention and Fun; the work of Craveirinha and Roque [51]
offers a theoretical overview of the nature of play activities, and studies
how certain ludic elements are in relationship with the emotional spectrum.

A Brain-Computer Interface (BCI) is a device that measures brain
electrical activities: an electroencephalogram represents their graphical
description while the “International 10-20 System” (Fig. 2.4) is an inter-
nationally recognized method to apply the electrodes on the human scalp
and it was developed to ensure standardized reproducibility of experiments
and measures made with EEG. In this system there are 21 electrodes and
their locations are determined by dividing the total frontback or rightleft
distance of the skull perimeters into 10% and 20% intervals [78, 129].

The names that identify the position of an electrode are formed by
one or two letters that allow to identify the basin exploration region (Fp:
frontpole, F: frontal, C: central, P: parietal, T: temporal, O: occipital)
and by a number that identifies the hemispheric (odd numbers: left, equal
numbers: right, z: median line). In addition to the 21 electrodes of the
international 10–20 system, intermediate electrode positions are also used
and their locations and nomenclature are standardized by the American
Electroencephalographic Society guidelines [117].

The electrical potential generated by a single brain neuron is too weak to
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Figure 2.4: The International 10-20 system for the positioning of the EEG
electrodes on the human scalp.

be detected by an electroencephalogram, and in fact it is the synchronized
activity of millions of neurons having the same spatial orientation that is
considered. For their characteristics, the pyramidal neurons on the cerebral
cortex are considered the largest emitters of EEG signals producing different
brainwaves characterized by their frequency [143, 3] (Fig. 2.5):

• Gamma Waves have the highest frequency range (30-80 Hz), in-
volved in higher cognitive functioning like memory and information
processing; states of anxiety and stress presents high levels of this

• Beta Waves known as “high frequency-low amplitude” waves (13-
30 Hz), they denote the normal human brain activity and involve
conscious thought, logical and critical thinking and socialization; their
activity can increase with stimulants like caffeine

• Alpha Waves associated to calm and meditation with a regular and
synchronized configuration (8-13 Hz); they are also called Berger
waves in memory of the inventor of the EEG in 1929

Affective and Interactive Evaluation of Multimedia Data 15



(a) Gamma waves. (b) Beta waves.

(c) Alpha waves. (d) Theta waves.

(e) Delta waves.

Figure 2.5: Brainwaves frequency graphs.

• Theta Waves involved in daydreaming and REM sleep phase with
a low frequency range (3.5-8 Hz); they denote a positive state of
deep and raw emotions, intuition and creativity, with streams of
consciousness near an hypnotic state

• Delta Waves the slowest recorded brainwaves (under 3.5 Hz) associ-
ated with deepest levels of sleep; an abnormal activity usually denotes
brain injuries and learning problems

An useful and simple scheme to interpret the basic emotions is the
Circumplex model of affect by Russell et al.[133, 126] (an interpretation
of which is in Fig. 2.6): it consists of a two-dimensional spatial model
with a set of human emotions defined on a circumference, related to the
bipolar metrics of Valence (X axis) and Arousal (Y axis). Valence is an
indicator which describes if an emotion is pleasant or unpleasant, while
Arousal denotes the intensity (activation or deactivation), i.e. reactivity to
stimuli that influence its detection.
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tense

stressed

sad

alert

serene

nervous

upset

depressed

elated

contended

relaxed

calm

ACTIVATION

happy

BOREDOM

EXCITEMENT

ENGAGEMENT

MEDITATION

FRUSTRATION

DEACTIVATION

PLEASANTUNPLEASANT

AROUSAL

VALENCE

Figure 2.6: A circumplex model: Excitement, pleasant and activated, is
located in the upper-right quadrant like Engagement; Meditation, pleasant
but not activated, is located in the bottom-right one. Frustration and
Boredom are unpleasant, but the first is activated and it is located in the
upper-left quadrant while the second is in the bottom-left one.

2.3.1 The EPOC EEG Headset

In the field of science the BCI has been used with various purposes like
measure mnemonic and cognitive efforts (Grimes et al.[67]) or like a real-
time input device: Vachiratamporn et al.[148] measure player experience
with EEG and heartbeat signals using a survival horror videogame as
experimental environment, Liarokapis et al.[94] create a Lego NTX robot
remotely controlled by them while Pour et al.[128] control a Breakout clone
using a Brain-computer Interface device.

Lotte [98] considers BCI as an additional control channel to interact
with virtual environments, but its results underline some limits according
to which 20% of players cannot use it as a gaming device; adaptive vir-
tual environment and emotion assessment methods are also in [35] while
Coulton et al.[49] successfully use EEG headset with mobile games while
Burke et al.[29] introduce game design guidelines for stroke rehabilitation
using serious games and Kang et al.[82] create a 3D sensory gate-ball game
system to improve both physical and mental health of the aged people.
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(a) EPOC headset (b) Sensors

Figure 2.7: The Emotiv EPOC EEG headset scheme.

Vourvopoulos et al.[150] propose a reconstruction of the ancient Rome that
can be explored using brainwaves and also Schwarz et al.[136] introduce a
Pong clone controlled by two Emotiv headset together and Chumerin et
al.[45] propose an application to navigate The Maze guided by brainwaves.

The Emotiv EPOC headset (Fig. 2.7) [5] is a wireless neuro-signal
acquisition and processing device with 14 wet sensors (+2 of reference),
capable of detecting brainwaves at 128 Hz sequential sampling rate; sensors
are placed around the pre-frontal and frontal brain regions according to
the international 10–20 standard system and this process is safe because
the headset is a passive measuring device and less invasive than other
physiological methods.

The terms affect and emotion can be used interchangeably and usually
refers to a short-time emotional peak; conversely, a mood or affective state
denotes a continuous lasting emotional trend which may involve more
emotions that influence the global reactions [61].

In this work the BCI headset will be used to retrieve objective physiolo-
gical data that must to be organized, evaluated and explained; moreover
will be exploited the manipulation of emotions and on the definition of
Flow and Boredom states by exploiting the five emotion detected by the
Emotiv EPOC EEG headset which are Excitement, Engagement, Frustra-
tion, Meditation and Long-Term Excitement.

This five values are calculated by the internal Emotiv algorithms in a
black-box mode on the raw signal of the headset sensors: the reliability of
Emotiv EEG data is given in [15, 151, 7].
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Engagement is associated to participation and attention and its increase
denotes challenging tasks and pleasure to discover new aspects of the game;
commonly it is used as an indicator of Fun. If the aim is to induce a Flow
state, most of the game tasks must increase this emotion, while the contrary
must be true for the Boredom induction, because it is a deactivated emotion
interpretable as the opposite of Engagement.

Excitement is a positive indicator characterized by muscle tension and
increased sweating and heartbeat: since evoked by short-time emotional
peaks, it is better to consider it linked to Long-Term Excitement i.e. a global
value which expresses how stable over time Excitement is. The manipulation
of this emotions must work in the same way as seen for Engagement.
Engagement and Excitement are closely related to the concept of Fun due
to the mutual interaction between player’s interest and involvement while
facing an activity.

Inducing and analyzing Frustration and Meditation is difficult due to
their high subjectivity and the negative valence. A meditative activity [44]
can take a long time and a lot of training to be correctly performed by a
motivated subject, also inducing frustration or boredom in the first attempts.
Frustration might influence other emotions, in fact different players might
perceive the same amount of it as a challenge or as a reason to quit the
game: if the cause is internal (laziness, lack of confidence) it can be a
motivating force but, if caused by external factors perceived to be outside
individual control (i.e. task too hard) it can lead to powerlessness and
eventually anger (Dollard et al.[56]).

2.4 Design for Affective Ludology

As seen above, the RPG gameplay is less immediate than others since it
is based on statistics, skills and object inventory, with a great importance
given to environmental exploration; when considering role-playing gameplay
features, it will focus on the aspects shown in Lankoski [91]:

• strong story plot with moral choices

• progression of skills and abilities (statistics)

• presence of allies in a group (the “party”)

• interaction based on dialogues (question driven)
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• a world to explore (dungeons)

• challenges based on collaboration rather than action

For these reasons this genre can be considered a good experimental
environment for the affective ludology experimentations and so two game
levels will be created for the commercial RPG videogame Neverwinter
Nights 2 where the first will focus on the Boredom affective state and the
other will stress the Flow one.

A game levels (or “Scenarios”) representation mode is described in Park
and Park [121] in terms of event/state/action graphs in order to minimize
design anomalies while Vanhatupa [149] presents guidelines for RPG games
and Noguiera et al.[116] consider to evaluate videogames dealing with game
activities like events and tasks.

Karhulahti [83] defines mechanics and aesthetic principles to develop
Adventure games while Thong [144] investigates effectiveness of role-playing
videogames as a learning experience emphasizing storyline and characters;
Horsfall and Oikonomou [74] shows that gamers prefer strong storylines and
character development while also Tychsen et al.[145] find that discovery &
immersion are the best motivational features to play them.

According to Brown and Cairns [26] in a videogame there are three
participation phases (Engagement, Engrossment, Total Immersion) in which
the concepts of Immersion and Flow result to be very close. About the design
for Immersion, Calleja [31] states that player involvement is a prerequisite
for it: a captivating story plot, for example, will not only influence the sense
of narrative involvement but also the affective involvement, impacting on
the quests and goals presented to the gamer (ludic involvement) resulting
in a greater sense of “being there”.

In Jennett et al.[79] Flow mood clearly overlaps with Immersion in the
sense of distorting time: introducing the concept of cognitive absorption,
Immersion is proposed as a gradual experience which involves the removal of
the external environment (spatial, audio-visual and temporal) and appears
evidently a precursor for the Flow. Multi-sensory virtual environments
to increase Immersion are also in Chalmers et al.[38] while Wilcox [155]
considers Immersion linked to the realism (of graphic and gameplay) reached
by modern videogames.

Nacke et al.[112, 111] evaluate game levels for the first-person shooter
Half-Life using a BCI and propose formal design guidelines that separate
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Figure 2.8: The Flow state: (a) absence of Flow for unskilled or over-
skilled players; (b) Flow with challenge and abilities constant balancing; (c)
different Flow zones for different players.

the Immersion and Flow by dividing the concept of environment from that
of combat (which is the focus of FPS gameplay).

Considering these studies, for RPG genre Immersion can be considered
as a necessary condition to reach the Flow state (Immersion ⊂ Flow): the
importance of the visual assets becomes evident, in fact it can be considered
a “theatrical stage” where characters are “actors” perform activities.

Our formalization of the following design guidelines wants to be re-
usable, reproducible and independent from implementation by deliberately
introducing variables and clauses easily customizable (as done in Nacke et
al.[111]); generic definitions like “goal”, “narrative/ludic element”, “ar-
ticulated dialogue” leave degrees of freedom that inevitably involve the
experience of the game designer. The guideline sets are different but not the
mere opposite, in fact each definition in one set is not always the negation
of the corresponding one in the other but a variation of it.

2.4.1 A Game Level for the Boredom

Fisher [60] defines the boredom like “an unpleasant affective state with
lack of concentration and difficulty during the execution of a task” while
Cśıkszentmihályi [53] denotes it like a state in which player’s skills are
greater than required (Fig. 2.8-a [40]).

This game level must be characterized by linearity and repetitiveness
with poor challenge, minimal plot-story and weak visual assets; dialogues
will be short and plain while allies will result unnecessary and weak.
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After the previous considerations, a hypothesis of design guidelines is:

1. Given n sets of different assets like textures X1, 3D models X2, enemy
types X3, weapons X4, then a game level L = {X̃1, X̃2, ..., X̃n}, with

X̃k ⊂ Xk becomes less interesting if it contains few assets, so that
∀X̃k ∈ L, |X̃k| � |Xk|; the same should be for all other structural
and visual assets like animations, visual effects, rooms, items, sounds
and so on.

2. Assuming p as a spatial point that indicates a game level progression
and given a set E of n types of enemy e characterized by constant
strength (smaller than player strength), then the player challenge
function fch(e, p) for an encounter with an enemy of type e at a
progression point p should remain constant ∀e ∈ E,∀p ∈ L.

3. For each progression point p the player should be constantly rewarded
with n items i that refresh the player health value and its ammunition
value so that the full ammunition supply value A =

∑n
a=0 ia and the

full health value H =
∑n

h=0 ih are steadily reached.

4. No real and clear gaming goals Gk are given to the player so that the
victory condition goal Gv = G1 ∧ G2 ∧ G3... ∧ Gn = false doesn’t
allow any reward rv.

5. Considering n characters a featuring skills of a specific class c ∈
C ={warrior, wizard, thief, animal, unskilled} and given that ac
can join the player’s ally party A, then L becomes less interesting
if |A| = n and L contains much less elements of A so that L =
{a1, ..., am} ⊂ A,m� n ∧ ∃ac, c = unskilled.

6. Given n generic dialogues d ∈ D = {d1, d2, ..., dn} that a player can
have with the NPCs (Non-Player Characters) of the game level L,
then L becomes less interesting if contains much less elements of D
so that L = {dk, ..., dm} ⊂ D m � n; given also n questions q ∈
Q = {q1, q2, ..., qn} that the player can choose during an articulated
dialog da ∈ D, then L becomes less interesting if the dialogues
contain much less elements of Q so that for the most part of D is
da = {q1, ..., qm} ⊂ Q, m� n

.
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2.4.2 A Game Level for the Flow

The Flow state must be characterized by constant balance between challenge
and skills (Fig. 2.8-b): if challenge becomes higher then the activity will
result overwhelming generating anxiety while the contrary will provoke
boredom so, to remain in a Flow state, the player must continue to learn new
skills during the gaming session (Broin [25]); Flow results a mental state
with total involvement and attention where skills fully meet the challenges
and the player is fully absorbed by them. The notion of Flow is closely
related to that of Fun but it doesn’t coincide with it: Nakamura et al.[113]
observed chess and sport players, noting that their enjoyment derives by
the mere fact to accomplish their activity independently by other rewards.

Juul [80] studies the factor of difficulty perceived by players, arguing
that nowadays videogames have become more easy; Zagal and Altizer [159]
analyze mechanisms for character progression as a fundamental element of
an RPG, while James et al.[77] faces the concept of reward in games, introdu-
cing a differentiation between personal/material/competitive. Warpefelt [152]
proposes believable NPCs for player attention while Burelli [28] investigates
how camera behaviors impact on the gaming experience.

A factor which influences the Flow zone is the gamer expertise which
may require gameplay variations: in order to design a game for broader
audiences, the in-game experience has to be not linear and static but instead
it needs to offer a wide coverage of potential experiences to fit different
players (i.e. the expansion of the Flow zone Fig. 2.8-c).

Due to all the previous considerations and with a game design perspect-
ive, there are some core elements needed to evoke the Flow:

• the game is intrinsically rewarding and the player desires to play

• the game offers the right challenge to match player’s abilities

• the player feels a sense of personal control on the activities and
user–interface, with immediate feedback on each action performed

• clear goals to reach and unambiguous activities to perform

• sense of alienation from the “outside world” and loss of the time-
conception

In this game level, challenges involve complex dialogues and multiple
goals; at least one ally helps player to accomplish profitable activities
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while the level structure includes narrative elements that encourage the
environmental exploration and the goals achievement.

Considering this features, a hypothesis of formal design guidelines is:

1. Given a set of indoor level parts I and a set of outdoor level parts O,
the game level L should be a set union of outdoor and indoor level
parts L = {I,O}.

2. Given n sets of different assets like textures X1, visual effects X2,
animations X3, sounds X4, then L becomes more atmospheric and
fosters imagination if L = {X1, X2, ..., Xn}; the same should be for all
other structural and visual assets like enemy types, items, 3D models,
rooms, weapons and so on.

3. Assuming a spatial point p to indicate a game level progression and
given a set E of n type of enemies e, then the player challenge function
fch(e, p) for an encounter with an enemy e at progression point p has
to progressively increase ∀e ∈ E, ∀p ∈ L.

4. For a spatial point p, after a set of progression points pk in a game level
L = {p1, p2, ..., pn}, a reward type rk from a set R ={ammunition,
health pack, experience points, money, spell, magic item, weapon,
armor} should be given to the player.

5. There’s at least one main goal Gk so that the victory condition goal
Gv = G1 ∧G2... ∧Gn = true; each achievement must lead to one or
more reward rk from a set of n rewards R = {r1, r2, ..., rn} in order
to gratify the player efforts.

6. Considering n characters a featuring skills of a specific class c ∈
C ={warrior, wizard, thief, animal} and given that ac can join the
player’s ally party A, then L becomes more interesting if L ⊆ A.

7. Given n meaningful dialogues d ∈ D = {d1, d2, ..., dn} that a player
can have with the NPCs of the game level L, has to be L ⊆ D; given
also n questions q ∈ Q = {q1, q2, ..., qn} that the player can choose
during an articulated dialog da ∈ D, assuming that ∀qk ∈ Q, ank
is an answer, then the game level L becomes more interesting if for
the most part of D is da ⊆ Q ∧ ank is a narrative or ludic element
for reaching a victory condition V , achieve a reward rk or obtain
meaningful information.
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(a) Single fight in a poor en-
vironment.

(b) The two weak enemies
of the game level.

(c) A dialogue in plain textual
mode.

(d) The tedi-
ous unskilled
ally.

Figure 2.9: Boredom game level tasks.

2.5 Develop for Affective Ludology

This section, referring to the formalities of the previous one, shows one
of the possible implementations of the game levels (consisting of smaller
pieces called “areas”); maps in Fig. 2.10 and Fig. 2.12 show player paths
(also optional ones) and provide symbols to indicate the gaming activities.

2.5.1 The Boredom Game Level

Three areas have been designed by editing the 2311 tunnels original game
area that has linear guided paths and poor ambient structures.

This level consists of only one indoor cave environment, characterized
by cold texture colors to emphasize ambient chilliness and repetitiveness
(Fig. 2.9-a); there are no visual effects, no background music or battle
sounds and every NPC has the same 3D model.

Affective and Interactive Evaluation of Multimedia Data 25



(a) Area 1: beginning of caves. (b) Area 2: the same of the previous
one.

(c) Area 3: the reverse of the
previous two.

Dialogue

dubbed Dialogue

Fight

group Fight

Robbery

Ally

Chest

Riddle

Path optional Path

Start

(d) Symbols and meanings.

Figure 2.10: Boredom game level areas and description of the icons.

The story plot offers a simple goal to accomplish without gratifications
and the player can’t upgrade its character due to the lack of experience
points; challenge is minimal with constant difficulty: enemies lack resistance
and combat skills and they don’t attack in groups (Fig. 2.9-b). Only
two weapons are available without magical skills and player’s health and
munitions are always kept at the maximum value: every dead enemy releases
an health potion and every opened chest contains munitions and weapons
(always the same two).

The unskilled ally (Fig. 2.9-d) is non-interactive (the player can not
control him), unnecessary and tedious, in fact he only follows the main
character around the screen using a scripted path-find algorithm without
ever helping; NPCs have all the same 3D model and just some of them
interact with the player using only textual dialogues (no animations or
camera changes, Fig. 2.9-c) that are unbranched and useless, filled by out-
of-context sentences and with few answers to choose from that do not add
anything to the story plot.

26 Affective and Interactive Evaluation of Multimedia Data



(a) Group fight with al-
lies and visual effects.

(b) A dialogue with animations
and dubbed voices.

(c) Use of magic spells. (d) Customizing skills
with wearable items.

Figure 2.11: Flow game level tasks.

The first Area (Fig. 2.10-a) is linear and empty, introduces the ally,
and the only dialogue creates false expectations about the prosecution
of the adventure. The second one (Fig. 2.10-b) follows the same path of
the previous one, increasing the repetitiveness and lowering the player’s
expectations. The final area (Fig. 2.10-c) forces the player to trace back
along the same path as before leaving him disorientated and free to roam
without any reward or real conclusion.

2.5.2 The Flow Game Level

Based on the formal guidelines, the level has been designed by link-
ing and editing the 3010 highcliff, 3000 castle never, 3063 merchant and
3032 th canyon original game areas. Linking the areas the original enemies
and dialogues have been replaced to create a new coherent story plot with
the simplification of the paths while three original dubbed dialogues has
been preserved (Fig. 2.12).
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(a) Area 1: countryside. (b) Area 2: indoor castle.

(c) Area 3: haunted village. (d) Area 4: volcanic cave.

Figure 2.12: Flow game level map constituted by four sequential areas.

Environmental structures are diversified by indoor and outdoor areas,
each of which rich of 3D models, items, visual effects (lights, animated
water and trees), weapons, musics and sounds, alternation between day and
night; optional paths and tasks introduce variations usually appreciated
from completist gamers.

A new articulated and progressive story plot offers well-defined and
satisfactory goals (rescue, enrollment, battles), while challenges steadily
increase due to the variety of enemy types (with progressive better weapons
and skills): previous encountered enemy types become harder to defeat and
can perform group attacks and ambushes (Fig. 2.11-a) and it is possible to
use spells and magical abilities (Fig. 2.11-c). Rewards are balanced with
skills and challenge: only few enemies (harder to defeat) release health
potions while the chests with magic objects, ammo and weapons are located
only before or after the more challenging sections; wearable objects increase
player’s skills that can grow using the experience points (Fig. 2.11-d).

There is a party of skilled and useful allies (wizard, warrior, thief) with
different ways to enlist them (automatic, dialogue, payment): they are
interactive with a proactive AI and, moreover, additional non-interactive
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NPCs like guards and peasants can also help the player to find secrets and
accomplish profitable secondary goals.

Dialogues are useful and articulated providing useful information like
memories, opinions and narrative elements (Fig. 2.11-b) while some of them
influence the prosecution of the story with moral entanglements and riddles;
they have animations and camera shots and three of them use professional
voice-dubbing to stimulate player involvement.

An opening dialogue introduces the story assigning a main goal to the
player: the first area (Fig. 2.12-a) features two combats with an helping
NPC; there is a “riddle task” where the player has to interpret a sentence
and choose the right path to receive a reward useful for the future. The
second area (Fig. 2.12-b) presents voice-dubbed dialogues and an indoor
castle setting; the background music has a fast pace and a wizard ally
automatically joins the party to help the player. Area3 (Fig. 2.12-c) provides
a large optional path (where it is possible to recruit the thief ally), a group
fight, and a dialogue with moral entanglements with the boss enemy (that
with the right ludic interaction can enjoy the player party). The next
area (Fig. 2.12-d) is even more challenging and ends with a voice-dubbed
moral dialogue about player’s greed, where the wrong choice will lead to
an impossible fight against a giant dragon (negative ending). The last fifth
area is the smallest, placed in the King hall where presents the positive
ending and the player’s reward.

This game level has different length from the previous one and denotes
more gaming time: the reason is that the only way to allow the player’s
abilities to grow is by offering a progressive story-plot with challenges that
require time to evolve in a natural way to the player’s eyes; moreover the
narrative/ludic framings (as a guideline for Immersion) have been neglected
by Nacke works while this work wants to include them by exploiting the
RPG genre.

2.6 Tools

The videogame Neverwinter Nights 2 belongs to the RPG genre and its
choice has been taken by considering:

• available assets rich of quests, characters and ludic events

• large community with support, tools and mods
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Emotiv API

Neverwinter Nights 2
(SERVER)

Game Level

scripts

Neverwinter Nights 2
(CLIENT)

XML widgets (UI)

NWNX4

C++ plugin

Emotiv EPOC

text data

( sensors data )

( game data )

text data

internal
classification

text data

- Events log
- Affective log
- Raw log

( external data )
Logs

Figure 2.13: The architecture of the software system.

• a visual editor (Electron) for dialogues, NPCs, AI, triggers and assets

• powerful C-like internal scripting language (NWScript)

• XML widgets to customize the game interface

There are two types of data to extract: internal (game data) and
external (EEG data). The NWNX4 [142] tool allows to deploy a C++
plugin useful for the communication between Neverwinter Nights 2 and
the Emotiv headset: it is open-source and enables to implement internal
software modules. Emotiv provides an SDK with programming APIs
to interface the headset with an external software that shares the same
programming environment: in this way a software like NWNX that wants
to use affective features simply needs to include the edk.dll and use a
EmoEngine to manage the EmoState events and data structures [5].

In Fig. 2.13 is depicted the architecture of the developed system: its
aim is to automatically synchronize the internal data (environmental and
character variables, gaming events, map coordinates) with the affective ones
(the five punctual emotions recognized by the EPOC headset). The NWNX
tool is the center of the computation: with an internal C++ plugin is able
to interface the headset sensors (using Emotiv API) with the videogame
(low–level message passing). The link between a gaming session (client side)
with the NWNX plugin is the server side of the videogame which exploits a
NWScript that runs inside a customized game level to recover the in-game
data and to send them as a simple text message.

The final output will be the textual logs in Fig. 2.14:
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Mon Mar 03 16:56:16 2014,

Mon Mar 03 16:56:16 2014,

Mon Mar 03 16:56:20 2014,

attack_the_enemy_area1_enemy2,

death_of_enemy_area1_enemy2,

area1_f, 184.064, 195.545,

0.958389, 0.420899, 0.302280, 0.581455, 0.339574,

a

a

b

c

d

Mon Mar 03 16:56:16 2014, area1_f, 184.064, 195.545,

a c

(1)

(2)

4140, 4230.26, 4508.72, 3718.46, 3771.28, 4288.72, 4334.36, 
4707.18, 4343.59, 4455.9, 4005.13, 4274.36, 4316.92, 4463.59, 

(3)

1681, 1689, 41.055, 0, 0, 0, 0,   

117, e

Figure 2.14: The data logs. (1) timestamp (box a) and its related event
(box b); (2): timestamp, map coordinates (box c) and five affective values
(box d); (3): timestamp, map coordinates and raw sensor values (box e).

Figure 2.15: The custom XML widget to print the timestamp on the screen.

• events log: shows the timestamp and the tags of the occurred gaming
events (Fig. 2.14-1)

• affective log: features the name of the area, the XY coordinates and
the punctual values of the emotions, pre-classified by the Emotiv
algorithms in a a range between 0 and 1 (Fig. 2.14-2)

• raw log: collects the punctual values of the 14 sensors (named AF3,
F7, F3, FC5, T7, P7, O1, O2, P8, T8, FC6, F4, F8, AF4) plus the
control values (Fig. 2.14-3)

A XML UIPane widget can be useful for screen captures since NWNX
can print in real-time on the screen the same timestamp that synchronizes
the data (Fig. 2.15). In addition, that logs determine a useful implicit
annotation for these videos.
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2.7 Experimental Setup

In this study about affective ludology is used a virtual world as research
environments since it is cheap and easy to monitor and control all the
variables but the proposed methodology can be extended to real-world
evaluation tasks.

The goal is twofold: on the one hand, I want to demonstrate how it
is possible to influence the emotions and affective states of a subject that
has to perform certain formally designed tasks in a specific environment;
on the other it is proposed an evaluation methodology that uses objective
physiological data like the pre-classified Emotiv emotions with the aim to
verify if they are valid to evaluate those manipulations.

This experiment has a two-treatment (boredom/flow) within-subject
design, with “game level” as independent variable factor while the dependent
variables are the five Emotiv EPOC emotions evaluated and controlled by
our method (proposed in the next section). Laboratory experimentation
involved 19 academic students (13 male, 6 female) which played both game
levels; each subject was tested in a range hour between 10.00 AM and
07.00 PM on weekdays and the time duration of an experimental session
was about one hour and half in which subjects were in a silent, empty and
comfortable office room, seated on an adjustable chair and assisted by an
experimenter.

A feature of the RPG is to allow the customization of the characters
(or Avatar) controlled by the player both on physical level (race, clothing,
hair color, sex, ...) and at capacity level by assigning scores to a set of
parameters (strength, attack, dexterity, constitution, talents ...): since this
was beyond the scope and timing of the experimentation, all subjects played
using the same game character, choosing a non-specialized class easy to
control with all statistics set to an average value to be suitable for any
type of gamer; it is up to the allies implement specializations like Wizard,
Thief and Warrior. In this way the variable ”amount of experience and
confidence with RPG videogames” can be minimized for a subject.

The first step is the Setup, consisting in headset and sensors placing
with signal tuning; after this, a brief explanation about modalities of the
study is provided followed by the compilation of a pre-questionnaire about
gaming preferences and anonymous information of the subject.

The next step consists in a Tutorial where an experimenter helps the
player to familiarize with the user-interface and to perform tasks like:
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• move the character

• talk with a NPC

• fight an enemy

• equip an armor

• equip a weapon

• update some skills

• launch a spell

• rotate and zoom the view

• open a chest and take the items

• open the inventory and use items

• steal an object

• open a door and enter

• take the control of an ally

• rest to recover the health

The tutorial session and the questionnaire-fillings are considered as
steps to induce relaxation and a neutral initial affective mood (similar
to [148, 136, 119]) before starting a gaming session; after each session a
post-questionnaire about the gaming experience has to be compiled and
the same happens after the second one. To not exceed experimentation
times, when a player dies the session is interrupted, but this happened few
times only in advanced points of the Flow game level.

2.7.1 Description of the EEG Data

The game level can be considered as the sequence of activities that the
player faces during his gaming session: in order to interpret EEG data
which greatly change over time, analyzing a gaming session using its entire
logs results impractical due to the their length and, furthermore, each game
activity has different duration in which can be very hard to identify the
precise moment where an affective stimulus appears.

Our approach is to split the logs identifying limited log sequences for
each activity (where events represent automatically activated accidents and
tasks are voluntary performed acts): by removing rows that do not belong
to an activity designed with the guidelines, it is possible isolate them as
semantic units more easily treatable. The data values are retrieved by
crossing the events log with the affective log : the first provides the identifier
and the initial time of the activity (Fig. 2.14-1) while the second one supplies
its affective values, synchronized by the same timestamp (Fig. 2.14-2).
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The gaming activities to be considered are:

• dialogue

• dubbed dialogue

• riddle dialogue

• chest open

• single fight

• group fight

• skills upgrade

• stealing task

For an activity, the affective amount of its time-duration is measured
by the sequence of entries between the initial timestamp and the one that
precedes the next activity tag (Fig. 2.16); moreover the recorded videos are
a further useful help to identify the time edges, especially for dialogues.

timestamp level area coord. x coord. y engagement activity subject game level

Wed Feb 19 16:19:23 2014 area1_n 66,08 91,991 0,638295 chest_opened_a1_c1 E boredom

Wed Feb 19 16:19:23 2014 area1_n 66,384 92,442 0,638295 chest_opened_a1_c1 E boredom

Wed Feb 19 16:19:23 2014 area1_n 66,613 92,78 0,642153 chest_opened_a1_c1 E boredom

Wed Feb 19 16:19:23 2014 area1_n 67,731 94,433 0,642656 chest_opened_a1_c1 E boredom

Wed Feb 19 16:19:24 2014 area1_n 68,721 95,898 0,63991 chest_opened_a1_c1 E boredom

Wed Feb 19 16:19:24 2014 area1_n 68,721 95,898 0,63991 chest_opened_a1_c1 E boredom

Wed Feb 19 16:19:24 2014 area1_n 68,721 95,898 0,63991 chest_opened_a1_c1 E boredom

Wed Feb 19 16:19:24 2014 area1_n 68,721 95,898 0,63991 chest_opened_a1_c1 E boredom

Wed Feb 19 16:19:24 2014 area1_n 68,721 95,898 0,637434 chest_opened_a1_c1 E boredom

Wed Feb 19 16:19:25 2014 area1_n 68,721 95,898 0,637434 chest_opened_a1_c1 E boredom

Wed Feb 19 16:19:25 2014 area1_n 68,721 95,898 0,637434 chest_opened_a1_c1 E boredom

Wed Feb 19 16:19:25 2014 area1_n 68,721 95,898 0,637434 chest_opened_a1_c1 E boredom

Wed Feb 19 16:19:25 2014 area1_n 68,721 95,898 0,633375 chest_opened_a1_c1 E boredom

Wed Feb 19 16:19:25 2014 area1_n 68,721 95,898 0,632022 chest_opened_a1_c1 E boredom

Wed Feb 19 16:19:26 2014 area1_n 68,721 95,898 0,6388 chest_opened_a1_c1 E boredom

Wed Feb 19 16:19:26 2014 area1_n 68,721 95,898 0,6388 chest_opened_a1_c1 E boredom

Wed Feb 19 16:19:26 2014 area1_n 68,721 95,898 0,6388 chest_opened_a1_c1 E boredom

Wed Feb 19 16:19:26 2014 area1_n 68,721 95,898 0,6388 chest_opened_a1_c1 E boredom

Wed Feb 19 16:19:26 2014 area1_n 68,721 95,898 0,65186 chest_opened_a1_c1 E boredom

Wed Feb 19 16:19:27 2014 area1_n 68,721 95,898 0,65186 chest_opened_a1_c1 E boredom

Wed Feb 19 16:19:27 2014 area1_n 68,721 95,898 0,671121 chest_opened_a1_c1 E boredom

Wed Feb 19 16:19:27 2014 area1_n 68,943 96,683 0,671121 chest_opened_a1_c1 E boredom

Wed Feb 19 16:19:27 2014 area1_n 69,075 97,153 0,687696 chest_opened_a1_c1 E boredom

Time
duration

data features
β α
ρ𝑇,𝐸

σ𝐸
2

timestamp subj.activity levelx yarea engagement

E

Figure 2.16: Affective log of an activity featuring the sequence of entries
for its time duration and five features for the pre-classified “Engagement”.
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a1 a2 a3 Tot.

subj.1 4 5 3 12
subj.2 5 6 4 15
subj.3 5 6 4 15
subj.4 5 6 4 15
subj.5 5 6 4 15
subj.6 5 6 4 15
subj.7 5 6 4 15
subj.8 5 7 4 16
subj.9 5 5 3 13
subj.10 5 6 4 15
subj.11 5 6 3 14
subj.12 5 8 4 17
subj.13 5 6 4 15
subj.14 5 6 5 16
subj.15 5 7 4 16
subj.16 4 4 2 10
subj.17 5 5 5 15
subj.18 5 8 2 15
subj.19 4 6 3 13

Tot. 92 115 70 277
Avg. 4.8 6.1 3.7 14.6

Table 2.1: Event count by areas and subjects: Boredom game level.

Tables 2.1 and 2.2 show the amount of activities in the two game levels
for each subject: the Boredom game level presents an average of 14 activities
while the Flow one offers about the double, having more event types and a
different length compared to the first.

It is evident that not all subjects have experienced the same number of
activities in the same areas since there may be repeated or avoided activities
and the gaming sessions can have different time duration or also they can
stop prematurely with a game over.

In the Boredom game level players performed on average 4.8, 6.1, and
3.7 activities for the three areas, respectively while in the Flow one they
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a1 a2 a3 a4 a5 Tot.

subj.1 6 9 13 4 0 32
subj.2 6 8 6 5 0 25
subj.3 6 10 13 5 0 34
subj.4 7 9 7 4 1 28
subj.5 6 10 8 3 1 28
subj.6 7 8 6 5 0 26
subj.7 7 9 7 1 0 24
subj.8 7 9 12 0 0 28
subj.9 7 9 7 5 0 28
subj.10 6 10 14 4 0 34
subj.11 6 9 6 4 1 26
subj.12 5 10 12 5 0 32
subj.13 6 8 7 0 0 21
subj.14 6 5 5 0 0 16
subj.15 9 7 7 4 0 27
subj.16 6 10 6 4 0 26
subj.17 10 8 5 0 0 23
subj.18 9 7 8 3 0 27
subj.19 8 8 8 4 0 28

Tot. 130 163 157 60 3 513
Avg. 6.8 8.6 8.3 3.2 0.1 27

Table 2.2: Event count by areas and subjects: Flow game level.

performed on average 6.8, 8.6, 8.3, and 3.2, activities for the four areas,
respectively. Only 3 subjects (average 0.1) reached the Flow level final area
with the positive ending.
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2.8 Machine Learning Approach

To handle the recorded EEG affective data, three machine learning tech-
niques that perform a supervised classification will be chosen, with the aim
to classify each activity into the two states of Boredom or Flow; to train
the model will be used the label associated to each activity considering the
game level from which it comes.

With this method it is possible to investigate if the brain-recorded
data are characteristic enough to differentiate (separate) among the two
game levels: if this occurs for a substantial proportion of activities, it can
be argued that player’s emotions have been well manipulated during the
gaming sessions and so the experimental goal will be achieved.

The first classifier is a Support Vector Machine (SVM) with a linear
kernel : it deals with a set of points (feature vectors) xi along with their
categories yi, for some dimension d, the xi ∈ Rd and the yi = ±1; we are
looking for the best separating hyperplane, defined by a possibly small set
of support vectors. The equation of a decision hyperplane is:

< w, x > +b = 0 (2.1)

where w ∈ Rd, < w, x > is the inner (dot) product of w and x, and b is
a real valued bias term.

The following problem defines the best separating hyperplane: find w
and b that minimize ||w|| such that for all data points (xi, yi)

yi(< w, xi > +b) ≥ 1 (2.2)

The support vectors are the xi on the boundary, those for which yi(<
w, xi > +b) = 1.

A linear kernel separates the cases of Boredom and Flow categories
with a plain surface in a n-dimensional feature space (Fig. 2.17-a in a two-
dimensional space) but some classification problems present distributions
that do not permit a simple hyperplane as a separating criterion (Fig. 2.17-
b): for those problems there is a variant that retains the simplicity of SVM
by applying the kernel trick, to fit the maximum-margin hyperplane in a
transformed feature space: the resulting algorithm is formally similar, but
every dot product is replaced by a non-linear kernel function.

In this way the transformation may be non-linear and the transformed
space high dimensional so, although the classifier is a hyperplane in the
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(a) Linear classification with the two
margin split lines.

(b) Non-linear classification.

Figure 2.17: Binary classification examples in a two-dimensional feature
space.

transformed feature space, it may be nonlinear in the original input space.
From the theory of reproducing kernels comes a class of functions G(x, y)
with the property that there is a linear space S and a function φ mapping
x to S such that the dot product takes place in the space S.

G(x, y) =< φ(x), φ(y) > (2.3)

Some common kernels included in this class of functions are the Poly-
nomials ( G(x, y) = (1 + x′y)d, for some positive integer d ) and the

Gaussian Radial Basis Function ( G(x, y) = e−
1

2σ2
(x−y)′(x−y), for some

positive number σ).
A Decision Tree (or D-tree) is a classifier based on the data structure of

the tree that can be used for supervised learning with a predictive modeling
approaches: each internal node (split) is labeled with an input feature
while the arcs that link a node to many others (children) is labeled with a
condition on the input feature that determines the descending path that
leads from the root node to the leaves (nodes without children).

In a binary tree a node can have almost two children and each leaf is
labeled with a class name in a discrete set of values or with a probability
distribution over the classes that predict the value of the target variable.
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Figure 2.18: The decision process in a binary decision tree.

In this way, the decision tree classifier results characterized by:

• nodes (root/parent/child/leaf/split) and arcs (descending directed)

• no cycles between nodes

• feature vector v ∈ Rn

• split functions fn(v) : RN → R

• thresholds tn ∈ R

• a set of classes (labels) C

• classifications Pn(c) where c is a class

Also for this classifier type the split functions are very important and
their use is similar to what seen with SVM but each split node can also use
a different one [63].

Classification (or clustering) tree analysis consists in the prediction of
the class to which the data belongs (Pn(c) ) with a process called recursive
partitioning repeated recursively on each splitted subset (Fig. 2.18). The
algorithms that navigate and build decision trees usually work top-down
by choosing a value for the variable at each step that best splits the set of
items.
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To decide which feature to split at each node in the navigation of the
tree, it is used the information gain value (IG) [157]; it is based on the
concept of Entropy that from information theory is defined as:

H(T ) = IE(p1, p2, ..., pn) =

n∑
i=1

(pi log2 pi) (2.4)

Given pi as the probability of an item with label i of being chosen in
the split step, p1, p2, ... are fractions that add up to 1 and represent the
percentage of each class present in the child node that results from a split
in the tree.

In this way the Information Gain for a node a of the tree T is:

IG(T, a) = H(T )−H(T |a) (2.5)

where H(T ) is the entropy for the parent node of a and H(T |a) repres-
ents the weighted sum of the entropy for its children.

2.8.1 Features for Machine Learning

As seen in the design (2.4) and the develop (5.2) sections, tasks and events
can be very different even if they are of the same “type” (for example a
dialogue) since they depend on the game level (and area) where are located.

The five emotions pre-classified by the Emotiv headset can be useful to
describe the affective mood of an activity and to use it in a machine-learning
classifier: this can be done by computing for each of them a numerical
feature, that is a single value which summarizes the entire sequence of
entries in the affective log recognized during the time duration (Fig. 2.16)
of the activity.

The features calculated for each of the five punctual emotions are:

• the angular coefficient β and the intercept α of a regression line, cal-
culated considering the time T as a positive variable which constantly
increases on the x-axis; it gives indications on the presence of a trend
for the emotion E

Ei = α+ βTi + µi, i : 1..n (2.6)

where µi is the statistical error
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• the Pearson product-moment correlation coefficient between time
T and the emotion E: a value re > 0.7 evidences a strong local
correlation that can be direct (positive sign) or inverse (negative
sign).

ρT,E =
cov(T,E)

σTσE
,−1 ≤ ρT,E ≤ +1 (2.7)

In particular, it is used the Pearson correlation coefficient re calcu-
lated on the n affective values contained in the time interval:

re =
∑n
i=1(Ti−T̄ )(Ei−Ē)√∑n

i=1(Ti−T̄ )2
√∑n

i=1(Ei−Ē)2
,

−1 ≤ re ≤ +1

(2.8)

• the arithmetic mean E and the variance σ2
E that give quantitative

information on the affective values of emotion E

The fact that each game level has been designed and developed with
specific formal guidelines permits to label as “Flow” or “Boredom” each of
their activity depending on the membership: in this way the dataset results
implicitly annotated and can be used as a ground-truth for a classifier.

Considering the 19 subjects (13 male and 6 female) results a 790x25
predictors matrix M0 where rows represent the labeled activities (277
Boredom and 513 Flow) and columns their relative 25 features (five for
each emotion); since the ground-truth is unbalanced, the Boredom cases
must be increased by randomly sampling 236 examples from the original
ones obtaining the final MF with dimensions 1026x25.

Since the ground-truth cases are still too few for a machine learning
approach, the classifiers will use the leave-one-out setting which trains the
system n times iteratively using n− 1 cases and testing it with the one left
out.

2.8.2 Classification Results

The use of non-linear kernel function in a SVM classifier brings a marked
performance improvement since accuracy increases from 70% linear to 92.5%
rbf (radial basis function), highlighting a strong polarization between the
two classes (see Tables 2.4 and 2.4) while all metrics of rbf results over 90%
with f1-score almost the same for both classes.
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Boredom Flow Tot.

original events 513 (ext.) 513 1026
classified events 507 519 1026
true positives 492 494 986
false negatives 25 15 40

recall 95.2% 97%
precision 97% 95.2%
f1-score 96% 96%
accuracy 96%

Table 2.3: Decision Tree classification results.

Boredom Flow Tot.

original events 513(ext.) 513 1026
classified events 542 484 1026
true positives 489 460 949
false negatives 24 53 77

recall 95.3% 89.7%
precision 90.2% 95%
f1-score 92.7% 92.3%
accuracy 92.5%

Table 2.4: SVM-rbf classification results.

The Decision Tree method has the best performance (Table 2.3): it is
able to correctly separate 96% of the gaming activities (accuracy) and all
the other metrics are over 95% for both classes.

From this percentages it results confirmed the correctness of the design
and development phases by following the guidelines and, moreover, the
validity of the proposed methodology applied with the features calculated
on the five emotions pre-classified by the Emotiv EPOC headset.
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Boredom Flow Tot.

original events 513 (ext.) 513 1026
classified events 612 414 1026
true positives 409 310 719
false negatives 104 203 307

recall 79.7% 60.4%
precision 66.8% 74.9%
f1-score 72.7% 66.9%
accuracy 70%

Table 2.5: SVM-linear classification results.

2.8.3 Classification for Game Level Areas

This classification process considers to which areas the correctly classified
activities belong: by looking at what are the level parts that have the
majority of the recognized events, it is possible to understand what are the
best-designed areas of a game level designed for affective ludology.

In the following, for each of the three classification methods are still
reported all the results but, for brevity, only the results of the best classifier
(Decision Tree in Table 2.6 and 2.9) are analyzed. Results for SVM-rbf are
in in Table 2.7 (Boredom) and in 2.10 (Flow), while for the SVM-linear are
in Table 2.8 (Boredom) and in 2.11 (Flow).

The over 92% good classification for boredom areas suggests that they
were recognized as repetitive and tedious: from Area1 to Area2 there is
a predictable increment due to the repetitiveness. It is remarkable that
while the first two areas have the same structure, the third reduces the
perceived boredom introducing small but significant variations; moreover,
the structure of Area2 features the largest number of activities (211) while
the third area has the fewest (126).

For the flow game level, the classification performance varies but it is
always above 95%: it grows from 95.4% for the first area up to 100% for the
fourth one; since the third area is the largest and contains many optional
activities, can be observed a slight decrease with respect to the typical
progression associated to the Flow affective state (in results of the other
classifiers the growing is more noticeable). The fifth smallest area has only
one dialogue and is not significant since it was reached by only 3 subjects.
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total (ext.) correct rate

Area 1 176 170 96.6%
Area 2 211 206 97.6%
Area 3 126 116 92.1%

Tot. 513 492 95.9%

Table 2.6: Mood-congruent events by area: Boredom game level (D-tree)

total (ext.) correct rate

Area 1 176 169 96%
Area 2 211 201 95.3%
Area 3 126 119 94.4%

Tot. 513 489 95.3%

Table 2.7: Mood-congruent events by area: Boredom game level (SVM-rbf)

total (ext.) correct rate

Area 1 176 154 87.5%
Area 2 211 167 79%
Area 3 126 88 70%

Tot. 513 409 79.7%

Table 2.8: Mood-congruent events by area: Boredom game level (SVM-
linear)

total (ext.) correct rate

Area 1 130 124 95.4%
Area 2 163 157 96.3%
Area 3 157 151 96.2%
Area 4 60 60 100%
Area 5 3 2 66.7%

Tot. 513 494 96.3%

Table 2.9: Mood-congruent events by area: Flow game level (D-tree)
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total (ext.) correct rate

Area 1 130 111 85.4%
Area 2 163 143 87.7%
Area 3 157 145 92.4%
Area 4 60 58 96.7%
Area 5 3 3 100%

Tot. 513 460 89.7%

Table 2.10: Mood-congruent events by area: Flow game level (SVM-rbf)

total (ext.) correct rate

Area 1 130 54 41.5%
Area 2 163 99 60.7%
Area 3 157 108 68.8%
Area 4 60 43 71.7%
Area 5 3 3 100%

Tot. 513 307 59.8%

Table 2.11: Mood-congruent events by area: Flow game level (SVM-linear)
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2.8.4 Classification for Activity Types

Another useful analysis is to inquire what are the best classified activ-
ity types, i.e. if there are activities better characterized (designed and
developed) by others.

Also in this section, for each of the three classification methods are
reported all the results but only those for the Decision Tree classifier (in
Table 2.12 and 2.15) are discussed. Results for SVM-rbf are in in Table 2.13
(Boredom) and 2.16 (Flow), while for the SVM-linear are in Table 2.14
(Boredom) and 2.17 (Flow).

In the boredom game level, dialogues are about 1/3 more numerous
than other types and results the best classified (97.3%); the classification
rating is always over 94% and evidences a correct development phase and
sound guidelines supported by the poorness and repetitiveness.

The flow game level denotes activities specially designed and developed
for it and so stealing action, skills upgrade, riddle dialogue and dubbed
dialogue are 100% but the first three have a low number of examples due
also to their optionality. In this game level the single fight (96.1%) is the
best classified followed by the simple dialogue (95.6%) that has a number
comparable to it; it is remarkable that all classification ratings are over
94%.

Regarding the results, it must be noticed that they significantly varies
depending on the chosen classifier and even the difference of 3.5% that
is between Decision Tree and SVM-rbf is enough to change the results:
for example considering the boredom game level, Area1 results the best
classified for SVM-rbf while for the D-tree the best is Area2; moreover
considering the flow game level group fight results one of the best classified
activity for SVM-RBF classifier while it results the worst for the D-tree
one.

total (ext.) correct rate

dialogue 224 218 97.3%
single fight 136 129 94.8%
chest opened 153 145 94.8%

Tot. 513 492 95.9%

Table 2.12: Mood-congruent events by type: Boredom game level (D-tree)
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total (ext.) correct rate

dialogue 224 217 96.9%
single fight 136 125 91.9%
chest opened 153 147 96.1%

Tot. 513 489 95.3%

Table 2.13: Mood-congruent events by type: Boredom game level (SVM-
RBF)

total (ext.) correct rate

dialogue 224 182 81.5%
single fight 136 107 78.7%
chest opened 153 120 78.4%

Tot. 513 409 79.7%

Table 2.14: Mood-congruent events by type: Boredom game level (SVM-
linear)

total (ext.) correct rate

dubbed dialogue 46 46 100%
riddle dialogue 18 18 100%
dialogue 159 152 95.6%
single fight 153 147 96.1%
fight vs. a group 37 35 94.6%
chest opened 85 81 95.3%
skills upgrade 11 11 100%
stealing action 4 4 100%

Tot. 513 494 96.3%

Table 2.15: Mood-congruent events by type: Flow game level (D-tree)
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total (ext.) correct rate

dubbed dialogue 46 46 100%
riddle dialogue 18 18 100%
dialogue 159 145 91.2%
single fight 153 130 85%
fight vs. a group 37 35 94.6%
chest opened 85 71 83.6%
skills upgrade 11 11 100%
stealing action 4 4 100%

Tot. 513 460 89.7%

Table 2.16: Mood-congruent events by type: Flow game level (SVM-RBF)

total (ext.) correct rate

dubbed dialogue 46 40 89.9%
riddle dialogue 18 15 83.3%
dialogue 159 91 57.2%
single fight 153 89 58.2%
fight vs. a group 37 22 59.5%
chest opened 85 40 47.1%
skills upgrade 11 9 81.8%
stealing action 4 4 100%

Tot. 513 310 60.4%

Table 2.17: Mood-congruent events by type: Flow game level (SVM-linear)
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2.9 Inferential Statistics

To give a better interpretation of results that takes into account not only
the quantitative observations, it is conducted an inferential statistic test
with the aim to prove if is the choice of the classifier that determines
improvements. For each classifier, each gaming activity is assigned to its
experimental subject: tables 2.18, 2.19 and 2.20 show for each subject, the
sum of the activities (Boredom+Flow), the sum of the congruent classified
and its percentage.

From previous sections we can consider valid the use of the pre-classified
Emotiv emotions since each classifier gave remarkable numerical results.

For the statistical test we must inquire:

• H0 (null hypothesis): variations in results are not influenced by the
choice of the classifier (equal medians)

• H1: reject H0, differences between classifiers are significant (because
of their choice)

To perform the statistical test it is used the non-parametric Wilcoxon
signed rank-sum, featuring independent observations paired with each other
and no hypothesis about the distribution of their values; the parameters
for this test are h and p: if h=0 then H0 is accepted while at the default
5% significance level, if p < 0.05 then H0 is rejected.

Taking account of the three classifier used, the cases and the corres-
pondent results are:

• SVM-linear vs. SVM-rbf

• SVM-linear vs. D-tree

• SVM-rbf vs. D-tree

• h=0,p=0.08→not reject H0

• h=1,p=0.02→reject H0

• h=0,p=0.19→not reject H0

The inference test states that for Case2 (SVM-linear vs. Decision Tree)
with a statistical validity the classification differences are determined by
the choice of the classifier: this confirms the validity of introducing the
Decision tree in this study despite having already the SVM-rbf an increase
of 20% from the SVM-linear one.
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Subject Classified Congruent %

subj.1 48 46 95.8%
subj.2 49 48 98%
subj.3 59 56 94.9%
subj.4 61 59 96.7%
subj.5 52 50 96.1%
subj.6 55 54 98.2%
subj.7 48 46 95.8%
subj.8 56 53 94.6%
subj.9 52 51 98.1%
subj.10 64 62 96.9%
subj.11 55 55 100%
subj.12 66 62 93.9%
subj.13 49 45 91.8%
subj.14 41 39 95.1%
subj.15 62 59 95.2%
subj.16 47 45 95.7%
subj.17 48 47 97.9%
subj.18 57 53 93%
subj.18 57 56 98.2%

Tot. 1026 986

Table 2.18: Classification for subjects: Decision tree.
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Subject Classified Congruent %

subj.1 48 42 87.5%
subj.2 49 42 85.7%
subj.3 59 58 98.3%
subj.4 61 52 85.2%
subj.5 52 50 96.1%
subj.6 55 53 96.4%
subj.7 48 46 95.8%
subj.8 56 56 100%
subj.9 52 48 92.3%
subj.10 64 60 93.7%
subj.11 55 53 96.4%
subj.12 66 59 89.4%
subj.13 49 48 98%
subj.14 41 39 95.1%
subj.15 62 54 87.1%
subj.16 47 44 93.6%
subj.17 48 44 91.7%
subj.18 57 53 93%
subj.19 57 48 84.2%

Tot. 1026 949

Table 2.19: Classification for subjects: SVM-rbf.
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Subject Classified Congruent %

subj.1 48 35 72.9%
subj.2 49 29 59.2%
subj.3 59 48 81.4%
subj.4 61 47 77%
subj.5 52 41 78.8%
subj.6 55 41 74.5%
subj.7 48 34 70.8%
subj.8 56 48 85.7%
subj.9 52 37 71.1%
subj.10 64 49 76.6%
subj.11 55 34 61.8%
subj.12 66 43 65.1%
subj.13 49 37 75.5%
subj.14 41 30 73.2%
subj.15 62 39 62.9%
subj.16 47 25 53.2%
subj.17 48 28 58.3%
subj.18 57 41 71.9%
subj.19 57 33 57.9%

Tot. 1026 719

Table 2.20: Classification for subjects: SVM-linear.
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2.10 Subjective Data: Questionnaires

Figure 2.19: The pre-questionnaire module for gaming preferences.

Questionnaires give a subjective contribution (opposite to the objective
ones given by the physiological data) to this study: they have a non-
standard format specially developed to report a complementary view for
this study, with a quantitative analysis of the player experience based on
the frequency of the closed answers.

The pre-questionnaire (Fig. 2.19) presents general information about
the subject and his gaming preferences: it results that 52.6% of subjects
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uses PCs for 2-5 hours daily and 36.8% for more than 6 hours while the
time spent to play videogames is between 4-11 and 12-24 hours per week
for this group. Interest about videogames is a lot for 84.2% of subjects and
78.9% of them has previously played an RPG one (offline or online).

Considering the gaming platforms, 68.4% prefers PC, 21% game consoles
and 10.5% mobile platforms; about technical aspects, plot is important for
84.2%, 52.6% prefers graphic, 31.6% dialogues and only 21% audio assets
(multiple answers were allowed).

Figure 2.20: The post-questionnaire module about the player experience.
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2.10.1 Post-Questionnaires

The post-questionnaire (Fig. 2.20) whose data are in Tables 2.21 and 2.22
presents closed-answer questions with only one choice allowed and has been
compiled by each subject two times (after each gaming session).

About player’s general Satisfaction, for Boredom game level 78.9% of
subjects is polarized towards low values (a little) while for the Flow one
52.6% expresses a lot, 47.4% little and nobody chooses none. This results
reflect expectations for the first level and are reasonable for the Flow one.

The proposed Allies are evaluated in Question 2: the 94.7% of subjects
dislikes the one in Boredom game level while, for the second game level
they are divided between positive and negative judgment (56.6% versus
47.4%) bringing the need to improve this aspect in the development phase.

Question 3 evaluates Dialogue satisfaction: subjects dislike them for
Boredom game level (47.4% none and 52.6% little acceptance) while, for
the Flow one is almost the opposite with 57.9% a lot and 42.1% a little.

By considering the perceived Boredom, in Question 4 subjects express
enough (52.6%) and a lot (10.5%) for Boredom game level while for the
other one 21% expresses none and 57.9% a little: this polarization confirms
the goodness of the proposed guidelines.

About the perceived Frustration, for Boredom game level subjects are
almost divided between positive and negative judgment (57.9% versus
42.1%) while in the Flow one frustration results absent or very low for
89.5% of them: by considering also Question 4 results, this emphasizes
a connection between perceived boredom and the frustration that comes
when a gamer is forced to play something that dislikes.

None A little Enough A lot

Satisfaction 2 15 - 2
Allies satisf. 10 8 - 1
Dialogues satisf. 9 10 - 0
Boredom perc. 0 7 10 2
Frustration perc. 5 6 7 1
Involvement perc. 3 11 5 0

Table 2.21: Post-questionnaires - Boredom game level
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None A little Enough A lot

Satisfaction 0 9 - 10
Allies satisf. 1 9 - 9
Dialogues satisf. 0 8 - 11
Boredom perc. 4 11 4 0
Frustration perc. 3 14 2 0
Involvement perc. 0 4 14 1

Table 2.22: Post-questionnaires - Flow game level

Question 6 treats the Involvement perceived by players, for which the
majority is polarized between negative values for Boredom game level
(73.7%) and positive for the Flow one (78.9%): this results fully confirm
the decisions taken in both design and development phases.
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Chapter 3

Interactive Tools and
Medical Image Analysis

The interest of biomedical and computer vision communities in acquisition
and analysis of epidermal images has been increased during the last decades:
the possibility to automatically classify early melanomas is investigated
because the malignant melanoma is one of the most common and dangerous
skin cancer and 100,000 new cases with over 9,000 deaths are diagnosed
every year by only considering the USA [55, 47]; in this context automated
system for fast and accurate melanoma diagnosis are well accepted, also
considering technical approaches from standard machine learning methods
up to the Convolutional Neural Networks (CNN).

In this context, a key element is the availability of user-friendly annota-
tion tools that can be used by non-IT experts to produce well-annotated
and high-quality medical data; systems that allow fast and accurate image
acquisition and lesion investigation and classification are well accepted in
the biomedical community considering that the diagnostic accuracy with
trained clinicians has reached about 75-84% (Kittler et al.[85]).

High-resolution images and their annotated data, combined with analysis
pipelines and machine learning techniques, represent the base to develop
diagnostic recommendation systems that are intelligent, automated and
proactive. Traditionally, clinical experts manually categorize and examine
printed medical images so it becomes a very time consuming task; to avoid
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this issue, advanced user-friendly annotation tools must be developed, in
order to improve the digital libraries in biomedical and related fields in size
and quality of annotated data that will be processed by machine learning
and pattern recognition techniques.

The usability of the tools, with also the assurance that their hardware
devices are medical-compliant, is a fundamental element due to user’s lack
of deep IT-skills.

3.1 Approaches to Skin Image Analysis

A complete and rich survey about lesion borders is in Celebi et al.[37];
the first step for skin inspection is the acquisition of digital images: the
main techniques involve Epiluminence Microscopy (ELM, or dermoscopy),
Transmission Electron Microscopy (TEM) and the acquisition through
standard RGB cameras (Maglogiannis et al.[102]).

In last decades, standard video devices are commonly used for skin
lesion inspection systems, in particular in the telemedicine field (Singh et
al.[140]). However, these solutions present some issues, like low camera
spatial resolution (melanoma or other skin details can be very small) and
distortions caused by the camera lenses. Moreover, variable illumination
conditions can strongly deteriorate the quality of acquisitions (Ali et al.[11]).

After the digital acquisition, the second step consists in the analysis and
investigation of the epidermal images acquired: several works in literature
have been proposed for automated epidermal image analysis, in order to
support biomedical experts; most of them are based on Computer Vision
approaches, typically combining low-level visual features representation,
image processing techniques and machine learning and pattern recognition
algorithms as in Codella et al.[47].

The work of Seidenari et al.[137] provides an overview about the finding
of melanomas by image analysis, Wighton et al.[154] present a general model
using supervised learning and MAP estimation that is capable of performing
many common tasks in automated skin lesion diagnosis; Celebi et al.[58]
treat lesion border detection with thresholding methods while Fan et al.[59]
that use saliency combined with Otsu thresholding.

The Peruch et al.[122] study faces lesion segmentation through Mimick-
ing Expert Dermatologists Segmentations (MEDS) and in Liu et al.[96] pro-
pose an unsupervised sub-segmentation technique for skin lesions. Codella et
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al.[46] manually pre-segment images, already cropped around the region of
interest, used in conjunction with hand-coded and unsupervised features to
achieve state-of-the-art results in melanoma recognition task with a dataset
of 2,000 skin images; specifically, a combination of sparse coding, deep
learning and SVM learning algorithms are exploited.

Mendonca [109] and Batara et al.[19] compare several machine learning
methods like SVMs and K-nearest neighbors (kNNs), based on color, edge
and texture descriptors while learning approaches and deep learning tech-
niques have been exploited by Schaefer et al.[135] and Rastgoo et al.[130] in
literature; the combination of hand-coded features extractors, sparse-coding
methods, HOGs and SVM (Bakheet [17]) and deep learning techniques
are also used focusing on melanoma recognition and segmentation tasks in
dermoscopy and dermatology domain [47].

In 2016 a set of challenges has been presented in the paper Skin Lesion
Analysis toward Melanoma Detection [69]: the aim is to use one of the
most complete dataset of medical images, collected by the International
Skin Imaging Collaboration (ISIC) and obtained with the aggregation of
dermoscopic datasets coming from multiple institutions, to test and evaluate
techniques for segmentation and diagnosis. The best scores in classification
and segmentation has been achieved using deep learning approaches (He et
al.[71], Long et al.[97]): the ISIC database has been exploited in Yuan [158]
with a 19-layer deep convolutional neural network while classification and
segmentation goals are achieved using CNN approaches also in Majtner [103]
and Baweja [20].

Before the ISIC challenge, the exploitation of deep learning techniques
was partially bounded by the limited size of datasets present in literature:
the amount of training data and high quality annotations are in fact key
aspects for deep learning approaches (Krizhevsky et al. [87]).
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3.2 MIMS: a Medical Image Management Sys-
tem

In Fig. 3.1 it is proposed an architecture for a heterogeneous integrated
system to store and manage medical images and the derived data.

The system core is a Digital Library which stores and organizes the
dataset acquired from extern hospital equipment: it consists of 436 dermo-
scopic skin images in standard JPEG format with a high spatial resolution
of 4000x2664 or 3000x4000 pixels. The dermatoscope is a medical device
which consists of a magnifier, a non-polarised light source and a liquid
medium between the instrument and the skin, and that allows inspection
of skin lesions avoiding surface reflections.

The mobile-oriented Annotation Tool represents the first step that has
to be designed and developed: the aim is to enable the annotation of images
by domain experts like dermatologists, allowing the storage of primitive
features 3.2 like strokes, colors and pen sizes where each color can denote
specific semantics given by dermatologists.

In this way will be possible to extract the derived features like contours,
shapes, intersections, color features and numerical values, as shown in
Figure 3.3. that can be used in the Machine Learning module that supports
a Recommendation Module for diagnosis that distinguish between benign
and malignant (melanomas) lesions. Finally, in the architecture there
are a Information Visualization module for various and dynamic data
visualization and a specific Query module to permit search facilities [10].

A consolidated standard standard for handling, storing, printing, and
transmitting information in medical imaging is the DICOM (Digital Imaging
and Communications in Medicine, ISO standard 12052:2006) of which the
National Electrical Manufacturers Association (NEMA) holds the copyright.
This standard has been widely adopted by hospitals and other physician
offices: it includes a file format definition and a network communications
protocol which uses TCP/IP to communicate between systems and enables
the integration of medical imaging devices like scanners, servers, work-
stations, printers and network hardware from different manufacturers. A
DICOM object consists of attributes (such as name, Id, datetime) with
a special one containing the pixel data: in this way the medical image
contains for example the patient ID within the file so that the image can
never be separated from this information (similarly to the JPEG format
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Figure 3.1: The proposed architecture for MIMS.

that embeds tags to describe an image).

The main goal is the retention of an annotations in the form of a new
enriched images by indexing each drawn stroke whose points correspond to
the image pixels. The organization of this data is made in form of specific
folders and file names, composed to incorporate and identify the resources
by using the annotator username with the path and the name of the original
JPEG file.

The primitive features are:

1. a new color image, featuring all the draw strokes (primitive features)

2. a binary (black and white) image for each color used to drawn the
strokes (each image assembles the strokes of the same color)

3. a text file with the features of each stroke (list of coordinate points,
color code and pen size): this file is used to rebuilt and reload a saved
annotation
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Figure 3.2: A dermoscopic skin image annotated with strokes of different
colors and width (primitive features).

3.2.1 Developing the Annotation Tool

Since the tool must be mobile-oriented, as hardware platform has been
chosen the Microsoft Surface Pro 3 (Fig. 3.4), a portable tablet device
powerful but less invasive than a modern PC that can be used in mobility
into a medical environment like an hospital. Dermatologists can annotate
with the assurance that the only strokes recognized on the touch screen are
those which come from using the specific Surface Pen, avoiding unwanted
strokes coming from touch gestures or oversight movements.

To acquire the necessary data by a large group of non-IT subjects,
several principles of usability and Human-Computer Interaction have to be
followed bearing in mind the following [139]:

• final users are domain experts that could be unfamiliar with technical
tool or data organization and analysis

• physician are usually overworked so they do not have much time to
skill themselves on externals tools

• physician and specialists like dermatologists have peculiar working
protocols and pipelines, so the tool must be non-invasive with the
aim to not impact on their daily activities
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Figure 3.3: Examples of derived feature: an automatic area (red) made by
the system and the intersection area (blue), obtained by crossing with the
one (green) constructed by a manual annotation.

• the image annotation task must be as much as possible fast and user-
friendly for a dermatologist, imitating what they would do naturally

• the medical environment has peculiar safety and security requirements
so, in addition to the software tool, the hardware introduced in this
areas must be considered

The task of annotate with a precise technological pen on a glass screen is
natural and intuitive and shows the characteristic of Affordance [64]: in the
field of psychology the term includes all actions that are physically possible
on an object or environment (like what a physician wants to performs
on a real medical printed photo). In a general way, when the concept is
applied to design and develop activities it refers to those action possibilities
that the user is aware of, also considering the available or permissible
peripherals that allow such interactions. The perceived affordance refers not
only to the user physical capabilities but also on his goals, beliefs, and past
experiences [118] so that an object (real or virtual) can naturally ’suggests’
how to interact with it.
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Figure 3.4: The Microsoft Surface Pro 3 is the hardware platform chosen
for the annotation tool that allows portability and error-free annotations.

Another usability aspect to take account is the direct manipulation that,
formally, is an interaction style in which users act on displayed objects of
interest using physical, incremental, reversible actions whose effects are
immediately visible on the screen [138]: gestures on a touch screen are to
pitch (zoom-in and zoom-out operations) and to drag (scrolling) which are
alternatives to the button widgets that are provided by the user-interface.

In his works, Shneiderman identifies several interaction style principles
applicable to this:

• continuous representation of the objects of interest: while performing
an action user can see its effects on the state of the system

• physical actions instead of complex syntax: in contrast with command-
line interfaces, actions are invoked physically via input peripherals,
visual widgets (button, menu,) and gestures.

• continuous feedback (Fig. 3.5) and reversible incremental actions: it
results easy to validate each action and fix mistakes

• rapid learning: users learn by recognition instead of remember complex
syntax commands
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Figure 3.5: Example of a feedback to avoid unwanted irreversible actions
while using a “Delete” button.

Figure 3.6: The top panel of the annotation tool (part 1): the user can save
or delete the annotations and manipulate the image display.

Figure 3.7: The top panel of the annotation tool (part 2): the user can set
the interaction and input modalities and manage the stroke features.

The interface is minimal but functional and presents two retractable
panels at the top (separated in Fig. 3.6 and 3.7) and at the right (Fig. 3.8)
part of the screen, with the aim to take full advantage of the whole screen
space. The top panel contains a set of functionalities regarding image and
annotation processing:

1. delete or store the annotation strokes on the device (Fig. 3.6)

2. manipulate the image display (zoom in/out, center on the screen,
scale adaptation) (Fig. 3.6)

3. select the input device (mouse/touch, pen or both) (Fig. 3.7)

4. select the interaction modality (draw or erase strokes on the screen)
(Fig. 3.7)

5. manage the stroke features like color and width (Fig. 3.7)
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Figure 3.8: The right panel of the annotation tool: it contains the login
module, the list of images (with a thumbnail) and the tabs that dynamically
filter them.

The right panel presents two horizontal sections: the superior one
permits the login and the exit from the application (exploiting the internal
users database that also allows the meta-data organization previously
described). The lower panel allows the image selection and loading by
showing a list with a small preview (thumbnail) of them and, if an image
has previously been annotated, a green rhombus appears next to its name).

In the previous panel there are three tabs that have a dual functionality:
they show respectively the total number of images, the number of the
annotated images and the number of the images that shall be annotated;
moreover, when the user selects one tab, a dynamic filter updates the image
preview list based on the selected preference.
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Figure 3.9: The 7-degree Likert scale used for answer to a question.

3.2.2 Experimental Survey

An evaluation was performed to test the annotation facilities and to under-
stand if the user-interface and its functionalities were easy to understand
and perform: six non-medical subjects, after a small brief on the capabilities
and the target of this tool, were encouraged to explore the tool and observed
while carrying some annotation tasks on a subset of 25 images.

After each experimentation phase, a questionnaire made by following
Human-Computer Interaction guidelines and consisting by 20 questions was
given to the subjects [99]. The evaluation for each question is given by a
7-degree ordered Likert scale as in Figure 3.9 and asks to rate the agreement
with the statements ranging from “strongly disagree” to “strongly agree”.
Questions are divided into four sections concerning Usefulness, Ease of Use,
Ease of Learning and Satisfaction.

The questionnaire considers that users evaluate primarily using the
dimensions of Usefulness, Satisfaction, and Ease of Use which are used
to discriminate between interfaces. Partial correlations calculated using
scales suggested that Ease of Use and Usefulness influence one another,
such that improvements in Ease of Use improve ratings of Usefulness and
vice-versa; while both drive to Satisfaction, the Usefulness is relatively
less important with internal systems that users are required to use. Users
are more variable in their Usefulness ratings when they have only limited
exposure to a product while, as expected from the literature, Satisfaction
is strongly related to the real usage (actual or predicted).

Questions and answers (evaluated by the frequency of votes in a Likert
scale from 1 up to 7) are reported in Table 3.1: the majority of answers
expresses positive agree as for question j (Both occasional and regular users
would like it) or question f (It is easy to use). Few low votes in interval
[3-5] considering question t (I feel I need to have it) and question k (I can
recover from mistakes quickly and easily).

In Figure 3.10 is shown a plot which summarizes and visualizes all
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↓ Question - Rating → 1 2 3 4 5 6 7

a) It gives me more control over the activities 0 0 0 0 0 3 3
b) It makes the things I want to accomplish easier 0 0 0 0 0 3 3
c) It saves me time when I use it 0 0 0 0 2 4 0
d) It meets my needs 0 0 0 1 0 4 1
e) It does everything I would expect it to d 0 0 0 0 2 1 3

f) It is easy to use 0 0 0 0 0 2 4
g) Using it is effortless 0 0 0 0 0 2 4
h) I can use it without written instructions 0 0 0 0 0 3 3
i) I don’t notice any inconsistencies as I use it 0 0 0 0 2 3 1
j) Both occasional and regular users would like it 0 0 0 0 0 1 5
k) I can recover from mistakes quickly and easily 0 0 1 0 2 1 2

l) I learned to use it quickly 0 0 0 0 0 2 4
m) I easily remember how to use it 0 0 0 0 0 2 4
n) It is easy to learn to use it 0 0 0 0 0 3 3
o) I quickly became skillful with it 0 0 0 0 0 2 4

p) I am satisfied with it 0 0 0 0 2 4 0
q) I would recommend it to a friend 0 0 0 0 0 5 1
r) It is fun to use 0 0 0 0 1 3 2
s) It works the way I want it to work 0 0 0 0 1 3 2
t) I feel I need to have it 0 0 1 1 2 0 2

Table 3.1: The Questionnaire.

the questionnaire results: it consists in an histogram featuring various
dimensions:

1. X-axis: question code

2. Y-axis: the overall score in percentage that expresses a polarization
towards a ”strongly agreement” by considering a weighted vote for
each given answer with the rating [1 up 7]

3. Color: the blue palette expresses dislike, the yellow neutrality and
the green a positive mood
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Figure 3.10: The histogram about questionnaire answers.

4. Number (into a bar): answer frequency, how many subjects answered
to the question with the same rating

5. Sub-bar: its width expresses the weight that have a specific answer
on the overall score (100% would be all subjects scoring the highest
vote of 7)

Observing the plot it becomes evident that, by considering the overall
frequencies score in percentage, for all questions subjects expresses a positive
liking mood (the height of all the bars exceeds 80%).

Since a sub-bar height is related to the liking mood, expressing a lot of
low ratings prevents that the global bar height could exceeds the one of
a question with higher scores: a notable case is the comparison between
question j and question q since they have the sub-bar with a numerousness
one the opposite of the other. By exploiting this visualization mode the
differences between the answers become evident, for example between
question g and question h: they differ for only one subject so the first bar is
higher than the second since in the second one the subject answered value

Affective and Interactive Evaluation of Multimedia Data 69



’6’ instead of ’7’ (the number ’3’ in the question g sub-bar and its clearer
color evidence a majority of frequency but a lower valence compared with
the bar of darker green color).

3.3 Extraction of Derived Features

Once the dataset has been created, it is possible to apply image processing
functions and algorithms to extract derived features like contours, shapes,
intersections, color features and numerical values, as anticipated in Fig. 3.3;
referring to the architecture of Fig. 3.1 this stage focuses on the exploit of
state-of-art reliable methods for extracting the visual features needed, also
introducing workarounds to improve results.

The main target is to manage the high-resolution image dataset and to
exploit low-level visual features with image processing pipelines and machine
learning techniques: in this way an intelligent and proactive diagnostic
system can be trained using this ground-truth for the task of segmentation,
learning how to isolate lesion areas and borders by mimiking the knowledge
of many dermatologists.

In Fig. 3.11-a there is a dermoscopic image where a dermatologist
annotated the principal lesion contour (red color): the primitive meta-data
directly extracted by the tool is in Fig. 3.11-b: the annotation will be used
to evaluate how many lesion pixels are automatically detected by the system
but, before this, a pre-processing phase is necessary to remove the thick
hairs since these artifacts influence shape and contour extraction [162].

(a) Dermoscopic annotated skin lesion. (b) Extracted annotation
pixels (primitive feature).

Figure 3.11: An annotated image with its primitive features.
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3.3.1 Pre-processing: Thick Hair Removing

To accomplish the task it has been reworked the DullRazor [8] pipeline
consisting of:

1. Detection step that locates into an RGB image the slender and
elongated structures that resemble the hairs on the skin by making
an hair pixel mask

2. Replacement step that replaces each retrieved hair pixel with the
interpolation of two lateral pixels chosen from a line segment built on
a straight direction

The software will be developed in C++ to reach best performances; the
Detection phase exploits the generalized grayscale morphological closing
operation Gc: for each color channel c (Red-Green-Blue) the operator
makes a set of morphologic closing by using different kernels with the aim
to compare (by choosing the highest value cp), for each pixel, which kernel
better approximates a potential hair shape.

The value of G c for each pixel p is calculated as:

∀c ∈ r, g, b, ∀p,Gc = |bc(p)−max(cp)| (3.1)

where bc(p) is the actual image pixel value and cp measures how many
pixels of the kernel are verified as hair structure for an image pixel p.

The kernel represents a sort of ’skeleton’ that reconstructs pixel-to-pixel
the hair shape (elongated, slight, weakly curvilinear) on the kernel-closed
image and so the kernel structure is a very critical variable; it have been
used four kernels for each of the possible directions (11 pixels horizontal at
0◦/180◦, 11 pixels vertical at 90◦/270◦, 9 pixels oblique at 45◦/225◦ and
9 pixels oblique at 135◦/315◦ ) from which a potential hair could spread
from a single pixel (located et the center of the kernel).

The final hair mask Mh is the union of the resulting pixel masks is

Mh = Mr ∪Mg ∪Mb (3.2)

where each mask is obtained by a threshold on the generalized closing
operator value previously calculated for each pixel.

Before the Replacement phase it must be verified that each candidate
hair pixel belongs to a valid thick and long structure so, for each direction
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Figure 3.12: The output thick hairs mask (Mh) for the image in Fig. 3.11.

previously described, a path is built having the pixel at the center until
the non-hair regions are reached. The longest path is used to take the
two interpolation pixels, selected on both the sides, perpendicular to the
directions, at a fixed distance from the hair structure borders.

This pipeline is greatly affected by the variables used at each step, for
example the kernel shape, the Gc threshold for the hair masks and the
distance for the choose of the interpolation pixels.

3.3.2 Skin Lesion Detection

After removing the most of hairs, it is possible to design methods for the
skin lesion segmentation by exploiting standard image processing techniques
in a fine-tuned work pipelines that filters and refines results:

1. Thresholding pipeline with pixel mask

2. Color Clustering pipeline with pixel mask and cluster tolerance

By considering the peculiar structure of a dermoscopic image, a binary
mask M0 (Fig. 3.13-a) is built with a morphologic erosion on the original
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(a) External black frame mask (M0). (b) Threshold with mask

(c) Threshold with mask,
hairs removed.

Figure 3.13: Thresholding pipeline with pixel mask.

blurred image (kernel size 201x201) with the aim to approximate the large
black frame which surrounds the bright circular skin that contains the lesion.
The Thresholding pipeline uses the Otsu algorithm calculated considering
only the pixels not in M0 (Fig. 3.13-b); to reach better performance it must
be considered that it is enough “to break” the hair structures so that it
becomes harder to create wrong closed paths: Fig. 3.13-c shows the pixels
of the thresholded lesion when hairs have been removed (for future tests
and comparisons pixels are in red color).

The Color clustering pipeline is based on the K-nearest neighbors clus-
tering (kNNs) on pixel colors that iteratively measures a distance according
one or more features (for example the RGB value) on objects mapped in a
n-dimensional feature space; the algorithm randomly chooses k centroids
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(a) First step, random
centroids.

(b) Second step, new
distances.

(c) Third step, conver-
gence.

Figure 3.14: Example of iterative clustering (k = 3).

and calculates the distances from each object of the dataset: in this way
each of them will be labeled the same as the closer centroid giving origin
to the first k clusters. Next it is calculate the average of all the objects
of each cluster, and the point that represents this value becomes the new
centroid of the cluster, leading to repeat the distance evaluation process
until the convergence with the aim to build more compact and accurate
clusters (Fig. 3.14).

For this clustering pipeline it is needed an heuristic to differentiate if a
cluster belongs to the bright skin or to the lesion skin by assign the label
skin or lesion to each cluster; moreover it must be considered that a cluster
can easily intersect the two area types (some pixels on the lesion and others
on the skin) especially on the borders. To deal with this ambiguity a pixel
toleration area is developed: it exploits a further morphologic closing and
erosion on the thresholded image by using two different kernels to obtain
an enlarged mask that builds “safety areas” around the lesion borders (side
effects are that scattered hair pixels are removed but groups of them may
be enlarged).

The algorithm is computed using OpenCV functions and, as seen for the
threshold pipeline, by only considering pixels not in M0 mask; the number
of clusters (K=10) has been chosen empirically after a set of experimental
sessions. Moreover the enlarged pixel mask in Fig. 3.15-a has been divided
into two sub-masks M1 and M2: the first represents the largest connected
component that from now will replace M0, while M2 is the second largest
connected component thar approximates the tolerance area for the central
lesion pattern and that must contain the bigger and uniform cluster.
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(a) The pixel toleration
areas: M1 (black frame)
and M2 (central).

(b) Final lesion global
cluster, no hairs removed.

(c) Final lesion global
cluster, hairs removed.

Figure 3.15: Color clustering pipeline.

For each color cluster are counted the pixels considered ’skin’ or ’lesion’
by using the M2 masks so if a cluster has more than 10% of its pixels out
from this tolerance area it will be considered as simple skin (all of its pixels
labeled ’skin’). It must be noticed that M1 must necessarily be used to
exclude clusters that compose the concentric halo near the border between
the bright skin and the black frame.

Examples of the global color cluster consisting by all the pixels labeled
’lesion’ are in Fig. 3.15-b and Fig. 3.15-c respectively for the original image
and for the one with hairs removed (for the future comparisons the pixels
are in red color).
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(a) Well-detailed lesion, average hair
presence.

(b) Nuanced lesion, massive hair
presence.

Figure 3.16: Examples of hard dermoscopic images.

3.3.3 Experimental Study

To test which of the proposed segmentation pipelines reaches the best
performance, from the dataset is built a group of hard images where lesions
differ from each other for size, colors, patterns, type (pigmented or not)
and moreover for the presence of thick hairs at various sizes (Fig. 3.16).

Each of the 17 chosen images are differentiated in ’original’ version
(Dataset 1) and ’hair removed’ version (Dataset 2) for a total of 34 images.
The experiment has a within-subjects design with two treatments:

1. Dataset 1 - Threshold pipeline

2. Dataset 2 - Threshold pipeline

3. Dataset 1 - Color clustering pipeline

4. Dataset 2 - Color clustering pipeline

From the manual annotation it is extracted a green labeled area whose
pixels must be considered as a lesion ground truth (Fig. 3.17-a). For
each image in the datasets can be considered the resulting labeled pixels
(previously seen in red color) coming from the two pipelines and intersect
them with the ground-truth area to calculate measures like Precision, Recall,
f1-score and Accuracy.

To compute the four measures we consider as global goodness of seg-
mentation the value coming from the sum of the pixel of each classification,
for each image of the dataset.
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(a) Area derived from the manual
annotation (ground truth).

(b) Intersection of annotations for
comparison.

Figure 3.17: The annotation comparison.

An example of the comparison between the ground-truth and the
Threshold pipeline (Fig. 3.15-b) is depicted in Fig. 3.17-b:

• true positives (TP): blue pixels (pixel intersection)

• false positives (FP): red pixel (that not intersect the green ones)

• false negatives (FN): green pixels (that not intersect the red ones)

• true negatives (TN): all the remaining black pixels

The metrics involved in the pixel comparison are:

• Precision = TP
TP+FP

• Recall = TP
TP+FN

• f1-score = 2 ∗ Precision∗Recall
Precision+Recall

• Accuracy = TP+TN
TP+TN+FP+FN

Experimental results are in Tables 3.2 and 3.3 for the Threshold (Otsu)
pipeline while Tables 3.4 and 3.5 shows results for the Color Clustering
pipeline; it must be noticed that due to the peculiar image template and
its size (pixel number) the Accuracy metric does not results significant, in
fact the True Negative pixels (TN) represent the largest area (as the black
frame) that is excluded for pixel comparison during the pipelines.

The results comparison between the two pipelines on each dataset
evidences the detection improvement coming from the Color clustering
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Image TP FP FN TN

9001 2 217579 68714 33936 10335771
9012 2 70030 96724 2253 10486993
9013 3 364014 71399 14687 10205900
9017 2 87322 120510 5082 10443086
9030 2 296949 165099 3822 10190130
9051 2 7570 130537 219452 10298441
9067 2 106601 138285 10404 10400710
9084 2 52677 84071 3436 11859816
9108 2 214603 208246 1024 11576127
9110 2 176420 124390 12708 11686482
9112a 2 59915 47201 9617 11883267
9121 2 77964 41491 6187 11874358
9131 2 43994 109632 11788 11834586
9143 2 97002 113956 1150 11787892
9149 2 109552 61622 80655 11748171
9178a 2 645856 69300 71720 11213124
9190 2 818771 21707 82220 11077302

Tot. 3446819 1672884 570141 188902156
Precision (global) 0.67

Recall (global) 0.86
f1-score (global) 0.75

Accuracy (global) 0.99

Table 3.2: Results: Threshold pipeline - Dataset 1 (original).

especially in terms of the Precision metric, in fact it increases from 67% to
94% for the dataset 1 and from 73% to 94% for the second one.

Also examining results between the two dataset for each pipeline we
notice that all metrics always improve; only for the second dataset in Color
Clustering pipeline, the Precision remains unchanged but Recall increases
significantly: this demonstrates the need of hair removing treatment before
each pipeline. The f1-score metric provides the best interpretation of the
results: it increases in the threshold pipeline (from 75% for dataset 1 to 79%
for dataset 2) and in the Color clustering pipeline (from 79% for dataset 1
to 83% for dataset 2) and, as it is evident, it is always better for the second
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Image TP FP FN TN

9001 2 220376 43680 31139 10360805
9012 2 69964 80068 2319 10503649
9013 3 364010 66414 14691 10210885
9017 2 88283 106019 4121 10457577
9030 2 297509 73515 3262 10281714
9051 2 54816 129842 172206 10299136
9067 2 107926 116745 9079 10422250
9084 2 52832 57024 3281 11886863
9108 2 214525 158533 1102 11625840
9110 2 175242 92636 13886 11718236
9112a 2 59604 31391 9928 11899077
9121 2 77764 42813 6387 11873036
9131 2 44603 96025 11179 11848193
9143 2 96999 110616 1153 11791232
9149 2 114513 47094 75694 11762699
9178a 2 648944 36962 68632 11245462
9190 2 816557 8327 84434 11090682

Tot. 3504467 1297704 512493 189277336
Precision (global) 0.73

Recall (global) 0.87
f1-score (global) 0.79

Accuracy (global) 0.99

Table 3.3: Results: Threshold pipeline - Dataset 2 (hair removed).

pipeline at the dataset equality. Finally it must be considered that as
previously explained we are considering images having highly characterized
features that represents only a small part of the complete dataset.
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Image TP FP FN TN

9001 2 126582 3625 111980 10413813
9012 2 38998 3192 25896 10587914
9013 3 299399 14928 64596 10277077
9017 2 0 0 84975 10571025
9030 2 116308 15577 170264 10353851
9051 2 0 0 215597 10440403
9067 2 88896 19563 19617 10527924
9084 2 0 0 50833 11949167
9108 2 190647 38220 10254 11760879
9110 2 133860 14066 44867 11807207
9112a 2 20617 1455 41831 11936097
9121 2 56131 739 20949 11922181
9131 2 0 0 49121 11950879
9143 2 86348 20269 3693 11889690
9149 2 82926 6518 97343 11813213
9178a 2 499044 17268 195287 11288401
9190 2 736431 7393 141939 11114237

Tot. 2476187 162813 1349042 190603958
Precision (global) 0.94

Recall (global) 0.65
f1-score (global) 0.77

Accuracy (global) 0.99

Table 3.4: Results: Color Clustering pipeline - Dataset 1 (original).



Image TP FP FN TN

9001 2 183634 6196 54928 10411242
9012 2 57091 1600 7803 10589506
9013 3 299163 10266 64832 10281739
9017 2 59410 1423 25565 10569602
9030 2 278039 24196 8533 10345232
9051 2 0 0 215597 10440403
9067 2 82996 17204 25517 10530283
9084 2 30803 1022 20030 11948145
9108 2 198896 94849 2005 11704250
9110 2 156684 30981 22043 11790292
9112a 2 28484 120 33964 11937432
9121 2 56452 491 20628 11922429
9131 2 23825 3110 25296 11947769
9143 2 87097 21348 2944 11888611
9149 2 80332 268 99937 11819463
9178a 2 520811 3489 173520 11302180
9190 2 736402 1201 141968 11120429

Tot. 2880119 217764 945110 190549007
Precision (global) 0.93

Recall (global) 0.75
f1-score (global) 0.83

Accuracy (global) 0.99

Table 3.5: Results: Color Clustering pipeline - Dataset 2 (hairs removed).





Chapter 4

Deep Learning for Skin
Lesion Segmentation

As told in previously, the introduction of Convolutional Neural Networks
(CNNs) with the deep learning approach have shown stunning results in
computer vision and image classification topics: in 2012 Krizhevskys et
al. [88] proposed AlexNet, a CNN used for the first time for image classific-
ation with which they won the ImageNet Large Scale Visual Recognition
Challenge (ILSVRC) while, in 2014, Fully Convolutional Networks (FCN)
were first used by Long et al. [97] to perform end-to-end segmentation of
natural images by observing that the fully connected layers in a classific-
ation network can be viewed as convolutions with kernels that cover the
entire input region.

Deep learning can learn sets of high level features from low level ones
and gain high accuracy for classification applications without the need for
extracting handcrafted features: the main goal consists in providing a very
large number of labeled samples as a ground-truth to perform supervised
learning by exploiting the architecture (layers, weights, neurons) and the
operators (filter, pooling, ..) by choosing the appropriate parameter values.

In Cap. 3 have been introduced technical workarounds to create a ground-
truth dataset: since an input image contains both healthy (normal skin)
and lesion parts, in the the training of a CNN can be exploited segmentation
masks as that produced by the two working pipelines previously proposed.
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The deep learning approach takes advantage of a set of convolve-filters
that can analyze various structures in the input images, from which the
network automatically extracts visual and structural features consisting in
some general patterns.

The general patterns that hopefully a lesion segmentation network has to
automatically learn are that used by dermatologists for the classification of
skin lesions: the most important are that coming from the Pattern-Texture
Analysis and the ABCD Rule that investigates [102]:

1. Asymmetry: the lesion is bisected by two axes that are positioned to
produce the lowest asymmetry possible with respect to a point under
one or more axes

2. Border: the lesion is examined if there is a sharp, abrupt cutoff of
pigment pattern at the periphery of the lesion or a gradual, indistinct
cutoff

3. Color: color properties inside the lesion are examined and the number
of colors present is determined

4. Differential structures: the structural components like pigment net-
work, dots, globules, structureless areas

4.1 The Architecture of (Deep) CNNs

Deep Convolutional Neural Networks (ConvNets or CNN) are very similar
to ordinary Neural Networks where layers are modeled as collections of
neurons (Fig. 4.1-a) that have learnable weights and biases and are linked
in an acyclic graph (Fig. 4.1-a) where into a single layer they do not
share any connection [6]. Layers receive some inputs and transform them
performing dot products optionally followed by a non-linear activation
function: while the whole network expresses a single differentiable score
function, the weights values are updated through back-propagation, a way of
computing gradients of expressions through recursive application of chain
rule to minimize a qualitative metric called loss function.

A CNN makes the explicit assumption that inputs are images and so
it is possible to encode certain properties that mitigate the parameters
number and the complexity (Fig. 4.2); unlike regular Neural Networks
in fact, the layers have neurons arranged in 3 dimensions (width, height,
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(a) In regular NN a single neuron
can implement a binary classifier
performing dot products.

(b) NN are modeled as layers of neurons
that receives inputs and transforms it
through learnable weights and biases.

Figure 4.1: A brain-analogous neuron scheme and a regular Neural Network.

Figure 4.2: A ConvNet arranges its neurons in three dimensional layers
that transform each 3D input volume into an output 3D volume.

depth) that are only connected to a small region of the layer before them:
when dealing with high-dimensional inputs in fact, it is impractical to have
all the neurons in a fully-connected way and so CNN layers implement a
local connectivity that filters the input using a kernel that defines a sliding
pixel window called receptive field.

The most common form of a ConvNet architecture stacks several convolve
layers and pooling layers with a fully connected layer as the last one,
repeating this pattern until the input image has been merged spatially
to a small size. Each convolve layer is followed by a pooling one that
operates independently on every depth slice of the input and performs
a downsampling operation along the spatial dimensions (width, height)
reducing the size of the output feature map: in this way the resized image
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Figure 4.3: A scheme pf how the convolve and pooling layers work.

keeps some general patterns and also highlights new ones.
The use of local filters rests on the Parameter sharing scheme that

reduces the net parameters by making the assumption that if one feature
is useful to compute at some input spatial position, then it should also be
useful to compute at a different position.

The hyper-parameters that control a conv. layer are:

• depth: the number of filters used

• stride: with which the filter slides on the input image

• zero-padding: allows to control the spatial size of the output by pad
the input with zeros around the border

The scheme in Fig. 4.3 shows how the main layers work [114]:

1. input: the first layer consists of an image of 188x188 pixel size with
3 color channels (in that way result 3 input images, one for each
channel)

2. conv. layer: uses 20 filters with a 5x5 kernel that extend through the
full depth of the input, from the first input rise 20 new activation
maps with the same size of the original
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3. pool layer: uses a 4x4 kernel to reduce the size of each input image
while the MaxPool operator takes the maximum pixel value in the
kernel window: in this example the output image becomes 1/4 of the
original (no lost pixels since there is no border padding)

Moreover there are also other types of layer to consider:

• fully-connected layer: as in regular Neural Networks neurons between
two adjacent layers have full connections with that of the previous
layer and their activations are computed with a matrix multiplication
followed by a bias offset; in a CNN it computes the class scores and
has a [1x1xC] size, where C is the number of the output class scores

• dropout layer: at each training stage, individual nodes are dropped
out of the network with a certain probability improving the network
ability to generalize and avoiding the overfitting

• activation layer: usually follows conv. and fully-connected layers and
applies an elementwise non-linear activation functions (Sigmoid, Tanh,
ReLU, ...) that enhance the network expression capability

It is remarkable that for the convolution operation the backward pass
(for both the data and the weights) is also a convolution but with spatially-
flipped filters while for the pooling layers the backpropagation has a simple
interpretation as only routing the gradient to the input that had the highest
value in the forward pass; moreover while conv. and fully-connected layers
perform transformations that are function of not only the activations in the
input but also of the parameters (the weights and biases of the neurons),
the activation and pooling layers implement a fixed function.

An advantage in using CNNs is the reuse of their specialized architectures
to reach similar goals as done for example with AlexNet that, despite being
originally created for real world images, in Majtner et al.[103] has been
adapted for melanoma recognition; moreover, if the train dataset is almost
similar with the original it is possible to reuse also the weights, considering
the net as a pre-trained CNN in which update its weight values calculating
new gradients by passing the new images.
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Figure 4.4: SegNet is one of the first architectures with an encoder network
followed by a decoder one.

4.2 DeepLab as Segmentation Architecture

Unlike the classification goal, where the only end result of a CNN is
the global class presence probability, a general semantic segmentation
architecture results more complex since it is constituted by two main parts:
an encoder network followed by a decoder network (a clarifying scheme is
in Fig. 4.4 [16]).

An encoder is usually a pre-trained classification network like Oxford’s
Visual Geometry Group net (VGGNet) [95] or Residual Network(ResNet) [72],
followed by a decoder network that is the part where each architecture
differs since its goal is to semantically project the discriminative features
(lower resolution) learned by the encoder onto the pixel space (higher
resolution) to obtain a dense classification.

Pooling operations are useful to increase the field of view of a filter
reducing the feature map resolution but have the side effect of losing
spatial information (where output features are located) so it is needed a
mechanism to recover the information lost; different architectures employ
different mechanisms (skip connections, pyramid pooling etc) as a part of
the decoding phase, which eventually turns into the goal of learning to
execute an interpolation function.

ResNet-101 is a classification CNN with 101 layers divided into four
groups and constitutes the pre-trained network encoder of DeepLab V2 [42,
41]: its architecture is an evolution of VGG, in fact the second step is the
new main module while the first, third and fourth steps remain the same.

The VGG architecture (Fig. 4.5) consists of a sequence of five main
groups (plus one fully-connected layer as output) where adjacent groups
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Figure 4.5: The scheme of VGG-16 from which comes ResNet, the encoder
network of the DeepLab architecture.

are connected via max-pooling layers: it only performs 3x3 convolutions
and 2x2 pooling from the beginning to the end and each group contains a
series of learnable conv. layers and their total amount could be 11, 13, 16,
or 19 depending on their number in each group (in ResNet their number
is different since the network depth could be 50, 101 or 152 and also are
missed fully connected layers at the end of the network).

DeepLab architecture exploits a different approach from the encoder-
decoder one, in fact instead of using upsampling and deconvolutional layers
introduces innovative aspects like:

1. atrous/dilated convolutions (filters with spaces between each cell)

2. atrous spatial pyramid pooling (ASPP)

3. fully-connected Conditional Random Fields (CRF)

The problem of the reduced spatial resolution when using pooling layers
is approached with the atrous convolution (the term is a shorthand for
convolution with upsampled filters), originally developed for the efficient
computation of the wavelet transform in the “algorithme a trous”; unlike
the deconvolutional approach, the proposed one converts image classifica-
tion networks into dense feature extractors by removing the downsampling
operator from the last few max pooling layers and from subsequent con-
volutional layers by introducing a upsampling method that inserts holes
(trous in French). The method offers an efficient mechanism to find the best
trade-off between accurate localization (small field-of-view) and context
assimilation (large field-of-view) allowing to compute the responses of any
layer at any desirable resolution: the resulting feature maps computed at
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Figure 4.6: To classify the center pixel ASPP exploits multi-scale features
by employing multiple parallel filters with different rates.

a higher sampling rate appear more dense, leading to effectively enlarge
the filters field of view without increasing the number of parameters or the
amount of computation.

Deep CNNs have the remarkable ability to implicitly manage the exist-
ence of objects at multiple scales by using training datasets that contain
rescaled versions of the same image and then aggregating the score maps.
To handle the scale variability in semantic segmentation DeepLab intro-
duces the ASPP technique (Fig. 4.6), a computationally efficient scheme of
resampling a feature layer at multiple rates prior to convolution by using
multiple parallel atrous layers with different sampling rates; the features
extracted for each sampling rate are then further processed in separate
branches and fused to generate the final result.

The third improvement relates to the fact that an object classifier
requires invariance to spatial transformations but, although score maps
can predict the presence and rough position of objects, they cannot really
delineate their borders. To address the spatial accuracy challenge the
architecture employs CRFs: with the aim to overcome the limitations of
short-range CRFs used to smooth noisy segmentation maps, DeepLab boost
its ability to capture fine details by employing a fully connected Conditional
Random Field model, that leads to fine-grained localization accuracy by
recovering object boundaries at a level of detail that is well beyond the
reach of existing methods.
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4.2.1 The International Skin Imaging Collaboration
(ISIC) project

The International Skin Imaging Collaboration (ISIC) has begun to ag-
gregate a large-scale publicly accessible dataset of dermoscopy images and
currently the dataset contains more than 20,000 images from leading clin-
ical centers internationally, acquired from a variety of devices [69]. The
images are screened for both privacy and quality and the associated clinical
metadata has also been vetted by recognized melanoma experts; broad and
international participation ensures that the dataset contains a clinically
representative distribution.

The ISIC dataset was the foundation for the first public benchmark
challenge on dermoscopic image analysis in 2016: the goal of the challenge
was to develop automated melanoma diagnosis algorithms across 3 parts
of lesion analysis: 1) lesion segmentation, 2) lesion feature detection (4
classes) and 3) lesion classification (3 classes).

The metrics considered for the evaluation of the segmentation task are:

• Pixel-level Sensitivity (Recall) = TP
TP+FN

• Accuracy = TP+TN
TP+TN+FP+FN

• Pixel-level Specificity = TN
TN+FP

• Dice Coefficient = 2∗TP
2∗TP+FP+FN

• Jaccard Index = TP
TP+FP+FN

For the segmentation task participants have to submit automated pre-
dictions of lesion segmentations from dermoscopic images in the form of
binary masks: the training data include the original image with the manual
annotation made by an expert that defines the lesion boundaries where the
pixel value of 255 denotes the lesion area and the value 0 is normal skin.

In 2017 the top ranked participant achieved a Jaccard Index of 0.765,
an Accuracy of 93.4 and a Dice coefficient of 0.849, using fully CNN and
deep learning approaches; from the segmentation results emerges that the
average Jaccard Index may not accurately reflect the number of images
where automated segmentation falls outside an inter-observer variability
so this metric could be adjusted by either using multiple segmentations
per image to determine a failure threshold or by choosing a fixed threshold
based on measurements.
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4.2.2 Designing an Experimental Environment

Since all of the DeepLab code is publicly available and moreover, since it sets
new state-of-art at the Pascal VOC-2012 semantic image segmentation task
(79.7%) and advances the results with Pascal-Context, Pascal-Person-Part,
and Cityscapes datasets, it can be considered to exploit the medical image
segmentation goal. The fully convolutional structure has been adapted and
executed using the Keras framework with Theano as backend [4] but the
original 21 output classes must be reduced to 2 (binary pixel classification
as lesion or skin); moreover, since the goal is similar but the training dataset
and the output classes are very different from the originals, the architecture
can be maintained but its weight values should be retrained from scratch.

As seen in [47] to design a good experiment the ISIC training data
must be split into two partitions of 2000 for training and 150 for validation,
so that the network parameters can be trained on the 90% and the loss
function computed on the remaining while the test dataset consists in
further 600 images.

The network is trained with a categorical cross-entropy loss function
and the output represents a binary decision for each pixel classified as 255
or 0; three optimizers are available (Adam, SGD and RMSProp) while the
learning rate and the momentum have to be adjusted from their initial
starting values to 0.001 and 0.9 respectively during the training.

Since the dimensions of the original images are very large and due to
computational performances, they are resized to 128x128 pixels and the
output to 16x16; it is known that to reach best results with deep learning
approaches a large number of training samples is needed, so it is performed
a phase of data augmentation: for each original image there are 7 new ones,
increasing the original dataset from 2000 to 160000.

On each original image are performed the following operations:

• one random flip, choosing between vertical, horizontal or both axes

• three random rotations, choosing angles in the set A={15, 30, 45, 60,
75, 90}

• three random rotations of the flipped image, choosing angles in the
set A={15, 30, 45, 60, 75, 90}
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Chapter 5

Serious Gaming and
Medical Image Analysis

The Gamification process consists in the application of game-design elements
and principles in non-game contexts [75]: it uses the game mechanics to
improve skills and knowledge of a subject, also enhancing its engagement
and excitement while performing a task that usually does not provides
them. Referring to the Cśıkszentmihályi [53, 113] and Chen [40] studies
(seen in Cap. 2) the sense of fun is strictly connected with the Flow theory
characterized by the constant steady and balance between the challenge
offered to gamers and the skills developed while facing them.

An Exergame identifies games that are also a form of exercise and
involves the creation of a context in which the subject can use certain tools
to replicate a series of real movements or tasks: they are used to counteract
a sedentary activity, medical rehabilitation and promoting an active lifestyle
and they are designed to provide immediate feedback to the player with
the possibility of monitoring behaviors and biological parameters.

With the gamification technique it is possible to develop serious games
which are games designed not only for the pure entertainment: this game
genre is focused on the simulation feature with pedagogical purpose, by
exploiting fun and competition while used in environments like defense,
education [13], scientific exploration, health care [54], emergency manage-
ment [27], city politics [101, 14, 24].
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The aim of this chapter is to apply the gamification process to the task
introduced in Cap. 3 that represents one of the main activity in the daily
work of dermatologists with which they make diagnoses and comparisons:
the medical image annotation.

5.1 The Gamification Process

The idea to develop the serious (video)game “Annote” for medical teaching
(taking also inspiration from exergames) comes from the previous works done
for the development of the tool seen in Fig. 3.4, Cap. 3 and used by academic
dermatologists to annotate skin lesion images and build the ground-truth
for MIMS (Fig. 3.1, Cap. 3). During a preliminary test session, senior
dermatologists and academic interns expressed interest towards innovative
learning methods like serious gaming.

Referring to the Flow concept explained in Cap. 2 and revised by
Chen [40], a videogame as an interactive multimedia can be considered
composed by two essential parts:

1. content: the soul of a videogame, a specific experience to convey
which it has been designed

2. system: the body of a video game, the interactive software structure
that, exploiting also hardware devices, communicates the content to
the players through visuals, audio and interactions

The affective state of Flow clearly requires a balance and harmony of
the two parts: the content can make special a videogame by intriguing
and involving the player, but when the system part is very well-designed it
already includes mechanics that naturally induce Flow since any content
becomes rewarding; this explains why people prefer certain games more
than other games and how they become addicted towards them, from the
simplicity of Tetris to the complexity of Civilization.

All the previous theoretical considerations find a practical aspect in
the survey of Hamari et al.[70] that presents ten motivational affordances
tested on gamification empirical studies which can guide the design of this
serious game (for need of reading, this principles will be referred with the
prefix of “h” referring to the author of the mentioned work):
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• h1) Score points

• h2) Leaderboard

• h3) Achievements

• h4) Levels

• h5) Challenge

• h6) Plot story/Theme

• h7) Goals

• h8) Feedback

• h9) Rewards

• h10) Progress

The work of Coltell et al.[48] takes up the previous aspects (also there
principles have the prefix of “c” referring to the author) and adds:

• c1) Rules

• c2) Safety

• c3) Interaction

• c4) People

• c5) Fantasy

• c6) Exploration

The game objects is the act of ’draw strokes’ and involves the right
use of interactive tools: the repetitiveness results a learning element that,
differently from commercial videogames, reinforces behavior change and a
progression of the player performances [147, 30].

The principles h8, c1, c2, c3 and c6 are met by considering the client-
server architecture in Fig. 5.1 (for safety and privacy of data), the interactive
tools (interaction) and the user-interface (feedback, rules); moreover there is
also a separate section with a non-interactive tutorial to learn the interface
interactions and the aim of the game. An imaginative story (h6, c5, h7)
results hard to introduce if not with the plot of a survival mission like
“Save as many lives as you can” or with goals as “Reach/Surpass the points
of a colleague” and “Annotate X lesions spending only Y time”.

The main types of challenge offered by the game (c1, h5, h7, h10) are:

1. border challenge (precision): the player has to draw a lesion bor-
der annotation that imitates the ’official’ one (ground-truth) also
considering the completion of already begun strokes

2. structures challenge (recognition): the player has to annotate not
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Figure 5.1: The Annote system architecture.

lesion borders but groups of skin textures, clues and lesion patterns
(lines, circles, reticles, ...)

3. time challenge (pressure): a variant of the previous two where the
player must annotate respecting a flowing timer for each image

4. lesion classification (quiz): the player looks an image and gives a
diagnosis on the severity of a lesion by choosing from a ranked set
(Likert scale)

It must be noticed that the ground-truth has been previously made
for MIMS by the academics (or by the automatic algorithms used) so this
guarantees the quality and the reliability of an annotation chosen for a
gaming pixel comparison.

The variety of the game (h4, h5, h7, h10) is also given by the difficulty
modes that can be proposed:

• the type and amount of images chosen by the teacher for a gaming
session

• the activation of aid/impediment features

To expand and diversify the gameplay, forms of rewards are introduced
(h1, h2, h3, h5, h10, c4):
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• power-up or penalty: they grant or steal resources to the player (time,
points), enable/disable features like the available tools (zoom, stroke
width/color) or their performances (resolution/sharpness/size of the
displayed image, mouse/pen speed)

• points and leaderboard: a centralized classification which emphasizes
the desire to improve gaming (and learning) performances between
students [107]; it also permits to know who are the other players/op-
ponents

• personal profile: customizable, summarizes player informations and
its gaming history

• badges and achievements: they are “titles” that appear in the player
profile and in the leaderboard screen, depending by the number of
accomplished tasks and by the amount of gained points

5.2 Developing the Annote prototype

This videogame allows to draw strokes on a dermoscopic image using
different colors (8 choices) and pen sizes (4 choices); as previously seen, the
dataset consists of 436 dermoscopic images in standard JPEG format with
a resolution of 4000x2664 or 3000x4000 pixels used for the MIMS project.

Large part of design and technology is in common with the original
annotation tool and the use of the .NET Framework (ASP.NET with C#
the server side, XHTML with Javascript the client side) allows to neglect
the problem of the input mode: since the client module reaches the server
one by a standard web connection it is possible to interact with the Surface
Pen if the client runs on a Surface device or with mouse/touch otherwise.

The Medical Image Management System interfaces with the game server
using web services which allow communication between heterogeneous
technologies; the game client permits the interaction with the user interface
exploiting dynamic events and AJAX requests.

To create a gaming task, the following must be set:
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• list of activated power-up(s)

• points assigned for the goal

• list of images to annotate

• type of challenge

• time (if expected)

All gaming interactions and stroke collections are managed locally on
the client and the data exchange with the server is limited to minimize the
network resources and to separate the management of data and algorithms
from the gaming module used by students to learn and to experiment on
real medical data (that result protected for the privacy).

The exchanged data are:

• original image (input)

• strokes (input/output)

• events (input/output)

• textual settings (input):
points, time, task messages

The Annote server manages data about points and achievements of
the registered students with the User data and stats. module, the game
data repository stores the settings of each gaming task while the game
algorithms module performs evaluations (for example comparing an ’official
ground-truth’ annotations with that made by the player); it must be noticed
that at each original dermoscopic image is associated a list of annotations
that can be retrieved by the game algorithms.

At this stage, the game prototype lacks some advanced features and has
a limited number of events and gaming tasks; the user interface is divided
into three main sections (Fig. 5.2 and 5.3):

• upper section: shows the player profile (photo, nickname, points,
badges, ...)

• middle section: tools to manage the image (Adapt, Center, Zoom)
and to change the interaction mode (Erase or Draw) or the stroke
features (color/width selection, annotation deleting)
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Figure 5.2: The user interface during a gaming session.

• lower-left section: shows the main skin image with the superimposed
strokes

• lower-right section: represents the interactive section of the game, in
fact shows points and time (for time challenges), the setting of the
task and the interactive messages occurred during the gaming session;
moreover there are three buttons to commit, reload or change the
gaming session

At the beginning of a game session, an XML configuration file is send
by the server Game data module to set up the user interface (for example
to enable/disable buttons and widgets, instantiate the timer, load the
image or draw default strokes). To manage game dynamics like power-up
or the increasing difficulty, the game client implements a simple event
manager that sends asynchronous messages to the server which in turn
raises appropriate counter-events: for example, the end of the time involves
a game failure, a zoom event will enable/disable the corresponding buttons,
a time X event will increase/decrease the timer by X seconds, a speed X
event will increase/decrease the mouse/pen speed by an amount of X.
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(a) The task section. (b) The player profile.

Figure 5.3: Sections of the User Interface.

When a student commits his work, the Game algorithms server module
computes the corresponding rewards and updates the total points of the
player in the leaderboard rank of the registered gamers. As seen before, the
reward for a task is calculated with a pixel comparison between annotations:
the first is that made by the player while the second is that selected by
the system from MIMS; the evaluation metric used is the f1-score that, as
seen in Cap. 3, results to be the most suitable to compare the dermoscopic
annotations constituted by pixel masks.
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Chapter 6

Conclusions

In this thesis has been presented a wide view about the affective ludology
combining theory with practice by introducing data analysis strategies
for sensor devices and interactive multimedia; after that has been faced
the topic about dermoscopic image segmentation and management that,
nowadays, is reaching a lot of interest in the fields of image processing,
computer vision and specially machine learning.

The study about affective ludology seen in Cap. 2 presents an organic
and progressive review to give a complete view of the topic spreading from
an historical introduction with the definition of terms and theories until
the formalization and deployment of the affective game levels.

It has been proposed and tested an evaluation methodology that handles
the time-duration issue of the gaming activities and that shows strong results
and improvements during the different experimentations; it is noticeable
the novelty in exploiting the five pre-classified EEG values coming from
the Emotiv EPOC headset, giving in that way scientific valence to them
for experimental studies and, moreover, the machine learning methods
exploited for that studies are robust, reliable and computational cheap but
reaching anyway results over 90%.

Goodness of the design and development phases is notable both for the
game level structures and for their activities, highlighting the possibility
to induce and manipulate emotions and affective states: this study in fact
produces the variations of affective data that were expected and encouraged
during the design and the experimental setup; from that premises comes
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Figure 6.1: A Dynamic Difficulty Adjustment mechanisms to keep the Flow
state.

that the proposed methodology it is easy to extend to real-world studies,
for example by designing different time-limited versions of an interactive
activity, with the aim to integrate classic evaluation methodologies with
objective physiological data.

Despite the results obtained, several open problems remain allowing
further works, starting with the improvement of the segmentation results
obtained by the CNNs on medical images, followed by the raw affective data
analysis to extract brainwave trends, followed by a comparison with that
provided by the internal algorithms used here; moreover studies involving
psychology and sociology experts should inquire about emotional differences
between male and female subjects (and gamers) influencing economic studies
of product-placement and market segmentation. From the screen captures
taken during the gaming sessions might be automatically extracted gameplay
dynamics like strategies and behavior patterns as in [92] so that the Artificial
Intelligence of NPC and software agents can become more reactive toward
the real people and environments with which they interface.

Forms of Dynamic Difficulty Adjustment (DDA) mechanisms [18] can
benefit from this work, in fact with a real-time classification it could be
possible to change an affective mood during a gaming session in order to
always keep in the flow state the player experience (Fig. 6.1).

The design of a serious videogame seen in Cap. 5 of this work under-
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lines the interesting aspect of the pedagogical use of digital libraries and
interactive multimedia, with the aim to help high-specialized professionals
like physicians in the delicate task of teaching by arousing involvement
and engagement to transmit tacit knowledge hard to express with stand-
ard educational modes. The prototype presented has to be improved and
tested with evaluation studies on the field by involving large amount of
medical students to identify and compare progressions between the “stand-
ard” learning and the “gamified” one using qualitative and quantitative
data; moreover the expansion of the presented gamification process to other
medical specializations that involve annotation protocols may well deserve
further insights as well as forms of cooperative and multiplayer features that
could expand the learning experience improving the collaboration between
experts.

The architecture for medical image management seen in Cap. 3 has
the goal to achieve the entire pipeline that ranges from image gathering
and annotation to the analysis and visualization of the associated meta-
data, with the aim to create and manage a proactive agent that supports
dermatologists in their decisions and diagnoses.

Regarding the annotation tool, the evaluation evidences a good design
due to the user-centered approach that supports its use for the data gath-
ering and management: after observing common unskilled users, future
evaluations will include the academic dermatologists and students during
the daily activities in their working environment.

Raw and structured visual features coming from the manual annotations
have been treated with machine learning techniques and image processing
algorithms defining the patterns used as ground-truth for the automatic de-
tection and prevention of skin melanomas; the evaluation metrics proposed
result adequate to verify and measure the segmentation goodness, reaching
positive performances while dealing with complex dermoscopic images but
further evaluations are needed considering the variety and stratifications of
skin lesion patterns. The breadth of this topic opens to future works that
imply the improvement of approaches by exploiting Artificial Intelligence
methods for advanced predictive performances and, moreover, by develop-
ing the specific modules dedicated to info-visualization and query search
facilities.
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Chapter 7

Publications

In this section we briefly report the research papers published during my
PhD period.

"Layout Analysis and Content Classification in Digitized Books"

Corbelli Andrea, Baraldi Lorenzo, Balducci Fabrizio, Grana Costantino and Cucchiara

Rita

Proceedings of IRCDL 2016 - 12th Italian Research Conference on Digital Libraries,

Florence (Italy), 4-5 February 2016 in "Digital Libraries and Multimedia Archives",

"Communications in Computer and Information Science" series, Springer, vol. 701

pp.153-165

Automatic layout analysis has proven to be extremely important in the process of digit-

ization of large amounts of documents. In this paper we present a mixed approach to

layout analysis, introducing a SVM-aided layout segmentation process and a classification

process based on local and geometrical features. The final output of the automatic

analysis algorithm is a complete and structured annotation in JSON format, containing

the digitalized text as well as all the references to the illustrations of the input page,

and which can be used by visualization interfaces as well as annotation interfaces. We

evaluate our algorithm on a large dataset built upon the first volume of the ”Enciclopedia

Treccani”.
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"Classification of Affective Data to Evaluate the Level Design in a Role-playing

Videogame"

Balducci Fabrizio, Grana Costantino and Cucchiara Rita

Proceedings of VS-Games 2015 - 7th International Conference on Virtual Worlds and

Games for Serious Applications, Sk̈ovde (Sweden), 16-18 September 2015, IEEE Pub-

lications, pp.1-8

This paper presents a novel approach to evaluate game level design strategies, applied

to role-playing games. Following a set of well defined guidelines, two game levels were

designed for Neverwinter Nights 2 to manipulate particular emotions like boredom or

flow, and tested by 13 subjects wearing a brain-computer interface helmet. A set of

features was extracted from the affective data logs and used to classify different parts of

the gaming sessions and to verify the correspondence of the original levels aims and the

effective results on people emotions. The very interesting correlations observed, suggest

that the technique is extensible to other similar evaluation tasks.

"Affective Level Design for a Role-Playing Videogame Evaluated by a Brain-Computer

Interface and Machine Learning Methods"

Balducci Fabrizio, Grana Costantino and Cucchiara Rita

The Visual Computer - International Journal of Computer Graphics, Springer, April

2017, Vol. 33, Issue 4, pp.413-427

Game science has become a research field, which attracts industry attention due to a

worldwide rich sell-market. To understand the player experience, concepts like flow or

boredom mental states require formalization and empirical investigation, taking advant-

age of the objective data that psychophysiological methods like electroencephalography

(EEG) can provide. This work studies the affective ludology and shows two different

game levels for Neverwinter Nights 2 developed with the aim to manipulate emotions;

two sets of affective design guidelines are presented, with a rigorous formalization that

considers the characteristics of role-playing genre and its specific gameplay. An empirical

investigation with a brain-computer interface headset has been conducted: by extracting

numerical data features, machine learning techniques classify the different activities of

the gaming sessions (tasks and events) to verify if their design differentiation coincides

with the affective one. The observed results, also supported by subjective questionnaire

data, confirm the goodness of the proposed guidelines, suggesting that this evaluation

methodology could be extended to other evaluation tasks.
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"Affective Classification of Gaming Activities Coming from RPG Gaming Sessions"

Balducci Fabrizio, Grana Costantino

Proceedings of EDUTAINMENT 2017 - 11th International conference on E-Learning and

Games, Bournemouth (UK), 26-28 June 2017 in "E-Learning and Games", "Lecture Notes

in Computer Science" series, Springer, vol. 10345 pp.93-100

Each human activity involves feelings and subjective emotions: different people will

perform and sense the same task with different outcomes and experience; to understand

this experience, concepts like Flow or Boredom must be investigated using objective data

provided by methods like electroencephalography. This work carries on the analysis of

EEG data coming from brain-computer interface and videogame the ”Neverwinter Nights

2”: we propose an experimental methodology comparing results coming from different

off-the-shelf machine learning techniques, employed on the gaming activities to check

if each affective state corresponds to the hypothesis fixed in their formal design guidelines.

"An Annotation Tool for a Digital Library System of Epidermal Data"

Balducci Fabrizio, Borghi Guido

Proceedings of IRCDL 2017 - 13th Italian Research Conference on Digital Libraries,

Modena (Italy), 26-27 January 2017 in "Digital Libraries and Archives", "Communic-

ations in Computer and Information Science" series, Springer, vol.733 pp.173-186

Melanoma is one of the deadliest form of skin cancers so it becomes crucial the devel-

oping of automated systems that analyze and investigate epidermal images to early

identify them also reducing unnecessary medical exams. A key element is the availab-

ility of user-friendly annotation tools that can be used by non-IT experts to produce

well-annotated and high-quality medical data. In this work, we present an annotation

tool to manually crate and annotate digital epidermal images, with the aim to extract

meta-data (annotations, contour patterns and intersections, color information) stored

and organized in an integrated digital library. This tool is obtained following rigid

usability principles also based on physician interviews and opinions. A preliminary but

functional evaluation phase has been conducted with non-medical subjects by using

questionnaires, in order to check the general usability and the efficacy of the proposed tool.
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"Pixel Classification Methods to Detect Skin Lesions on Dermoscopic Medical Images"

Balducci Fabrizio, Grana Costantino

Proceedings of ICIAP 2017 - 19th International Conference on Image Analysis and

Processing, Catania (Italy), 11-15 September 2017 in "Image Analysis and Processing",

"Lecture Notes in Computer Science" series, Springer, vol. 10485 pp.444-455

In recent years the interest of biomedical and computer vision communities in acquisition

and analysis of epidermal images increased because melanoma is one of the deadliest

form of skin cancer and its early identication could save lives reducing unnecessary

medical treatments. User-friendly automatic tools can be very useful for physicians

and dermatologists, in fact high-resolution images and their annotated data, combined

with analysis pipelines and machine learning techniques, represent the base to develop

intelligent and proactive diagnostic systems. In this work we present two skin lesion

detection pipelines on dermoscopic medical images, by exploiting standard techniques

combined with workarounds that improve results; moreover to highlight the performance

we consider a set of metrics combined with pixel labeling and classication. A functional

evaluation phase has been conducted with a sub-set of hard-to-treat images, in order to

check which proposed detection pipeline reaches the best results.

"Annote: A Serious Game for Medical Students to Approach Lesion Skin Images of

a Digital Library"

Balducci Fabrizio

Proceedings of IRCDL 2018 - 14th Italian Research Conference on Digital Libraries,

Udine (Italy), 25-26 January 2018 in "Digital Libraries and Multimedia Archives"

(CCIS series), Springer, vol. 806

Nowadays it is claimed that one method to learn how to execute a task is to present it

as a gaming activity: in this way a teacher can oer a safe and controlled environment for

learners also arousing excitement and engagement. In this work we present the design

of the serious game ’Annote’, to exploit a medical digital library with the aim to help

dermatologists to teach students how to approach the examination of skin lesion images

to prevent melanomas.
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[159] José P. Zagal and Roger Altizer. Examining rpg elements: Systems
of character progression. In Proceedings of the 2014 Conference on
the Foundations of Digital Games, 2014. 23
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