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SCUOLA SUPERIORE SANT’ANNA

Abstract
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The Biorobotics Institute

Doctor of Philosophy

Machine learning approaches for control of soft robots

by Thomas GEORGE THURUTHEL

This thesis presents the application of various machine learning techniques for con-
trol of soft robots. Simulation and experimental studies are described that show
the feasibility of kinematic and dynamic controllers developed using learning tech-
niques. The approaches are validated for both open loop and closed loop task space
control. Subsequently, the role of morphology and its effect on control strategies
are analyzed for two different cases; First, on a simulated octopus model and then
experimentally on a soft manipulator for self stabilizing dynamic behavior. Finally,
a short foray into embedded sensing is presented to eventually strive towards self
sufficient embodied systems

For the static case, global inverse kinematic solutions are directly learned, en-
abling us to develop computationally cheap controllers. The redundancy in the ac-
tuation system and hysteresis effects are the main factors to be considered while
learning the static model. Using a learned network, equivalent in form to the tra-
ditional resolved motion rate controller, we develop accurate and easy-to-develop
static controllers. Yet, this kind of controllers is energy inefficient and perform slow
motions in order to maintain the statics assumption.

Natural and fast motions can be derived using dynamic controllers. The prob-
lem is on obtaining the mapping from actuator forces to the time evolution of system
states. A recurrent neural network was used to learn the forward dynamic model.
Although the fundamental model is more intricate, the sampling and training time
to obtain the model is still faster than the static case. With the new forward dynamic
model, any numerical optimization method can be adopted to generate the control
inputs. Consideration of the manipulator dynamics brings about fascinating motion
behaviors. For instance, we were able to determine open loop trajectories that are
globally stable and able to reach workspace regions that were not reachable stati-
cally. Later, we use a recent technique called model-based reinforcement learning
for obtaining global closed loop control policies. These controllers were found ideal
for controlling the soft manipulator dynamically when an unknown load is added,

Finally, we perform behavioral studies on the reaching behavior of the biological
Octopus using the same control approach and a simulated soft manipulator, which
is morphologically similar to the animal. This provided us interesting insights into
the role of morphology in shaping behavior. A short detour into modelling of soft
resistive sensors is then presented. For this work, we adopt an approach similar
to the human perceptive system for modelling embedded sensors. We demonstrate
multi-modal sensing with randomly embedded strain sensors; all of the same kind.
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Chapter 1

Introduction

1.1 Soft Robotics

Conventional robotics relied on rigid materials for accurate, precise and fast motion
capabilities. As robots expand from assembly lines into our natural environment,
they are prescribed to be adaptable, safe, resilient and multifunctional (Yang et al.,
2018). Here, classic rigid robots turn out to be quite inflexible. Inspired from bio-
logical systems, soft robotics offer a new paradigm shift in terms of design, sensing
and control (Rus and Tolley, 2015a; Kim, Laschi, and Trimmer, 2013; Majidi, 2014;
Laschi, Mazzolai, and Cianchetti, 2016a). At the heart of this new revolution lies the
concept of morphological computation or embodied intelligence (Pfeifer and Gémez,
2009; Pfeifer and Bongard, 2006a). Morphological computation refers to the ability
of the body to computations that could simplify control and sensing requirements.
Our notion of intelligent behavior arises from the evolution of a complex dynamical
system comprising of the brain, body and environment (Figure 1.1) (Pfeifer, Lun-
garella, and lida, 2007). Hence, design and control of versatile robots must follow a
task and environment specific protocol.

In well-structured task environments, a rigid morphology is better suited for a
robot due to its ability to provide high precision, stability, and wider bandwidth for
position-control. In fact, compliance in elements were considered as design flaws
in traditional robotics until the seminal works on series elastic actuators (Pratt and
Williamson, 1995). Incorporating compliant elements in the actuation drive mecha-
nisms allowed for shock tolerance, lower reflected inertia, more accurate and stable
force control, less damage to the environment, and ability to store energy (Pratt and
Williamson, 1995). Also, there are intrinsic limitations to what the controller can do
to alter the behavior of the robot depending on the task (Bicchi and Tonietti, 2004;
Salisbury et al., 1988; Vanderborght et al., 2013). In highly unstructured task envi-
ronments, compliance in the body has been found to be advantageous. Complex mo-
tor skills have emerged from simple control policies and a soft body schema (Brown
et al., 2010; Christianson et al., 2018; Deimel and Brock, 2016; Katzschmann et al.,
2018; Hawkes et al., 2017). Softness, by itself, is not the defining characteristics of
these robots. Although, in this thesis, we often refer to these robots by the adjec-
tive soft, it must be kept in mind that the rich behavior arises from the combined
interactions of the body kinematics, nonlinear stiffness and viscosity properties.

Soft robotics is an emergent field with significant potential for growth in design
(Laschi, Mazzolai, and Cianchetti, 2016a; Lipson, 2014), sensing (Yang et al., 2018)
and control (George Thuruthel et al., 2018). The close interdependence among the
three makes their study more challenging.
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Brain /Controller

Morphology

Mechanical System Sensory System

Environment

Ficure 1.1: The embodied organization of behavior

1.2 Modeling and Control Challenges

Paradoxically, as a high dimensional soft morphology promises to simplify the com-
plexity of the control policy, deriving this rudimentary control policy is not trivial.
Also it must be remembered that there are tasks/environments for which a certain
morphology will be sub-optimal. A simple example is the Octopus arm, which is
suited for underwater reaching motions. Outside water, gravitational forces over-
power the delicate dynamics of the Octopus arm. There are numerous interrelated
challenges involved with the control of soft robots;

* Modelling

Analytical models are valuable for formulating controllers. They also provide
physical intuitions about the system and help in the design process. Tradi-
tional robotics relied on simplified models that could predict the robot dynam-
ics with high accuracy and precision. Rigid robot designs were typically made
keeping the modeling process in mind. However, for soft robots, nonlinear
time varying material properties pose challenges to the traditional modelling
process. Even if rudimental models are available, due to their ability to con-
tinuously deform in virtually every direction, the computational complexity
of the model becomes intractable.

* Underactuation

Unlike biological systems, soft robots are actuated by few control inputs. This
makes them more underactuated compared to their biological counterparts.
Therefore, there will be states that are not controllable or are controllable only
using coupling among states. In addition, while interacting with the external
environment, some states can become uncontrollable or unobservable. Control
of underactuated systems is an interesting and open problem in robotics with
numerous advances in recent years. Yet, it must be kept in mind that due to
rich passive dynamics of a soft system, the controller will always be bounded
by the morphology and the environment.

* Stochasticity
Time varying material characteristics is one of the problems prevalent to soft
artificial systems. Hysteresis, creep and friction are some of the common fac-
tors that makes the dynamics of a soft system stochastic. Adaptive control
strategies, hence, become vital to compensate for these cases.
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* Sensing
Due to the high dimensionality of a soft robot, it becomes almost impossible to
fully observe the robot state. Hence, feedback controllers have to be designed
for partially observable systems.

The long-term success for the practical application of soft systems depends upon
the development of real-time kinematic and dynamic controllers that can facilitate
fast, reliable, accurate, and energy efficient control. This requires advancements in
modelling, design, sensing, and control strategies. This thesis presents approaches
for modelling and control of soft robotic manipulators. Machine learning tools were
used in these works, because of their generalizability and the ability to model highly
complex models; given the right form and representation of data. Simulation and
experimental results on how these controllers can be used for real-world applica-
tions are shown. Behavioral studies on biological organisms are detailed for study-
ing the role of morphology in control. A brief digression into soft sensor modelling
is also presented.

1.3 Machine Learning for Soft Robotics

Machine learning is a powerful tool for generating empirical models and control
policies from scratch. Model learning refers to the development of forward kine-
matic and dynamic models (Nguyen-Tuong and Peters, 2011). This is relatively sim-
pler compared to learning the control policies directly or the inverse models due
to the supervised nature of learning. Directly learning control policies through re-
inforcement learning usually requires hand-tuning for choosing appropriate repre-
sentations, reward functions, and prior knowledge about the problem (Kober, Bag-
nell, and Peters, 2013). However, recent growth in deep learning and computational
power has brought forward exciting outcomes in the field of robotics (Amarjyoti,
2017; Mnih et al., 2015; Lillicrap et al., 2015).

The underlying complexity and variability of continuum robots has prompted
researchers to investigate the viability of model-free methodologies for control. Rec-
ognizing the fact that accurate analytical models are difficult to develop for any
practical application, it is reasonable to lean towards model free methods for mod-
elling and control. A ‘model-less’ controller for a continuum robot was formulated
by Yip and Camarillo, 2014 using empirical estimates of the Jacobian for task space
control. Although, these types of controllers are effective in unstructured environ-
ments, they require online estimation of the Jacobian and are hence slow. Model-free
controllers based on machine learning are a promising alternative considering their
potential to adapt to altering conditions and generalize well between observed data
even in the presence of noise. Not only is it applicable to a much broader variety of
robots, they can also be faster to deploy and provides the user the freedom to im-
plicitly determine the underlying complexity of the model. The complexity of the
represented model is emergent from the input/output representation, sampled data
and the learning architecture used.

The earliest usage of machine learning techniques in the field of continuum
robots was for the compensation of unknown dynamics of systems (Braganza et al.,
2007). Later, Giorelli et al., 2013 proposed the use of a feed forward neural net-
work for learning the inverse statics of a soft cable driven three DoF manipulator.
Their study indicated the effectiveness of machine learning based controllers over
even a thoughtfully constructed analytical model for continuum robots. Even so,
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their approach cannot be applied to redundant or high dimensional continuum ma-
nipulators. Rolf and Steil, 2014 presented a novel approach called goal babbling
for bootstrapping inverse models in high dimensional systems. Another interest-
ing approach for learning the inverse kinematics was proposed by Melingui et al.,
2014. Their method involves learning the forward model and inverting it using
distal supervised learning. Additionally, they have an adaptive subcontroller for
compensating non-stationary kinetics.
The advantage of machine learning over analytical modeling methods are :

* General architecture applicable to a variety of soft robot designs

* Requires no prior knowledge about the system in hand

Can be used to develop end-to-end models

* Can be easily adapted to the available sensory system

Learned models are ‘customized’ to the particular hardware and environment.

1.4 Thesis Outline

The next section of the thesis introduces the common terminologies used in this
thesis and the experimental setup we are using for testing the control strategies.
The subsequent chapter describes the developed kinematic controller and its related
works. Chapter 4 presents the background and proposed approach for dynamic
control of soft robots along with a behavioral study on a simulated soft arm that
resembles the morphology of the biological octopus. Chapter 5 presents preliminary
works on state estimation methods for soft robots. The summary of the thesis is
finally presented in chapter 6 along with areas of interest for future works.
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Preliminaries

Although a lot of classic terminologies used for rigid robots can be directly adapted
to this field, special care must be given to understand the applicability and lim-
itations of these terms. Consequently, we first state key terminologies and their
corresponding definitions that will be used throughout the thesis to describe the
controllers in a unified manner. All the definitions and terminologies are described
for a soft manipulator, but they are applicable to all soft robots.

2.1 Operating spaces of a soft robot

In this thesis, the basic hierarchical levels involved in modeling and control are re-
ferred to as the operating space of the robot George Thuruthel et al., 2018.

1. Actuator Space

The vector space defined by the actuator variables. For tendon driven manip-
ulators this corresponds to the motor positions and for pneumatic manipula-
tors it is commonly represented by chamber pressures, volume, or a function
of both.

2. Joint Space

The joint space for continuum robots is usually represented by cable lengths
Webster III and Jones, 2010. For tendon-driven actuation, this would be pro-
portional to the encoder motion. For pneumatic-based actuation, this would
be proportional to the change in cable potentiometers along the length of the
actuator.

3. Configuration Space

The vector space defined by the minimum number of independent physical
parameters that fully define the configuration/shape of the manipulator. It
is important to note that the dimensions of configuration space parameters
remain the same for uniform (Cylindrical) and non-uniform manipulators un-
der the effect of gravitational loading, albeit represented differently. Devoid of
variable external factors, the dimension of the configuration space will be less
than or equal to the dimension of the actuator space in steady state.

4. Task Space

The vector space defined by the minimum number of independent parame-
ters required for executing the assigned task of the manipulator. It is usually
represented by the pose and/or forces applied by the end-effector. When the
dimension of the task space is lower than the dimension of the joint space, the
system is said to be redundant.
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FiGure 2.1: Operating spaces of a soft manipulator.

2.2 Experimental Setups

For experimentally testing and validating all the proposed controllers, we use a re-
cently developed modular continuum manipulator designed for showering applica-
tion (Manti et al., 2016) (Figure 2.2). Since the manipulator is developed for service
applications, it is very important that the manipulator is inherently safe while the
controller is reasonably accurate. The setup is composed of two hybrid modules,
with each module having three pneumatic and three tendon-driven actuators. The
McKibben-based flexible fluidic actuators are to be used in tandem with the inelastic
cable driven actuators for extension, compression and stiffening. The actuators are
supported externally by a flexible helicoidal structure that has been inserted along
the entire module thus providing appropriate structural rigidity for our application
while maintaining the dexterity of the arm. The unactuated length of the manipu-
lator is 40.5 cm with a diameter of 6 cm.

The cables are actuated by six HS-785HB Winch Servo Motors. An electronic
proportional micro regulator Series K8P pressure regulator is used for the closed
loop control of the chamber pressures. For tracking the position and orientation of
the manipulator either the Aurora tracking system (Northern Digital Inc.) with a six
DoF electromagnetic probe or the Vicon system is used. The probe is attached at the
end of the manipulator. If the environment is free of electromagnetic disturbances,
the Aurora system specifies an accuracy of 0.70 mm and 0.30 degrees (RMS). The
Aurora system also specifies the uncertainty of each measurement which is useful
during the learning step for removing outliers in the data. The Vicon system can
reach an accuracy of 0.1mm, however the actual accuracy varies on the size and
location of markers, camera and the calibration accuracy.
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Ficure 2.2: (a) The soft manipulator used for the experiments. (b)
CAD model of the design.



Chapter 3

Kinematics

Most robotic applications rely on task space controllers. The primary objective of
such controllers is to guide the end-effector trajectory, in case of manipulators, or
the center of mass trajectory for legged locomotion. However, since these controllers
can only act directly on the actuator space, a causal mapping between the task space
and actuator space is required. Inverse kinematic mappings are used to derive the
configuration space coordinates given the task space coordinates. Inverse kinematic
models have been extensively studied for rigid bodied robots by using analytical and
machine learning methods.

Soft robots present a formidable challenge to modelling due to their high dimen-
sionality. Nonetheless, tractable kinematic models can be developed by adopting a
steady-state assumption; i.e. under force equilibrium, the full configuration of the
soft manipulator can be defined by a low dimensional state space representation
(George Thuruthel et al., 2018). Throughout this thesis, we interchangeably use the
term ‘statics’ and ‘kinematics’ even though this is not a common practice in tradi-
tional robotics.

3.1 Related Works

3.1.1 Model-based approaches

The simplest and most commonly used kinematic/steady-state model assumes that
the configuration space of a three dimensional soft module can be parametrized by
three variables, more commonly referred to as the constant curvature (CC) approx-
imation (Hannan and Walker, 2003). It reduces an infinite dimensional structure
into just three dimensions, thereby ignoring a large portion of the manipulator dy-
namics. This has been found to be a very good approximation if: (i) the manipulator
is uniform in shape and symmetric in actuation design, (ii) external loading effects
are negligible, (iii) and torsional effects are minimal. It is important to realize that
the CC model arises due to a constant strain approximation along the length of the
manipulator and therefore is a model truly valid only in the steady-state condition
(Gravagne, Rahn, and Walker, 2003). Gravagne and Walker, 2002a demonstrated
that the variations in the kinematic manipulability ellipsoid is much less when going
from a low dimension to a high dimension representation of the manipulator config-
uration. This could explain the relative success of the CC model. For multi-section
continuum/soft manipulators, each constant curvature section can be stitched to-
gether to provide the Piecewise Constant Curvature (PCC) model (Jones and Walker,
2006a). Concurrently, more complex modelling approach was pursued using beam
theory (Gravagne, Rahn, and Walker, 2003) and cosserat rod theory (Trivedi, Lotfi,
and Rahn, 2008). However, the improvement in accuracy attained by this increased
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complexity was not significant compared to their computation and estimation costs
and therefore their usage has been limited.

Once a kinematic model is established, it is necessary to invert the kinematics
to obtain the desired actuator or configuration space variables. This can be pretty
straightforward and has been widely studied for rigid manipulators and can be done
with differential inverse kinematics (Bailly and Amirat, 2005), by direct inversion
(Camarillo, Carlson, and Salisbury, 2009a) or by optimization (Camarillo, Carlson,
and Salisbury, 2009b). Further, a low level controller takes care of tracking in the ac-
tuator/joint space, usually using a simple linear closed loop controller. Additionally,
actuator compensation techniques might have to be used because of the presence of
friction, hysteresis (Xu and Simaan, 2006) or tendon coupling (Jones and Walker,
2006b) that can cause deviations from the forward steady-state model.

The need to model and compensate for slackening, tendon load coupling and
tendon path coupling for multi-section manipulators was first addressed by Ca-
marillo, Carlson, and Salisbury, 2009a. A numerically estimated static model was
used for the forward model and the inverse model was obtained by optimization.
However, there still lacked an expression for friction effects and the approach was
used only for configuration tracking. One of the fundamental modelling difficul-
ties involved with cable driven actuators is the path coupling among sections. For
independent actuation methods, only the load coupling needs to be considered. Fur-
ther on researchers started investigating the importance of sensors for compensating
modeling uncertainties without the necessity for formulating very complex compen-
sation techniques (Bajo, Goldman, and Simaan, 2011).

As an extension of (Camarillo, Carlson, and Salisbury, 2009a), a closed loop task
space controller was proposed and experimentally validated for the first time in (Ca-
marillo, Carlson, and Salisbury, 2009b) with a 5 DoF per section kinematic model.
For this, the inverse kinematics (IK) problem is formulated as a constrained non-
linear optimization problem where the desired joint configuration that reduces the
current tracking error is estimated while satisfying the forward kinematic model
and cable tension constraints (to avoid slacking). By representing the kinematics
in the velocity level, their approach gains leverage in terms of higher accuracy and
robustness to model uncertainties, but would need to solve a high level path plan-
ner (Refer Figure 3.1). The downside of the direct task space controller is insta-
bility (can be solved by lower control frequency; 4Hz for Camarillo, Carlson, and
Salisbury, 2009b) and slower convergence. In Bajo, Goldman, and Simaan, 2011, a
configuration space controller is proposed which uses external sensory information
about the configuration and internal sensory information about the joint variables
to achieve asymptotic tracking of a stationary configuration target. By providing
additional tracking information and framing a cascaded controller they were able
to reduce coupling effects and decrease the phase lag while tracking a time varying
trajectory. Being a configuration space feedback controller, the control loop was run
faster at 150 Hz. Interestingly, significant phase lag was observed even for tasks at 2
Hz and this is highly undesirable at the low level. Similarly in Penning et al., 2012,
two closed loop controllers in the task space (Figure 3.2) and joint space (Figure
3.3) were compared. The advantage of a direct closed loop task space controller is
that it can provide asymptotic convergence of the error even with model uncertain-
ties. On the other hand, a joint space controller can offer independent control of the
joint variables, allowing for individual tuning and hence more stability, especially
if the joint/actuator motions are discrete. Note that for all the above mentioned
controllers there is also a closed loop actuator space controller, usually a servo con-
troller, which is assumed to provide perfect tracking. All these methods rely on the
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Ficure 3.1: A closed loop task space controller implementation. A*
represents the desired variable value, A, represents the commanded
variable value
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Ficure 3.2: A closed loop task space controller implementation.
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Ficure 3.3: A task space controller implemented by closed loop con-
trol in the joint space. A® represents the variable estimate.

Following the strong coupling between continuum manipulator’s kinematics and
static force model, controllers foraying into compliance/force control started to emerge
(Mahvash and Dupont, 2011; Goldman, Bajo, and Simaan, 2011; Bajo and Simaan,
2016). In Goldman, Bajo, and Simaan, 2011 it was demonstrated that by knowing
the current internal actuation forces and the configuration space variables an esti-
mate of the external generalized forces can be formed. Using the estimate of the
external force and the compliance matrix (maps the change in actuator forces to the
tip wrenches) a configuration space controller for reducing tip forces for surgical
purposes was proposed. As an extension of Goldman, Bajo, and Simaan, 2011, a
hybrid position/force controller in the configuration space was realized in Bajo and
Simaan, 2016 (Figure 3.4). Desired twist and wrench vectors are projected orthog-
onally (for decoupling the control effort into feasible motions) and transformed to
configuration space references using differential inverse kinematics and the configu-
ration space compliance matrix (maps the change in configuration space variables to
the tip wrenches) respectively. Hybrid position/force control was realized in Mah-
vash and Dupont, 2011 without the need of force sensors. This was done by nu-
merically calculating the transformation matrix that maps the transformation from
the tip of an unloaded continuum manipulator to the tip position when acted on
by external forces using cosserat rod theory. With the transformation formulation,
the desired joint position that attains a particular end effector force and orientation
was estimated using fixed point iteration. Compensating model-deviations due to
friction and other nonlinear material behavior remains an open research topic.
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Ficure 3.4: Closed loop tasks space control of position and force im-
plementation. A, represents the first order derivative of the variable.

Further on, researchers started to focus on more complex kinematic formulations
by extending the CC model, mostly due to the rise of biologically-similar tapering
continuum robots. The first such method was the use of the Variable Constant Cur-
vature (VCC) approximation which models a single module as n segments of con-
stant curvature; where the curvature of each segment depends on the radius of the
segment, thus creating a high dimensional configuration space (Wang et al., 2013;
Mahl, Hildebrandt, and Sawodny, 2014; Mahl et al., 2013). The VCC model for a
three section pneumatically actuated continuum robot, with the procedure for seg-
mentation of the sections, was first elucidated in Mahl, Hildebrandt, and Sawodny,
2014; Mahl et al., 2013. A resolved motion rate algorithm was used for the closed
loop control of the robot due to the double advantage of redundancy resolution and
the robustness it provides to model uncertainties (Figure 3.5). Visual servo con-
trol of a two dimensional image feature point in three dimensional space using a
cable driven soft conical manipulator was proposed using the VCC model in Wang
et al., 2013. A differential kinematics based controller, similar to the one in Mahl,
Hildebrandt, and Sawodny, 2014, with the control objective of reducing the feature
point tracking error was proposed. An adaptive algorithm for depth estimation was
also described. Similarly, efficient numerical techniques for solving in real time the
complex cosserat models were detailed in Till et al., 2015, however no control ex-
periments were demonstrated.
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Ficure 3.5: First order resolved motion rate algorithm for closed loop

task space control. Note the similarity to the first implementation in

Figure 3.1. The additional feedforward component allows for faster
convergence.

Contrary to ongoing developments, use of simplified kinematic models for con-
trol was proposed in (Boushaki, Liu, and Poignet, 2014). The idea behind this is that
the reduced accuracy due to the inaccurate kinematics can be compensated or even
improved with the increased control cycle frequency gained due to the low compu-
tational cost. However, the method was validated only on simulations and would
not be directly transferable to a real setup at the same frequency without consider-
ing the low level dynamics as observed in Bajo, Goldman, and Simaan, 2011. On
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the other spectrum, a numerically exact approach for statics modelling using asyn-
chronous Finite Element Analysis (FEM) was described in Largilliere et al., 2015.
Optimization using quadratic programming (QP) algorithm was used to obtain the
inverse solution which is used to control the actuators at high frequencies while a
low frequency loop FEM simulation feeds the inputs to the QP solver. Recent de-
velopments in terms of model based static controllers are factored on the design as-
pects. A closed loop task space controller was applied on an interleaved continuum-
rigid manipulator in Conrad and Zinn, 2015. The main idea of the approach is to
use the well behaved rigid links in tandem with the flexible elements to compen-
sate for the errors obtained while tracking a desired tip position thereby obtaining
much lower bound on the tracking error. However, the scalability of such designs
for high dimensional systems is still a question mark. Currently the manipulator
is designed with the rigid components set up at the base, but it will be tricky to
add further components in serial. On the other hand, kinematic control of a pneu-
matically actuated soft manipulator entirely made from a low durometer elastomer
was detailed in Marchese and Rus, 2016. The control architecture is similar to Bajo,
Goldman, and Simaan, 2011 and tries to achieve tracking of configuration space
variables using a cascaded PI-PID in the configuration space and actuator space
(cylinder displacement, in this case) respectively. The task space to configuration
space inverse kinematics is obtained by solving a nonlinear constrained optimiza-
tion. Both the above mentioned approaches used the CC approximation for the
configuration space model.

Model-based static controllers are currently the most widely used and studied
strategy for control of continuum/soft robots. A majority of the model-based con-
trollers relies on the CC approximation since more complex models are compu-
tationally expensive and are design specific. However, with validation of the CC
model for a completely soft robot Marchese and Rus, 2016 and its wide application
for control of many continuum/soft robots it is still one of the most reliable and eas-
ily applicable method for static control of uniform, low mass manipulators. More
complex methodologies have not achieved exceptional performance improvements
because of their computational cost and numerous parameters that have to be es-
timated. This was also observed in recent comparisons among various modelling
approaches on the same platform (Sadati et al., 2017). In light of this, model-free
approaches provide an alternative means to develop more complex yet accurate, de-
sign specific models without any prior knowledge about the underlying structure.
In terms of operating space, a closed loop configuration space controller or joint
space controller would provide more stable and faster controllers, however cannot
guarantee task space error convergence (Unless there is a perfect forward model
available). Closed loop task space controllers can theoretically provide the best ac-
curacy. In terms of actuation, tendon driven systems are more difficult to model,
whereas pneumatic manipulators would need more sensors.

3.1.2 Model-free approaches

Model-free approaches for control of continuum/soft robots is a relatively new field
and offers a wide range of possibilities. Although, these data dependent methods
have been used effectively in the field of rigid manipulators (Nguyen-Tuong and
Peters, 2011), the same cannot be said for continuum manipulators even though
model-free approaches intuitively should fare better in this case. The first usage
of a model-free approach for development of a static controller was proposed in
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Giorelli et al., 2013. The approach was a straightforward direct learning of the in-
verse statics of a non-redundant (with respect to the actuator space and task space)
soft robot using a neural network. Although the method was correctly able to pre-
dict the reference cable tensions for reaching a target in the task space in simula-
tions, the approach cannot be scaled for redundant systems and does not consider
the stochastic nature of real soft robots. An experimental validation of the same
approach was done in Giorelli et al., 2015b for a two DoF and a three DoF (Giorelli
etal., 2015a) cable driven soft manipulator and compared with an IK model derived
from a numerically exact model. Interestingly, the simple neural network based
approach performed significantly better than the computational complex analytical
method. The final controller is similar to the diagram shown in Figure 3.6 without
the feedback component.

+ * Learned q*
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A K IK Controller

Ficure 3.6: A general model free closed loop task space controller
implementation. A,, represents an auxiliary variable.
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An efficient exploration algorithm for generating samples for IK learning was
proposed in Rolf and Steil, 2014. The main idea is to use goal babbling to gener-
ate samples from the task space to actuator space for high dimensional redundant
systems. Since the exploration is goal oriented, it can allow for efficient exploration
(by avoiding revisiting an explored task space/actuator space region) and in select-
ing a desired redundancy resolution scheme. Finally, self-organizing maps are used
to learn the IK mapping with generated samples. A feedback scheme for reduc-
ing tracking error due to the stochasticity of the model is implemented by virtually
shifting the target positions proportional to the error in tracking to generate modi-
fied reference positions (Figure 3.6).

A highly robust, accurate and generic approach for closed loop task space con-
trol of continuum robots was proposed in Yip and Camarillo, 2014 (Figure 3.7). The
paper proposes a control strategy based on empirical estimation of the kinematic Ja-
cobian matrix online by incrementally moving each actuator. Optimization is done
to minimize the control effort and to keep the cables taut. There is no internal model
used for control and therefore the authors have called the approach a ‘model-less’
technique. Although such a strategy solves a lot of difficulties in the control of con-
tinuum robots, even allowing manipulation in an unstructured environment, the
very low control frequency is of practical concern. The same principal was extended
for hybrid force/position control in Yip and Camarillo, 2016, where the stiffness ma-
trix is also computed empirically. Similar to other hybrid force/position controllers,
the reference position and forces are projected orthogonally when the manipulator
is in contact.

Recent model-free approaches have mostly focused on learning the IK represen-
tation of continuum robots. In Melingui et al., 2014, an approach for learning the
direct mapping between task space and joint space (potentiometer voltage, in this
case) is proposed. This involves learning the forward kinematic model first using
a neural network and then inverting this learned network using Distal Supervised
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Ficure 3.7: Model-less control strategy.

Learning. However, this approach did not consider the stochasticity of the manip-
ulator and did not implement a feedback error correction scheme. As an improve-
ment of the previous work, in Melingui et al., 2015, the authors try to address the
stochasticity of the mapping between the joint space (potentiometer values) and ac-
tuator space (chamber pressures) by developing an adaptive sub-controller. This is
because for the case of tendon-driven actuation, the actuator space and joint space
are linearly related, whereas, for pneumatic actuation an additional non-linear map-
ping between the actuator space and the joint space must also be considered. The
sub-controller comprises of a Modified Elman Neural Network which emulates the
actuator kinematics and a Multilayer Perceptron controller that learns to control the
actuator variables accordingly. However, the kinematic mapping between the joint
space and task space is considered to be non-stochastic which is not necessarily the
case. Another technique for learning the IK is proposed in this thesis, where the
IK problem is formulated like a differential IK problem using local mappings. This
allowed for redundancy resolution as well as reducing stochastic effects. The ap-
proach was validated by simulations on a continuum (Thuruthel et al., 2016b) and
soft arm (Thuruthel et al., 2016a). Another advantage of such an approach is that
it allows multiple solutions to the IK problem globally and can work even if some
of the actuators are nonfunctional after the learning process. An extension of the
modelling method strengthened with a feedback controller was also experimentally
validated (George Thuruthel et al., 2017). It was also observed that even with a
simple feedback controller, intelligent behaviors can be obtained in an unstructured
environment.

An attempt towards transfer learning has also been made, however, limited to
simulation (Malekzadeh et al., 2014). The authors develop an algorithm to trans-
fer the reaching skills from a simulated non-CC octopus arm to a simulated CC
soft robotic manipulator. The idea is to design dynamic motion primitives through
a weighted combination of Gaussian functions representing the joint distribution
of the data. This is combined with a statistical regression approach making it ro-
bust to external perturbations in the environment. Although this approach seems
promising, it requires more experimental work to demonstrate its potential. In a
recent work (Ansari et al., 2018), the authors optimize multiple objectives within
a reinforcement learning architecture to learn deterministic stationary policies for
a soft robot arm module. Although it works in high-dimensions, it is sensitive to
external disturbances. An attempt towards fuzzy logic based controllers was shown
in (Qi et al., 2016). The idea was to develop numerical estimates of the kinematic
Jacobian using prior knowledge based local approximations and interpolation func-
tions. This allows for faster computation, but the advantage of such a method over
data driven machine learning approaches is not apparent. Finally, hybrid controller
combining both model based and model free approach was proposed in (Lakhal,
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Melingui, and Merzouki, 2016; Jiang et al., 2017; Reinhart, Shareef, and Steil, 2017).
In Lakhal, Melingui, and Merzouki, 2016, the manipulator is modelled as multiple
sections with one translational and two rotational degrees of freedom. Then, multi-
ple neural networks are used to resolve redundancy and to obtain the mapping from
the task space to the high dimension configuration space. The configuration space
to actuator space mapping is done analytically as it was found to be more straight-
forward. A noticeable limitation of such a method is the high sensory information
required, which in the paper, the authors have synthesized from certain empirical
data. A polar method was adopted in Jiang et al., 2017, with the configuration space
to task space mapping being analytically modelled using the PCC approximation.
The actuator space to configuration space mapping is learned also considering pos-
sible first order viscoelastic effects. A feedback strategy like in Rolf and Steil, 2014
was also employed to provide high tracking accuracy however only for a planar ma-
nipulator. In Reinhart, Shareef, and Steil, 2017, it was shown that by learning only
the model error incurred by an analytical model (a CC model), better forward and
inverse kinematic models could be obtained. In this way it is also possible to lever-
age the advantages of an analytical model (like null space motions) along with the
generality of learning methods.

One of the primary advantages of model-free approaches is to circumvent the
need to define the parameters of the configuration space and/or joint space and is
independent of the manipulator shape. Due to this, arbitrarily complex kinematic
models can be developed depending upon the abundance of the sample data and
sensory noise. This is probably why model-free approaches have fared better for
systems that are highly nonlinear, non-uniform (Giorelli et al., 2015b), influenced
by gravity (Rolf and Steil, 2014; George Thuruthel et al., 2017), or act within un-
structured environments where modelling is almost impossible (Yip and Camarillo,
2014). However, for well-behaved compact manipulators in known environments,
model-based controllers are still more accurate and reliable. Furthermore, due to
their black box nature, stability analysis and convergence proofs are difficult to es-
tablish. Static/kinematic controllers assume little or no dynamic coupling between
sections.

As mentioned in the beginning, static/kinematic controllers rely on the steady
state assumption, which hinders accurate and fast motion of soft manipulators.
Hence, controllers that consider the dynamic behavior of these manipulators are
important for faster, dexterous, efficient, smoother tracking and in situations where
coupling effects cannot be ignored.

3.2 Our Solution

As with their rigid counterparts, learning the inverse kinematics model of soft bod-
ies offers two major problems: First, the inverse kinematic/statics solution is not
unique and the solution set forms a non-convex set (D’Souza, Vijayakumar, and
Schaal, 2001). Furthermore, analytical or numerical methods are difficult to develop
and can be computationally expensive.

Our objective is to develop kinematic controllers by developing models for the
IK solutions of the continuum robot. The forward kinematics can be represented as a
mapping between the actuator space (encoder value/length of cables, cable tension,
pneumatic pressure, etc.), g, to the end-effector coordinates, x . Assuming that there
are no environmental constraints, the forward kinematics can be represented by:
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x=f(q) (3.1)

Where, x € R™ is the position and orientation vector; g € R" is the vector contain-
ing the actuator variables; and f is some surjective function. The inverse kinematic
model is a mapping between the end-effector coordinates to the actuator variables.
Direct inversion of the forward function is not possible when m < n , i.e. when the
manipulator is redundant and the solution set of all possible solutions do not form
a convex set. To simplify the inversion problem, the forward kinematics can be lin-
earized at a point (¢°), thereby obtaining the formulation;

x=7(q°)q (3.2)

Here, ] is the Jacobian matrix that transforms actuator velocities, g to end-effector
velocities, x. As was shown by D’Souza, Vijayakumar, and Schaal, 2001, by spatially
localizing the actuator variable g, we can ensure convexity of the different IK prob-
lem and thereby making the learning problem tractable. By sacrificing slightly on
the accuracy, the differential kinematics can be approximated as :

Ax~](q°)Aq (3.3)

J(9i)qi+1 = X1~ f(qi) +71(qi)a; (3.4)

Where, g, is the actuator configuration that archives the end-effector position
x;11, while g; is the current actuator configuration. This not only allows us to learn
the Inverse Kinematics on a position level but also facilitates spatially localizing g by
the sampling method rather than the learning architecture. The spatial localization
can be done by ensuring that | ;.1 —¢; | is bounded. Note that this will indirectly
constrain the end-effector motion spatially. From empirical data, it is recommended
that: | g; 11 —g; |< € , where € is between 3 — 10% of the actuator range. For faster ex-
ploration, higher € is better, however a lower value provides better accuracy. Much
lower values of € can theoretically provide better accuracy, but, in reality environ-
mental noise will overpower the information present in the data.

The exploration strategy for collecting sample data is done by continuous motor
babbling (random actuator motion) whilst ensuring the spatial locality of the ac-
tuator variable. Now we can employ any universal function approximator to learn
directly the mapping: (x;11,4;) — gi+1. In our case we are using a single hidden-
layer Multi-Layer Perceptron for this purpose. We are using tan-sigmoid transfer
function in the hidden layer and a linear transfer function in the output layer. Since
the data is naturally bounded by the actuator range and due to the tan-sigmoid
transfer function and learning algorithm, the learned network will always output a
valid joint configuration thus ensuring valid motions. Now an important concern is
what the response of the learned network would be when the target positions x;,
cannot be achieved from the current joint configuration by a local motion (Since,
the network is trained with data that are obtained by local motions only). One can
expect the learned network to be similar to the form given below:

qi+1 = Glxip1 — f(q;) +Jqi] (3.5)

Where, G, is a generalized inverse of J(g;). When the target inputted is not a
local point, the network response just gets scaled as one would expect from equa-
tion 3.5, thereby bringing the end-effector position closer to the target. Repeating
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the algorithm eventually leads to the network converging near the target position.
Since neural networks have the ability to generalize well, global learning of the IK
can be done without exploring the complete actuator space. This is also aided by the
fact that there is always high correlation between local Jacobians. But, it is impor-
tant that the exploration process obtains data from the boundaries of task space for
maximal utilization of the workspace. Simple controllers which learn the mapping
(xi11,9i) = qi+1 will fail in the presence of environmental constraints, because for
continuum robots, the forward kinematic model is also dependent on the environ-
ment. This is due to the numerous underactuated and compliant joints present in a
continuum robot. It is a hard task to model all the contacts and get the subsequent
kinematic model. Therefore, we propose a simpler way to incorporate feedback cor-
rection of errors occurring due to unstructured environmental factors and showcase
that this simple strategy can perform well even without any modification of the
learned network.

Consider a controller which learns the mapping regulated by a different formu-
lation of equation 3.5 shown below:

gi+1 = Glxip1 — x| +g; (3.6)

We can expect a network which learns the mapping: (x;1,9;,%;) — gi;1 to
always move along the direction of the Jacobian scaled by the error in tracking:
[x;11 —x;]. For the case of rigid robots, the information obtained from the end-
effector position x; is redundant, however, that is not the case for continuum robots.
As the estimate of the Jacobian by the learned network is based only on the current
joint configuration it will not be same as the actual Jacobian. However, we argue
that even this inaccurate estimate of the Jacobian is enough to force the motion of
the end-effector in following a path of minimum possible error under external con-
straints. In other words, we claim that in the presence of obstacles a decent strategy
is to try to reach the target towards the current estimate of the Jacobian and the high
dimensionality and compliance of the body will guide the manipulator in the best
path; as long as the controller tries to reduce the tracking error with the current
estimate of the Jacobian. In addition, adding the end effector position as an input
makes the learning more tolerant to noise incurred due to the stochasticity of the
system, which greatly improves the learning process.

3.3 Simulation Results

3.3.1 Open-Loop Kinematic Controller
On the Bionic Handling Assistant(BHA)

The training data is obtained from a kinematic model of the BHA (Rolf and Steil,
2012). The model uses a constant curvature approximation for modelling the con-
tinuum kinematics of the manipulator. The robot is composed of three segments;
each segment is actuated by the three pneumatic actuators. The kinematic model
takes in as input the length of each actuator and outputs the three dimensional co-
ordinates of the end-effector with respect to a reference frame fixed at the origin.
Figure 3.8a shows the schematic of the BHA. The model is a very good representa-
tion of the real BHA with a relative error of 1%.
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Ficure 3.8: a Fifty randomly selected target points and their IK so-
lutions, b Error values for each target point with their steps for con-
vergence, ¢ Trajectory tracking experiment and results, d Error values
with mean and standard deviation for each rotation (100 steps), e Tra-
jectory tracking experiment with last three joints fixed, f Error values
with mean and standard deviation for each rotation (100 steps)

Three types of experiments are conducted on the learned open-loop IK model to
validate and analyze the proposed approach. The first one is a simple ‘reaching a
point’ simulation. Fifty points are randomly chosen (Figure 3.8a) and the IK solver
gives its estimate of the joint configurations. The forward model is used to compare
the desired positions and the IK estimates. The errors along with the mean and
standard deviation are shown in Figure 3.8b. Since the points are not near to the
starting point, the solver takes an average of 5.68 steps to converge to a value within
a range of Imm with a standard deviation of 1.504mm.

The second experiment is a circular trajectory tracking simulation. The target
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trajectory is a circle centered at [0, 0, 0.7m] with a radius of 0.2 meters and the end-
effector starting at the home position [0, 0, 0.9m]. The same path is followed twice.
The path is discretized into 200 individual points, 100 points for one rotation. Fig-
ure 3.8c shows a comparison of the path derived from the IK solver with the target
path. Figure 3.8d shows the magnitude of error in following the path along with
the mean and standard deviation for each rotation. The large error in the beginning
is because the manipulator starts from the home position which is away from the
target path.

The final simulation has the same circular target trajectory, but with the last
three joints locked at a fixed value. The IK solver is given no knowledge about the
freezing of the three joints. Therefore, the IK solver still outputs the next config-
uration for all the joints in each iteration, however, only the first six joints will be
modified accordingly and the last three joints will maintain their initial configu-
ration. The trajectory followed in this new setting is shown in Figure 3.8e. The
corresponding absolute errors with mean and standard deviation for each rotation
are shown in Figure 3.8f. Note that for the last two experiments only one step is
needed to get the appropriate IK solution as the target points are nearby.

The results show that solutions provided by the IK solver are still good despite
losing three degrees of actuation. This shows that the IK solver is able to provide
a meaningful solution at any joint configuration. However, note that this is only
possible because of the redundancy present in the system. Interestingly, this means
that we could exploit the redundancy of the system for executing secondary tasks,
by compromising correspondingly on the primary task.

On a Steady State Model of an Octopus inspired manipulator

For testing the steady state controller, we have used a steady state model of a ten-
don driven soft continuum robot (Renda et al., 2012). The sample data for learning
the inverse static (IS) model is obtained from this steady state model. The orien-
tation data is also recorded and learned. The soft continuum robot is modelled as
a cosserat beam. A cosserat beam can be visualized as a continuum body which is
composed of infinitesimally small rigid bodies that can rotate independently from
the neighbouring element. We are ignoring the effects of shear stresses in our formu-
lation (Euler-Bernoulli hypothesis). This restricts the DoF of each element to four.
The total length of our manipulator is 31 centimetres, divided into a section per
centimetre. There are three anchorage planes along the length of the manipulator.
Each anchorage plane has four cables attached to it; each spaced apart by an angle
of 90 degrees. Figure 3.9 shows the reachable workspace of the robot obtained by
random exploration in the actuator space.
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Backbone

Ficure 3.9: Schematic of the simulated manipulator and its
workspace

The main advantage of the proposed method is its ability to provide global so-
lutions to the IS problem without the need to plan a path from the starting point.
So, the first tests were to evaluate if the IS solver can provide accurate actuator con-
figuration for random target points in the workspace. Fifty points (xe(-0.05,0.35),
y€(-0.25,0.25), z&(-0.2,0.2)) were randomly selected from the sample data along with
their corresponding orientation. Since the target points are not close to the home po-
sition (0.31[m], O[m], O[m]), the solver needs more than one iteration for converging
to the right solution. Figure 3.10 shows the test results for this experiment. The pro-
posed method is able to generate results with a mean positional error of 0.012 meters
and mean orientation error of 7.4 degrees. The method converges with an average of
3.56 steps for convergence within a range of Imm. The same fifty target points were
again used in the IS solver for a starting point at one of the extreme boundary points
(-0.02m,-0.16m,-0.01m). The corresponding results are shown in Figure 3.11. The
average errors increase in this case. The average positional error goes to 0.015 me-
ters and the average orientation error goes to 9.92 degrees. The convergence speed
remains the same with each target taking an average of 3.68 iterations for conver-
gence. Note that even though the magnitude of error increases, the error pattern
remains relatively similar. We suggest that these points are under-represented in
the sample data and therefore the learning system does not have an adequate rep-
resentation around that region. One possible work-around is to develop algorithms
that perform motor babbling initially and then later switch to a more goal oriented
exploration strategy.
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Ficure 3.10: Simulation results for the fifty points experiment at the

natural starting point. The thick lines represent the mean of the data

and the dotted lines on either side of the mean represent the standard
deviation.

+ Orientation Error  « Position Error

=~
vl
o
o
&

yry

@ 40

] . 0.05

535 ¢ E

iao . 0.04 §
25 ! . + . =

S . : . 0.03 W

tZU el 2o bbb R e e ————- ' Sl c

w =TTt rraT=rIATrTreTTTrTrTTE" o

e 15 v ! . . 00235

.9 10 ¥ [ 5 - i - ¥ [ v

= N AR L0018

£ S A PR + A 14 Lo g T o2 R NG AR C YPRNE VY 35 ATy PS8

g 0 0

6 O 10 20 30 40 50

Target Number

Ficure 3.11: Simulation results for the fifty points experiment for a
starting point at one of the boundary extrema.

The next set of simulations were conducted for continuous targets, i.e. the tar-
get points are locally adjacent and therefore form a continuous path. As the target
points are close by, the IS solver can output a solution in one iteration. Two such
paths were used for evaluation. The first one is a circular path of radius 0.1 me-
ters, centered at (0.25[m], O[m], 0[m]), with a fixed orientation parallel to the X axis
(Figure 3.12). The other path is a fixed point with a continuous change in eleva-
tion (0—»90—0 degrees) and azimuth (0—180 degrees). Figure 3.13 shows the target
orientation vectors for this simulation and the corresponding solutions from the IS
solver. For both tests, the manipulator starts from the home position (Zero force
position). The results of both tests are shown in Table 1.
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Ficure 3.12: Continuous positional path following with fixed orienta-
tion. The target orientation is a vector perpendicular to the YZ plane
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Ficure 3.13: Continuous angular path following.

TasiLe 3.1: Continuous path results.

Test Position Error Orientation Error
(Mean + S.D.)[m] | (Mean + S.D.)[degrees]
Circular Path | 0.0085 + 0.0028 | 7.33 + 3.98

Angular Path | 0.0118 £0.0059 | 3.21 +1.71

3.3.2 Closed-Loop Kinematic Controller

In this section the results of two simulation experiments performed to test and vali-
date the scheme for integrating the end-effector feedback to the learning scheme are
described. Through these simulations we try to demonstrate that the proposed con-
troller can accommodate changes in kinematics of the robot without retraining the
network. The simulations are conducted on a kinematic model of the same bionic
handling assistant. The continuum kinematics is modelled by a constant curvature
approximation and the manipulator has nine DoFs.
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To begin with data samples are generated by continuous motor babbling as men-
tioned in the previous section and the mapping (x;1,4;,%;) — g;+1 is learned. Dur-
ing the learning phase, no external disturbances are applied to the system and there-
fore information about the current end-effector position (x;) is actually redundant.
Our interest lies in studying the effects of external factors on the manipulator and
the subsequent response of the learned system.

Since the simulation model is purely kinematic, it is not possible to apply exter-
nal forces directly. Therefore the only way to model external factors is to modify the
forward kinematics of the model itself. Firstly, we set an offset to the end-effector
position outputted by the simulator and observe the performance of the solver. This
is equivalent to adding a constant value to the forward kinematic model. Note that
the offset is added after learning and the IK solver does not have any information
about the offset other than what is observed from the end-effector position. The
target position is fixed in all cases. Therefore, the solver has to output different ac-
tuator configurations for reaching the same target because of the offset. Figure 3.14
shows the error in tracking by the solver with the change in offset value added in
the X direction. € value is shown in percentage of the actuator range to showcase
its effect on efficient learning. The number of samples collected is the same for all
experiments. We can observe that for optimum value of €, the error in tracking can
be reduced by the proposed feedback scheme. If there were to be no end-effector
feedback in the IK solver, the tracking error will be directly proportional to the off-
set distance as the end-effector will always go the same actuator configuration, since
the inputs (target) remain the same.

Furthermore, we can realize more nonlinear variations in the forward model by
modifying the cable lengths after learning the IK model. Figure 3.15 shows the
performance of the IK solver with end-effector feedback and the IK solver without
feedback when the initial length of one of the nine cables is reduced. For more clar-
ity, if the current cable length is 4°, the modified forward model always calculates
the end effector position with the new cable length q° — K(K is a constant and de-
noted with respect to the initial cable length in Figure 3.15), while for the learned
IK solver, the input still remains as g°. For the case of the IK solver with end-effector
feedback, the position of the end-effector along with the information learned from
the initial kinematic model is enough for accurate tracking of the target. It must
be brought to the attention of the reader that network is never explicitly directed to
reduce the tracking error; the underlying error correction system is arising purely
from the data and the learning formulation.
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Ficure 3.14: Performance of the closed loop kinematic controller
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3.4 Experimental Results

In order to test and validate the performance of the solver four sets of experiments
are conducted for real-time kinematic control of the manipulator with the learned
closed-loop IK solver. The experiments are conducted for evaluating the perfor-
mance of the solver for global point to point motion, local path following, local path
following in an unstructured environment and disturbance rejection while main-
taining a particular position. For all the experiments the manipulator starts from
the home position, which is the configuration with all the actuators at the zero po-
sition. Figure 3.16 shows an overview of the IK solver based control system. The
weights of the neural network are also not updated during any of the experiments.
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Ficure 3.16: Overview of the closed loop kinematic controller.

3.4.1 Point to Point motion for pose control

For the first experiment, twenty-five random points are selected from the manipu-
lator workspace and the manipulator is commanded to reach each pose in succes-
sion using the solution provided by the IK solver. The points are selected from the
workspace to ensure that the target is reachable as it is difficult to know beforehand
whether a particular position and orientation is reachable. Since the targets are not
local points, the solver will require few steps to converge. This makes the solutions
fundamentally different from the training outputs and dependent on the initial con-
ditions. Therefore it is possible to obtain multiple solutions for the same target in
case the manipulator is redundant for that case. The IK solver converges near the
target within ten steps for all the targets. There is a delay of 1sec between each
step, during execution to ensure that the static state is reached. Table 3.2 shows the
average and standard deviations of the absolute errors incurred while tracking the
targets.

TasLE 3.2: Point to Point Motion Performance.

Mean Error | Standard Deviation
Position (mm) | 9.67 5.33
X (mm) 5.53 4.08
Y (mm) 5.04 4.59
Z (mm) 4.03 3.56
Yaw (degrees) | 2.76 5.42
Pitch (degrees) | 1.84 1.83
Roll (degrees) | 3.85 7.02

3.4.2 Trajectory following with IK solver for position and pose

The next experiment is to test the performance of the solver in following a continu-
ous path in the task space. Although the targets are local points, the difficulty lies
in the fact that the corresponding actuator configurations need not be continuous
in the actuator space. There are two trials conducted for this experiment. The first
trial is conducted with the IK solver for position with the target path being a straight
line of length 20 centimeters from starting to end divided into 40 waypoints. The IK
solver is given only one step to provide the solution for each waypoint with each step
given 1 sec to settle. The second trial is conducted with the IK solver for pose with
the same target positions and a fixed orientation of [90, 0, 180]. Figure 3.17 shows
the errors in position and Figure 3.18,3.19 shows the errors in orientation of the ma-
nipulator in following the trajectory. The tracking difference shown in Figure 3.18
is just for comparison purpose with the controller for pose. The average positional
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error for line following using the kinematic controller for position is 23mm and the
same for the pose controller is 37mm. Since the target is updated every step, the IK
solver would not be able to converge to the best solution for each target and con-
sequently the errors are higher for this experiment. In case of trajectory following
with a fixed orientation it must be mentioned that some of the targets are statically
unreachable. It is in our interest to analyze the IK solver even if the targets are not
reachable.

—Pose IK solver

—Position IK solver
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FiGure 3.17: Positional error in tracking for the two kinematic con-
trollers.
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Ficure 3.18: Orientation error for the position kinematic controller
given for evaluating the kinematic controller for pose.
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Since the IK model is constructed by a neural network, the behaviour of the
solver when the target is an outliers (For the case when the target is not reachable) is
difficult to be foreseen. The underlying algorithm is majorly dependent on the train-
ing data. Figure 3.20a shows the configurations of the manipulator during the path
following task using the IK solver for position. Due to the manipulator constraints
it is impossible for the IK solver for pose to reach the desired target during the be-
ginning of the task and towards the end. The higher errors in position as shown in
Figure 3.17 can be attributed to this. This can be inferred from the workspace of the
manipulator obtained during the sampling process. We can see that there is a trade-
off between tracking the position and orientation of the robot. However, presently,
it is difficult to quantify how the solver prioritizes for reducing the orientation and
position tracking errors or even if there is such a trade-off internally.
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Ficure 3.20: a)Configuration of the real manipulator at different time

steps during the line following task.b) Configuration of the real ma-

nipulator for the same corresponding time steps during the line fol-
lowing task in the presence of an obstacle

3.4.3 Trajectory following in an unstructured environment

The next test is to see the effect of an unstructured environment while executing a
task. The trajectory is the same straight line position path mentioned in the previous
section but with just 20 points instead of 40. Each step is updated at 0.25 sec. This is
to ensure that some of the momentum is still conserved between each step. A cylin-
drical obstacle of diameter 8cm is placed in between the path such that the centre
of the cylinder lies around [10cm ,-30 cm] (Figure 3.21). We are only analysing the
performance of the IK solver for position as the manipulator is only redundant for
this task. Figure 3.20b shows the configurations of the manipulator while perform-
ing the task. The numerous DoFs and compliance in the body aid the controller in
tracking the best possible path under the circumstances. By a quick comparison with
task shown in Figure 3.20a we can see the various kinematic configurations that the
manipulator is able to achieve with the help of the environment, which are otherwise
unattainable. This is one of the key characteristics of continuum robots. The ability
of continuum robots to have modified kinematics in the presence of external forces
makes it almost impossible to get accurate formulation of the kinematics, on the
contrary, it opens up the possibility of using the environment to guide the manipu-
lator and facilitate the control objective. Through this experiment we demonstrate
that approximate IK models with end-effector feedback can work in collaboration
with the morphological properties of the robot to accomplish tasks even in an un-
structured environment. Also noteworthy is the importance of friction in this task.
We noticed that very low friction can lead to slippage and cause the manipulator to
overshoot from its desired target. Figure 3.21 shows the top view of the path that
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the end effector traces in the presence of the obstacle and Figure 3.22 shows the path
without the obstacle. The rigidity of the helicoidal structure does prevent the ma-
nipulator from fully conforming to the shape of the obstacle and the tracking error
experienced due to that is visible towards the end of the path in Figure 3.20a and
Figure 3.20b. The forces on the manipulator due to the height of the obstacle also
affect the tracking performance.
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Ficure 3.21: Path of the end-effector in the presence of an obstacle in
a line following task.
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FiGure 3.22: Path of the end-effector in an uninterrupted line follow-
ing task.

3.4.4 Disturbance rejection during position control

The final test is for showcasing the importance of the end-effector feedback for com-
pensating external disturbances. Under external disturbances, the kinematics of the
manipulator will get modified as pointed out in the simulations section. Therefore
the IK solver needs to provide new solutions for reaching the same target. For this
experiment the external forces are applied by hand after the manipulator has con-
verged to the desired target. Due to the compliance of the body, the manipulator
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can deform without disturbing the servo position. Consequently, the only change
in the input to the IK solver is the change in the end-effector position. We are not
concerned with the exact forces or deformations applied to the manipulator as the
experiments are aimed to see if the IK solver can output different solutions just by
the change in end-effector position and if the solutions can decrease the error in
tracking. Clearly there would not be any reaction from an IK solver without the
feedback about the end-effector position as the actuator configuration remains the
same under the disturbance. Besides that, due to the change in kinematics induced
by the disturbance, the new inputs provided to the neural network are outliers when
compared to the training data. Thus, it is essential to verify that the network can
provide decent solutions and more importantly to see that the network does not
get saturated. Figure 3.23 shows the configuration of the manipulator after distur-
bance and the final configuration derived from the IK solver for 4 different cases.
The four trials are conducted in sequence and the solver is updated every 0.5 sec.
From the figures we can observe that controller is able to respond exceedingly well
to the external disturbances. The error in tracking is reduced even with the change
in kinematics and from the images we can observe that the manipulator can reach
the same target with different configurations. Again, it must be emphasized that
the IK solver is never explicitly commanded to reduce the tracking error and also
that the mechanical constraints of the manipulator hamper further reduction of the
tracking error. The perceived controller is arising purely from the IK representation
and the sample data.
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Ficure 3.23: Disturbance rejection using the kinematic controller.

Four cases are shown in the experiment with configuration of the

manipulator after disturbance shown first and the final configuration
shown in the end. The complete tracking error is shown below.
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Chapter 4

Dynamics

4.1 Related Work

4.1.1 Model-based approaches

Probably the most challenging field in the control of continuum/soft robots is the
development of non-static controllers that consider the complete dynamics of the
whole manipulator. Development of dynamic controllers would require the for-
mulation of the kinematic model and an associated dynamic formulation. Kine-
matic models are difficult to develop themselves and a dynamic formulation based
on these imprecise models aggravates the model uncertainties (Trivedi, Lotfi, and
Rahn, 2007). On the other hand, even if exact kinematic and dynamic models are
available, an appropriate controller would then require high dimensional sensory
feedback (Renda et al., 2014). Moreover, some dynamic properties/disturbances are
inherently uncontrollable due to their under-actuated nature (Gravagne, Rahn, and
Walker, 2003). Development of reliable parameter estimation algorithms and accu-
rate sensory information is also crucial.

One of the first theoretical studies on the dynamic control of continuum robots
was done in Gravagne and Walker, 2002b. In Gravagne and Walker, 2002b, it was
validated through simulations of a planar single multi-section continuum robot that
a simple feedforward and feedback PD controller can achieve exponential tracking
of a set point. The feedforward component inputs the actuator torques that satis-
fies the static holding torques and the feedback component ensures the convergence
of the set point position. A similar experimental study showed that a simple pro-
portional controller can regulate the orientation of a planar continuum robot and
a PD controller with coupling compensation can damp out manipulator vibrations
(Gravagne, Rahn, and Walker, 2003). Nonetheless, these studies were conducted on
simplified models which do not capture the true nonlinearities of continuum/soft
robots.

The first closed loop task space dynamic controller for continuum robots was
demonstrated in Kapadia and Walker, 2011, although, only by simulations. The
kinematic for the two dimensional multi-section robot was formulated using the CC
model and the corresponding dynamic model in the configuration was presented
in the Euler-Lagrangian form using lumped dynamic parameters. One main differ-
ence of such a model from the dynamic model of a rigid robot is the addition of
the potential energy due to bending and extension (dependent only on the kine-
matic configuration). In this dynamic equation, the task space state variables can be
substituted in place of the configuration state variables using the kinematic model.
Note that this way small errors in the kinematic model will exponentially build-up
when computing the higher order states and thereby affect the accuracy of dynamic



Chapter 4. Dynamics 32

model. The implemented controller can be described as a PD computed torque con-
troller where the auxiliary control signal is represented in terms of the task space
variables. An additional term for controlling the configuration space in the null
space is also added. Although the robustness of the controller is shown by adding
Gaussian white noise, the performance of such a controller can only be validated
experimentally since it hinges on the CC approximation. However, the validity of
the CC model for the same model was concurrently questioned in Trivedi, Lotfi,
and Rahn, 2007. Furthermore, it must be bought to the attention of the reader that
the stability proof was derived assuming that the kinematic and dynamic model is
perfect. A different control approach for the same kinematic and dynamic model,
in simulation, was done using a sliding mode controller in Kapadia et al., 2010,
however, only for closed loop configuration space control. A first order (assuming
that the input output relative degree is two) sliding surface is defined as the filtered
tracking error for this purpose. The advantage of a sliding mode controller over a
simple inverse dynamics based PD controller is the higher robustness to model un-
certainties; the downside being the slower error convergence, chattering and higher
gain requirements. An experimental evaluation of this method was conducted with
a planar three section continuum arm in Kapadia, Fry, and Walker, 2014, along with
comparisons to a simple feedback linearization based PD controller in the configu-
ration space. It was observed that the sliding mode controller performed better in
terms of accuracy and speed indicating that model uncertainties were significant.
Additionally, a task space controller for teleoperation was demonstrated using the
controller mentioned in Kapadia and Walker, 2011, which showed good tracking
performance for a low frequency reference.

Considering the fact that the actuator dynamics of pneumatic actuators are slower
and more nonlinear than tendon driven actuators, works focusing on optimal dy-
namic controllers for pneumatically actuated manipulators started to emerge. One
such approach for trajectory optimization was demonstrated using simulations in
Falkenhahn, Hildebrandt, and Sawodny, 2014, where the objective was to estimate
the optimal trajectory that reduces the transition time and actuator jerk. The nonlin-
ear optimization problem is formulated with kinematic constraints (CC model), ac-
tuator dynamic constraints and boundary constraints with the mass flow as the tra-
jectory variable. Along the same lines, a trajectory optimization scheme for a com-
prehensive dynamic model of a soft planar manipulator was described in Marchese,
Tedrake, and Rus, 2016 (Figure 4.1). Using the CC model for expressing the kine-
matics of the manipulator, a dynamic model was derived in the configuration space.
A detailed derivation for calculating the generalized torques from the cylinder dis-
placement and reference input is described in the paper. A direct collocation ap-
proach is employed to simultaneously identify the optimal generalized torques and
corresponding manipulator state with the systems kinematics, dynamics, boundary
conditions and tracking objective as constraints. The objective function is to reduce
the final end-effector velocity. An optimization problem is used for obtaining the
optimal reference inputs to the actuator to realize the initial trajectory. Another
advantage of a solving the control problem as an optimization problem is that it
alleviates the need for a high level path planner. The open loop policy was success-
fully able to reach statically unreachable target points with high probability; the
first demonstration in the field of continuum/soft manipulators. Even then an iter-
ative learning control scheme to re-identify the system parameters was required in
between trials for best performance.
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FiGure 4.1: Trajectory optimization algorithm for open loop dynamic
task space control.

Another comprehensive model-based controller, seemingly a variation of Kapa-
dia and Walker, 2011, based on the dynamics of the joint space was proposed in
Falkenhahn et al., 2015. The kinematics is based on the CC model and the dynamic
model is represented in the joint space. A PD computed torque controller in the
joint space is proposed. In order to transform the generalized torques used in the
dynamic model to the desired actuator pressures’, an inversion scheme is proposed.
Experiments even without the PD term showed decent results, validating the dy-
namic model. An extension of Falkenhahn et al., 2015, which also considers the dy-
namics of the pneumatic chambers, was proposed in Falkenhahn et al., 2017 (Figure
4.2). With this, an inner loop decoupled PD computed torque controller is cascaded
to the existing controller. Consideration of the pneumatic dynamics is important
because its response is slower and more nonlinear compared to the dynamics of
electromagnetic actuators. Since the controller does not consider the actuator and
kinematic constraints, the performance is currently limited.

Forward T Actuator u Low Level u . 0.49.4
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FiGUrEk 4.2: Joint space dynamic controller by feedback linearization.

A recent interesting approach in the field of soft robotic manipulators in terms
of design and control was stated in Best et al., 2016. This soft humanoid robot was
constructed such that the joints are similar to traditional rotational joints. There-
fore, the kinematics of the manipulator can be modeled like traditional rigid robots
allowing for much simpler dynamics models, which are identified empirically. The
authors have ignored gravitational and cross coupling effects and the relationship
between joint torques and pressure is derived. Due to the simplified model and de-
sign, a model predictive controller (MPC) in the joint space could be implemented
at high frequency (300 Hz).

Dynamic controllers are important for industrial applications where time and
cost is also important along with the accuracy. Model based dynamic controllers
for continuum/soft manipulators are still in their nascent stage, and consequently,
there are a multitude of gaps that should be addressed in design, modelling, and
control. Dynamic models directly mapping the control inputs (voltage, pressure or
encoder values) to the task space variables should provide the ideal performance
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for any model based control approach. Currently, most of the dynamic control ap-
proaches are focused on the joint space control with an exception of few (Marchese,
Tedrake, and Rus, 2016). Even in this case, due to the computational complexity, the
controller had to be designed in open-loop for a planar uniform manipulator. How-
ever, if the feedforward controller is perfect, this would be the most ideal choice.
MPCs are ideal candidates for control of these continuum/soft manipulators, al-
lowing for low gain accurate control. Their application is currently limited only
because of the computational complexity of the current dynamic models. With the
increase in computational power, sensing capabilities and intelligent controllers, we
can expect better developments in model based dynamic controllers. Alternatively,
another route to consider is machine learning based approaches, either for learning
open loop controllers, for dynamic compensation or for learning black box dynamic
models.

4.1.2 Model-free approaches

Model-free approaches for dynamic control of continuum/soft manipulators are still
a relatively unexplored area. Nonetheless, the earliest usage of machine learning
techniques for control of continuum robots was implemented for compensating for
dynamic uncertainties in Braganza et al., 2007 (Figure 4.3). However, the method-
ology was described only for closed loop dynamic control of the joint variables. The
control architecture is composed of a feedback component which is based on a con-
tinuous asymptotic tracking control strategy for uncertain nonlinear systems (simi-
lar to a second order sliding mode controller) (Xian et al., 2004) and a feedforward
component made using neural networks. The objective of the neural network is
to compensate for the dynamic uncertainties and thereby reducing the uncertainty
bound that improves the performance of the feedback controller.
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F1Gure 4.3: Model-Free dynamic controller in the joint space.

To sum up, although model-free approaches offer a relatively simpler path for
developing dynamic controllers, practical applications are limited either due to train-
ing time or stability concerns (Venkatraman, Hebert, and Bagnell, 2015). Nonethe-
less, it is a possibility that should be looked upon, especially with the growth of more
robust algorithms for training recurrent dynamic network (Bengio et al., 2015). That
being said, hybrid controllers that merge model-based and model-free approaches
could also be a viable approach to consider.

This chapter presents work on model-free development of dynamic models for
dynamic control of soft robotic manipulators. We present the development of a di-
rect direct actuator space to task space dynamic model and its application for open-
loop dynamic control (Thuruthel et al., 2017a) and behavioral studies on the Octopus
Vulgaris. The approach involved learning the forward dynamic model using a class
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of recurrent neural network and employing trajectory optimization on the learned
model. Such types of controllers reveal a different region of dynamic behavior that a
soft manipulator can attain in terms of speed, workspace volume and efficiency. The
advantages of a model free approach are clearly evident in terms of the ease of mod-
elling, accuracy and low sensory requirements. Finally, we show how this learned
forward dynamic model can be used further to evaluate self stabilizing open-loop
trajectories and for closed-loop dynamic control using model-based reinforcement
learning.

4.2 Theory

4.2.1 Learning the forward dynamic model

In this section we describe how our learned dynamic model is formulated and devel-
oped. This learned model will be verified on the simulated model described above
and on an real soft robotic platform for validation. Assume that the infinite di-
mensional configuration space can be approximated using an n-dimensional vector
space. The kinematics of the manipulator can now be represented as:

x = F(q) (4.1)

Where, x is the task space (here we are referring to the observable output space)
variable and q € R" is the configuration space variable. In order to obtain this inverse
kinematics, a sufficient condition is that the dimension of the task space variable is
also n. Consequently all instances of the configuration space variable g can be re-
placed by the task space variable x. Note that the approximation of the inverse kine-
matics (consequently the forward dynamics) becomes more accurate with a higher
dimensional task space representation.

Using these assumptions, it is possible to transform the forward dynamics of the
manipulator from the usual form given in 4.2 to a form using only the task space
variables as shown in 4.3:

M(q)4+V(g)g+P(q)=r (4.2)
M(q)§+V(g)g+P(q)=r (4.3)

Here, T € R are the control inputs. M, V, P represents the inertia matrix, Cen-
tripetal - Coriolis forces and potential energy stored due to gravity/deformation
respectively. M, V,P are the corresponding matrices obtained after the transforma-
tion. This implies that, under these assumptions, it is always possible to learn a
direct mapping between the states of the task space variables and the control in-
puts: (7,x,%) —> X

Consequently, by varying the dimension of the task space (number of sensory
inputs), the user can arbitrarily increase or decrease the complexity and accuracy
of the dynamic/kinematic model. This is a huge advantage that machine learn-
ing provides for learning the dynamics of a soft manipulator. On the contrary, for
model-based approaches, the analytical dynamic model determines the sensory re-
quirements (not just the dimensionality but also the type). For instance, models
that are based on the CC approximation rely on cable potentiometers for measuring
the length of modules (at least in the case of pneumatically actuated manipulators).
For rigid robots, the dimension of the joint space (equivalently to the configuration
space) is finite and therefore the number of sensors required is fixed.
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Taking cue from the previous works on learned kinematic controllers, we mod-
ify the mapping in terms of absolute values, there obtaining the new mapping:
(7¢,xP,x) — x", where the superscript p represents the previous value of the vari-
able, c represents the current value and n represents the next value. The new map-
ping is an approximation of the continuous dynamic model using a finite difference
approximation. This would restrict the learned dynamic model to have a fixed step
size. But by representing the variables only in absolute terms, we gain three main
advantages; primarily, such a mapping allows us to represent the dynamic model
using a recurrent neural network (see figure 4.4). The advantages of a nonlinear
autoregressive network with exogenous inputs (NARX), for long-term time series
prediction, have been widely discussed (Menezes Jr and Barreto, 2008; Diaconescu,
2008). Additionally, representing the dynamic model using only absolute terms also
helps in encoding the boundary conditions in the data which, in turn, helps in the
stability of the network. Finally, in this way we can avoid taking first order and
second order derivatives of the position term which would increase the variance of
any existing noise. This would further deteriorate the prediction performance. For
developing a multi-step prediction model for the forward dynamics we are using a
nonlinear autoregressive network with exogenous inputs (NARX). The advantage of
using a recurrent-dynamic network over a recursive feedforward-dynamic network
is that such networks are more accurate as the training is done to reduce the cu-
mulative error over the whole continuous training set (feedforward networks try to
only reduce the prediction error for each step and thereby prone to overfitting and
instability). Note that the inputs are normalized inside the network.
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Ficure 4.4: The architecture of the dynamic model using the NARX
network.

The training of the network is done in two steps. Initially, the network is trained
in open loop by unfolding the recurrent network and training by Bayesian Regu-
larization. However, this trained network is prone to over fitting and therefore the
network is closed and further trained using the same network weights (closing the
loop does not change the size of the network). The performance function for the
open network is calculated as:

T
1
MSE = ;nxt ~f X, UDIP (4.4)
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Where, X is the input vector and U is the exogenous input vector. The function
f represents the mapping formed by the neural network. For training the recurrent
network Levenberg-Marquardt backpropagation is used and a validation set is used
to avoid overfitting. Directly training the closed loop network from randomly ini-
tialized weights is not desirable as the training would be highly susceptible to the
gradient exploding problem. Also, the training and testing sets are divided into con-
tinuous (to keep time correlations intact) blocks in the ratio 70:30 for the first step
(open loop network) then the training, testing and validation set are divided in the
ratio 70:15:15 for the final step (closed loop network). The performance function is
now represented as:

T
1 o
MSE = T ;()”Xt —f(Xe1, UpII? (4.5)

Here, X,is the prediction of the NARX network in the previous iteration. Now
the learning algorithm is not trying to reduce the single-step error, but the whole
multi-step prediction error (the performance function is the only difference between
the open loop network and the closed loop network).

4.2.2 Trajectory optimization

Once we obtain the learned dynamic model of the manipulator, trajectory optimiza-

tion can be performed for developing an open loop predictive controller. For this

purpose, we are employing a single shooting technique for obtaining the optimal

control policies. Let the fixed control horizon be fy, it is discretised by a fixed step

size of dt. Given the control policy, the trajectory of the dynamic system can be

simulated using the recurrent neural network.
, ty

xip1 = f(x;,xi_1,7)Vi= 15 (4.6)

Where, x;,x;_ and x;, represent the current, previous and next state positions

of the manipulator, respectively. 7; is the forces applied on all the cables at each time

step and f represents the learned mapping. To simplify the optimization problem

and for computational reasons we reduce the number of variables by expanding the

control frequency to tl—s (t; is 50 milliseconds in our case). The control inputs for each
time step dt can now be written as:

m N
" = {fin;l mOd(f’?) O vm—1.M (4.7)
T mod(i,5) =0

. t

t

S

Here, M is the number of actuators and t is the current time. The time dependent
control policy is represented by the low dimensional vector 7:

M()=2" ¥ m=1.M (4.8)

1

The optimal policy can be estimated by minimizing the objective function given
below:
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Xtt;wk _ xdes
T L
dr

I1(t)" = min[

2
+) 'R ’l’i) (4.9)

i

t
subject to 0 <7/"<7p,, ¥ m=1.Mandi= {EJ

The input weighting coefficient R is an identity matrix in our case. The control
objective is formulated to reach a desired position at the end of the control horizon
while simultaneously optimizing the control effort. No constraint on the final veloc-
ity is given since it difficult to estimate if a point is statically and dynamically reach-
able using only the learned model. For solving this nonlinear optimization problem,
we use the iterative sequential quadratic programming (SQP) algorithm (Fletcher,
2013). Since the dynamic model is represented by neural networks with continuous
and smooth transfer functions, the objective function is always twice continuously
differentiable. The derivatives and double derivatives are estimated by numerical
methods for the objective function. MATLAB fmincon function is used for optimiza-
tion. After optimization we obtain an optimal policy that controls the manipulator
to the desired position in the commanded time period. Using parallel processing on
4 cores, a 10 step iteration for a control horizon of 1 second (60 variables) takes 6.2
seconds in average. This is not fast enough for implementing a closed loop Model

Predictive controller, therefore the developed controller is fully open loop with no
feedback.

4.3 Open-loop dynamic control

The simulation studies are conducted on a simulated cable driven two-section soft
manipulator (Renda et al., 2016a). The second section is un-actuated and the first
section is actuated by three radially arranged cables. The exploration is done by
inputting pseudorandom variable-amplitude square wave sequences, with a 50 per-
cent probability of the actuator being idle. The exploration signals are decided based
on empirical data. The maximum force applicable by the cables is fixed to 3 New-
tons. Sampling is done at a fixed frequency of 100 Hz and consists of 7000 samples,
amounting to a duration of 70 seconds. The corresponding explored workspace is
shown in Figure 4.5. Additionally, more goal directed explorations can be performed
after learning the forward dynamics with the initial sample, for more efficient and
complete exploration.
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Ficure 4.5: Workspace of the manipulator obtained by the random
exploration.

4.3.1 Deciding task space dimension

As previously mentioned, it is up to the user to decide the dimension of the task
variables that determines the underlying dynamic model. Clearly, providing more
information about the state of the manipulator leads to a better prediction. The
mean prediction error for different number of task space parameters is shown in
Figure 4.6. The prediction is computed by the recurrent network for the whole sam-
ple data by a single multi-step ahead simulation (a 70 seconds simulation). Note
that this is only the prediction error of the forward dynamic model. For the three
dimensional case, only the Cartesian position of the end-effector is used for predic-
tion. For the six dimensional case two scenarios are compared; the first one uses the
Cartesian position of the tip of both sections and the second case uses only Cartesian
positions of the tip (end-effector) and the midpoint of the second section. For the
twelve dimensional case, Cartesian positions of the tip and the mid-point of each
section are used. For all the cases, the network size is fixed (35 neurons).
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FIGURE 4.6: Mean multi-step prediction error using the NARX net-
work for different manipulator characteristics.

Furthermore, we also try to investigate how the prediction accuracy is affected by
material properties and force limits (Figure 4.6). As expected, varying these param-
eters increases the chaoticity of the manipulator dynamics and thereby deteriorates



Chapter 4. Dynamics 40

the prediction accuracy. For all cases a better accuracy can be obtained by increas-
ing the task space dimension. Changing the environment from water to air makes
the manipulator dynamics highly chaotic and therefore not learnable. This is be-
cause significantly larger actuation forces are required to compensate for the effects
of gravity on the soft body. Numerical instabilities in the analytical model are also a
problem with high forces.

The time evolution of prediction error for the single 70-second simulation of
the manipulator is shown in Figure 4.7. Slight overfitting of the data can be seen
from the apparent increase in error near the test set. However, more importantly
the errors are bounded even for such a long simulation. The corresponding error
plot for the open loop network obtained after the first training is also shown in
Figure 4.7. Both the plots are obtained for the twelve dimensional case. The stability
advantages of the NARX network over the open loop network obtained from the
first learning can be seen in Figure 4.8, where the inputs forces are all set to zero.
The error accumulation problem causes the open loop network to become highly
unstable even for this simple case.
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Ficure 4.7: Time evolution of the multistep prediction error for the
recurrent network and open loop network.
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Ficure 4.8: Time evolution of the multistep prediction error for the
recurrent network and open loop network.

Although the learned dynamic model may not be as accurate as a detailed ana-
lytical formulation, the recurrent neural network runs much faster. A two second
simulation of the forward model takes 63 milliseconds using the recurrent neural
network, whereas, the same simulation using the piecewise constant strain (PCS)
model takes 523 seconds. Both the models are evaluated on an Intel(R) Core(TM)
i7-3630QM CPU @ 2.40 GHz with 8 Gb RAM.
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4.3.2 Simulation results

First, we present the tracking error incurred by the open loop predictive control
policy using the described learned dynamic model and trajectory optimization algo-
rithm for the two section soft manipulator. Fifty points are randomly selected from
the end-effector workspace and the objective function is designed so that the end-
effector reaches the target at the end of the control horizon (2 seconds) with minimal
control effort. The actuator forces are limited to 2.5 Newtons and the optimization
algorithm is run for 20 iterations. The results are summarized in Table 4.1. The
error is calculated at the end of the control horizon between the position of the end
effector and the target. The optimization on average takes 25 seconds. Note that
the optimization algorithm is run on the forward model (RNN) and hence has lower
errors (Can even reach zero error with more iterations) and the same control pol-
icy is executed on the simulation model, which in our case becomes the real-world
equivalent.

TaBLE 4.1: Reaching error for 50 random targets.

‘ Mean Error (m) ‘ Standard Deviation (m)

Predicted by RNN 0.001 0.001
From Simulation 0.007 0.002
Difference between Prediction | 0.007 0.002

and simulation

The simulations conducted next are done to showcase three important charac-
teristics that we consider important. The first simulation is to showcase the need
for dynamic controllers when actuator forces are limited or scenarios where energy
conservation is vital. The second simulation is performed to highlight the high dex-
terity and manipulability that a soft manipulator can achieve with the help of dy-
namic controllers. The final simulation is to exhibit the scalability of the proposed
approach to higher dimensional nonlinear soft manipulators.

Dynamic Reaching

The advantage of using a dynamic controller is not only limited to energy and time
considerations. Furthermore, they can expand the workspace of manipulators with
fixed actuator forces. To exhibit this and to validate the trajectory optimization ap-
proach with the learned model, a dynamic reaching simulation is conducted. The
tests are conducted using the two section soft manipulator with three cables. The
distal section is underactuated. The maximum force applicable by the cables is also
limited to 1 Newton. The reachability of the manipulator, if it only relied on a static
controller is shown in Figure 4.9a. This is achieved by giving constant forces to each
cable (shown in brackets in the Figure 4.9) and letting the manipulator stabilize for
10 seconds. For showing the dynamic boundaries, a set of targets are set circumfer-
entially around the home position. The trajectory optimization algorithm is run on
the learned dynamic model for 10 iterations. The time period is set at 5 seconds.
The control horizon is loner than required to showcase that the prediction error
does not rise exponentially even for such a long prediction horizon. The predicted
boundaries of the manipulator are shown in Figure 4.9a with the actual end-effector
position obtained using the numerical simulation using the obtained open loop pol-
icy. The predicted path generated by the optimization algorithm in conjunction with
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the learned model for one case is shown in Figure 4.9b. The corresponding trajectory
for the same policy for the numerical simulation is shown in blue.
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Ficure 4.9: (a). Static reachable boundaries of the manipulator and

the reachability of the manipulator with a dynamic controller. (b).

Illustration of the complex path the manipulator takes to reach one
example target.

The average error and standard deviation of the controller in the reaching task
are shown in Table 4.2 for the eight reaching targets. The validity of the learned
model can be seen from the difference between the prediction and simulation posi-
tions.

TaBLe 4.2: Reaching error for the targets with limited actuation
forces.

‘ Mean Error (m) ‘ Standard Deviation (m)

Predicted by RNN 0.033 0.021
From Simulation 0.026 0.022
Difference between Prediction | 0.007 0.004

and simulation
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Obstacle Avoidance

Another advantage of a high dimensional robot coupled with a dynamic controller
is that it can provide highly dexterous redundant and fast motion while being inher-
ently safe with using only few actuators. To demonstrate this, we devise a scenario
where the manipulator aims to reach a target position while avoiding obstacles in
the path. The obstacles are shown in Figure 4.10. The objective function is modi-
fied such that the end-effector tries to stay as far away as possible from the obstacles
while ensuring that the target is reached.
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Ficure 4.10: Dexterous motion achievable due to the manipulator
properties and controller formulation.

Scalability

Another aspect of interest is the scalability of this approach to higher dimensional
systems. For this the same approach is tested on a four-section manipulator. The
samples collected are for the same 70 second duration with the task space dimension
summing to 24 (6 for each section). Three actuators arranged in the same configura-
tion as the previous case, are the only inputs. After learning the forward dynamics,
same experiments of reaching static target using the end-effector are performed for
10 randomly selected points. The control horizon is for 2 seconds, the forces are
constrained to 2 Newtons and the optimization algorithm is run for 10 iterations.
The results are summarized in Table 4.3. The error is calculated at the end of the
control horizon between the position of the end-effector and the target.

TasLE 4.3: Performance of the controller for the four-section manip-
ulator.

‘ Mean Error (m) ‘ Standard Deviation (m)

Predicted by RNN 0.005 0.007
From Simulation 0.018 0.004
Difference between Prediction | 0.016 0.004

and simulation

4.3.3 Experimental results

For preliminary validation of the developed control approach we perform tests on
a single section pneumatically actuated manipulator. The experimental model is
different from the simulations in terms of morphology, actuation and environment
and therefore showcases the wide applicability of our proposed method. Since our
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method is a data driven approach and due to the high linearity between the com-
manded signal and the pressure output (< +1 Full Span), it is not necessary to derive
our dynamic model in terms of the actual pressure in the chamber. Instead, our dy-
namic equation becomes a function of the commanded signal rather than the actual
forces (pressure) inside the chamber. This is a huge advantage of learning based
methods over analytical methods, since the learned model will automatically incor-
porate the actuator dynamics. Therefore, we can learn a direct end to end mapping
between the commanded signals and manipulator states to the future manipulator
states. The methodology of sampling and learning is same as performed for the sim-
ulations. The sampling rate is however reduced to 50 Hz while the sampling period
is increased to 240 seconds. The chamber pressure is limited to 1.1 bar (relative to
the atmospheric pressure). Using the learned model and the trajectory optimization
procedure described before, we conduct three experiments to validate the method-
ology. The first experiment is reaching a single static target at the end of the control
horizon and the second task involves following a continuous path. For all the tests
the open loop controller works at 50 Hz with t, set at 40 milliseconds. Lower bounds
on pressure inputs are kept non zero to reduce the effects of friction. This is because
it was observed that the maximum prediction error occurred at the starting of the
control cycle and it increased when the initial applied pressures were less.

Dynamic Reaching

The first task involves reaching a target in the 3D Cartesian space picked randomly
from the sampled workspace. The optimization is performed to reach the target at
exactly 2 seconds. The open loop controller works at 50 Hz. The average reaching
error at the end of the control horizon was on average 0.046 m. With reference to
the workspace dimensions this corresponds to an error of 4.8% in the X axis, 3.2%
in the Y axis and 6.8% in the Z axis. It was observed that maximum deviations
from the predictions occurred during the starting of the task (when the manipulator
is at rest). This was also observed during the learning phase. We believe this is
primarily because of the static friction effects which are not easy to model and learn.
Also, in the sampled data the effects of static friction are only present in the initial
step. Nonetheless, these estimation biases can be compensated by iterative learning
techniques like the one used in Marchese, Tedrake, and Rus, 2016 or with closed
loop controllers. An example trajectory for reaching the target is shown in Figure
4.11a. The average tracking error for the whole time period is shown in Figure 4.11b.
The average errors for all the reaching moments seem to show a smooth pattern in
it. This indicates that there are some unmodeled effects which uniformly affect the
motion of all the reaching movements and therefore can be easily compensated. A
simple example would be to delay the control actions by 0.20 seconds which would
on average improve the reaching performance to 0.032 m. The input pressures on
the chambers for an example case are given in Figure 4.11c.
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Figure 4.11: a. An example trajectory of the end effector for the

reaching task. b. Average error for all twenty points during the reach-

ing task over the control horizon. c. The input signal to the chambers

for an example case. Note that this need not be the actual pressure
inside the chambers.

Path Tracking

The second task involves following a continuous path. For this we define a circular
trajectory of 0.15m radius and with a frequency of 1.25 Hz and for duration of 4
seconds. The optimization algorithm is formulated only to reduce the error in the X
and Y coordinates. This is because we do not have an analytical model to calculate
the dynamically reachable points. The target path for the end-effector, the estimated
path obtained from the optimization algorithm and the actual path is shown in Fig-
ure 4.12. The effects of static friction can be observed in apparent biasing between
the estimated path and the observed path. However, this error does not accumulate
over time and cause instability in tracking even though we use an open loop con-
troller. The desired and actual paths in the X and Y axis are shown in Figure 4.13
for comparison. The observed lag between the peaks of the predicted and observed
paths is within 40-80 ms (2-4 timesteps) for the whole duration. The observed ve-
locities and acceleration of the tip during the task is shown in Figure 4.14 and the
input signals to the chamber are shown in Figure 4.15. Note that the manipulator
reaches a velocity of 1-1.5 m/s which corresponds to 2-3 cm/control step. Therefore,
even a phase lag/lead of 1 time step (0.02 s) can lead to large tracking errors.
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Ficure 4.15: The input signal to the chambers for the circular task.
The initial pressure is high since the manipulator starts from a sta-
tionary configuration.

4.4 Stable open-loop control

This section is an investigation into the capabilities of a soft manipulator in a dy-
namic motion task. More specifically we are concerned with the existence of the
stable trajectories that can be used for stable open loop control, similar to finding
limit cycles in locomotion tasks. Plooij et. al. were the first to investigate this pos-
sibility on a two DoF planar rigid manipulator (Plooij, Wolfslag, and Wisse, 2014).
Their preliminary results showed that it was possible to obtain stable open loop
trajectories for repetitive manipulation tasks. Further they were able to extend the
approach to be more robust to model uncertainties in (Wolfslag et al., 2015).

However, being a model based approach and being heavily sensitive to the dy-
namic model, it is not directly applicable for soft robotic manipulators. This is be-
cause of the difficulties involved with obtaining analytical dynamic models of these
systems. More importantly, models that relate the mapping from the actuator space
to task space without significant simplifications are still under investigation. The
previous section described a learning based model and trajectory optimization was
tested on a single module manipulator. But, it was demonstrated only for an open
loop controller. Even if computationally tractable models are available, it is not
straightforward to obtain reliable state information without affecting the manipula-
tor dynamics and in unstructured environments. Therefore, our aim is to exploit the
natural dynamics observed in a complex nonlinear systems and study the stability
of these mechanically stabilized systems.

A purely experimental approach is adopted to study the self-stabilizing behavior
of some particular trajectories. This section shows that it is much easier to generate
highly stable open loop trajectories with reasonable accuracy to the desired path.
Since the manipulator motion does not depend on any sensory feedback, under un-
obstructed execution the motion is highly repeatable. Also the stability of the mo-
tion is independent on the accuracy of the dynamic model. Such an approach is ideal
for repetitive industrial tasks where sensory information is scarce or expensive; for
instance when the environment is cluttered. Due to the inherent compliance of the
system, perfectly safe interactions between the robot and the user/environment can
be performed without compromising on the accuracy.
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4.4.1 Trajectory Generation

The trajectories for manipulator are formulated based on certain insights from ex-
periments on spherical pendula. Although dynamically and dimensionally very dif-
ferent from the soft manipulator, it was observed that some of the dynamic behav-
iors were similar for both cases. Forced oscillation experiments on a spherical pen-
dulum showed that planar harmonic oscillations are highly unstable over a major
portion of the resonant peak and nonplanar harmonic motions were observed to be
stable in a spectral neighborhood above resonance (Miles, 1962). Hence, we try to
derive the control policies for various planar and nonplanar trajectories (See table
4.4). The trajectories are defined only in the XY plane since it is difficult to define the
Z coordinates without an analytical model. Therefore the Z coordinates and orien-
tation of the manipulator are free variables. All the trajectories are roughly centered
at the manipulator zero position.

For deciding the period of the trajectories, a frequency response analysis of the
soft manipulator is performed. Being a highly nonlinear system, the frequency re-
sponse analysis is only performed to decide the angular frequency w. Using the
MATLAB tfestimate function the response of the manipulator to a chirp signal sweep-
ing from 0 to 10 Hz is analyzed using one and two pneumatic chambers (Figure
4.16). The amplitude of oscillation of the input signal varies from 0 to 0.9 bars. The
system output is defined as the displacement of the end-effector. For the multi actu-
ation case, both the chambers are actuated in the same way making them coupled.
For both the cases resonance occurred just below 1 Hz. Higher modes are also ob-
servable like in linear systems. The period of the trajectories generated are defined
just above this resonance frequency by setting w to 6.25rad/sec.

——Single Input
Coupled Inputs

20

0

-20 -

Magnitude (dB)

40

-60

Frequency (Hz)

FiGure 4.16: Frequency response of the manipulator.

TasLE 4.4: Trajectories used for experiments

Shape X ‘ Y

Line Constant 150*Sin(wt)
Circle 150%Cos(wt) 150*Sin(wt)
Figure-8 80*Cos(wt/2) 80*Sin(wt)

Hypotrochoid | 40*cos(wt) + 100*cos(2/3wt) | 40*sin(wt) - 100*sin(2/3wt)

For the optimization problem we do not set any additional constraints that help
in stabilizing the trajectory like in Plooij, Wolfslag, and Wisse, 2014. It was not
even needed to specify a long control horizon (ff). For all the given trajectories the
control horizon was set at 8 seconds. All the control policies are derived with the
manipulator at the zero position. Therefore to obtain a periodic behavior, the distal
portion of the control policy was repeated to sustain the periodic motion. The period
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of this repeating signal is 4 seconds for the figure-8 trajectory and 3 seconds for all
the other trajectories.

4.4.2 Experimental Results

The experimental results are divided into two parts. The first part gives the reader
an idea about the advantages and drawbacks of the controller. The second section
focuses on the stability of the above mentioned trajectories for the soft manipulator.

Controller Accuracy

Since we use an open loop controller, the accuracy of the forward model is vital for
accurate motion tracking. Table 4.5 evaluates the accuracy of the forward model
(as prediction error) and the accuracy of the task execution (as tracking error). The
tracking error is heavily reliant on the dynamic constraints of the manipulator for
the particular task and can therefore be reduced by careful selection of the target
path. The prediction error is also partially dependent on the given task as apparent
from the table.

Tasks which have higher velocities and higher acceleration values tend to be
more inaccurate. This could be due to learning biases occurred due to the low prob-
ability of visiting such state spaces during the random exploration process. Another
source of error could be attributed to the errors in the tracking and discretization
process. At high velocities this could contribute a lot to observed errors. For in-
stance at equilibrium, the manipulator moves at an average speed of 1.3m/s. At a
sampling frequency of 50 Hz, small delays and interpolation errors can therefore
create large prediction errors. The tracking error at the end of the control horizon
for static points is also mentioned.

TaBLE 4.5: Tracking and model accuracy

Tracking error [mm] | Prediction Error [mm]
200 Static Point | 21.9+£8.5 22+8.2
Line 20.1£25 11.8+6.2
Circle 51+32 35.1+14.8
Figure-8 21.7+15.3 11+4.9
Hypotrochoid | 49.3+23.2 28.5+13.6
Stability Analysis

To examine the long term behavior of the soft manipulator to the derived periodic
inputs we perform numerical and graphical analysis of the end effector position over
time. For the planar trajectory, the observed motion is very similar to experimen-
tal observations on a spherical pendulum (Tritton, 1986) (See Figure 4.17). Non
periodic and non-repeatable motion is observed even when devoid of external dis-
turbances.
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Ficure 4.17: Chaotic motion of the manipulator observed in the pla-
nar task.

The circular task on the other hand converges to a periodic orbit given enough
time (See figure 4.18a). Observing the return map in the Y coordinate at a line pass-
ing through X=0 and moving in the positive X direction (Figure 4.18b), we can see
that the period of the orbit is same as the period of the repeating signal indicat-
ing that the cycle is more complex. The repeatability of the motion is also high as
observed from the return map. Similar return maps are observed for subsequent
trajectories also.
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Ficure 4.18: a. Long term behavior of the circular motion b. Return
map obtained at a line draw at X=0.

To study the stability of this periodic orbit random external disturbances are
applied on the manipulator and the manipulator is allowed to stabilize again. For
all the disturbances applied, the manipulator always showed a bi-stable periodic
behavior as shown in figure 4.19a. It could be speculated that one of orbit has a
basin of attraction around the low energy manipulator state and circular trajectory
has a basin of attraction in the other region. The velocity plots of the two limit
cycles are shown in figure 4.19b. This characteristic can be used as possible binary
sensors in pick and place tasks, where a successful ‘place’ operation leads to energy
drop/rise, which in turn will trigger a varied but stable response.
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Ficure 4.19: a. Two observed limit cycles for the circular task b. ve-
locity plots for the corresponding limit cycles.

For the other two trajectories a high stable periodic orbit is obtained for all the
possible conditions that we manually performed (See figure 4.20 a,b,c). The time
taken to return to the stable orbit is also faster compared to the circular task. There-
fore it is likely that the apparent high stability of these trajectories could be because
they are nonplanar and in a low energy state. Also worth noting is that the actual
trajectories are not axially symmetric like in the case of the spherical pendulum.
This could be because of asymmetries in manipulator itself or the control policy.
Nevertheless, this implies that more complex trajectories can be generated by either
modifying the control objective or by design modifications. The repeatability of the
periodic orbit is also high and we obtained return maps with the same period as the
control policy just like the circular task.
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Ficure 4.20: a.Undistured long term behavior in the figure-8 task

b. Convergence to the periodic orbit under external disturbances for

the figure-8 task c. Convergence to the periodic orbit under external
disturbances for the hypotrochoid task

Our findings advocate the potential application of soft robotic manipulators for
repetitive tasks, where sensory feedback is expensive. They could be ideal in un-
structured environments where sensing is difficult and safe interactions are essen-
tial. The development of the controller is fast and best suited for soft robots. Al-
though the learning process requires a feedback system, this is done offline. Gen-
eration of stable trajectories is much simpler compared to rigid robots even though
we do not have an analytical model. Nevertheless with accurate analytical models
a more comprehensive study could be made. While we do not investigate the effi-
ciency of the motion, since we operate in the dynamic regime of motions with zero
feedback gains, the generated control policy can be argued to be highly efficient.

4.5 Closed-loop control

This section presents an application of model based reinforcement learning for closed
loop dynamic control of soft robotic manipulators. The forward dynamic model is
learned using the previously mentioned technique. Using the learned model and
a single-shooting trajectory optimization algorithm, open loop control policies are
sampled on the real platform. The newly obtained experimental trajectories are
used to learn, in a supervised way, a closed loop predictive controller using a multi-
layer perceptron. We test and validate our controller on a simulated tendon driven
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soft manipulator and experimentally on a two section under-actuated pneumatically
driven soft manipulator.

4.5.1 Related Works

Direct policy learning for robot control is an effective method for situations where
the dynamic modeling is hard or when the environment is unstructured. Alterna-
tively, this approach could be employed in high dimensional systems where tradi-
tional model based controllers are not fast enough (Peters and Schaal, 2008). The
key limitations of policy learning are the high data requirement (for model-free re-
inforcement learning) or the model bias that deteriorates the performance of the
policy (for model-based reinforcement learning) (Atkeson and Santamaria, 1997).
Additionally for both methods, there are local minima and exploration issues es-
pecially for high dimensional policies. Our focus is on model-based reinforcement
learning, since it can generate more sample efficient policy learning.

In Deisenroth, Rasmussen, and Fox, 2011, an algorithm called probabilistic in-
ference for learning control (PILCO) was used for model based policy search. It
takes into account the model uncertainties of the learned dynamic model (provided
by non-parametric Gaussian process) for long term planning. Recently there has
been a substantial interest in using traditional trajectory optimization methods for
generating samples for policy learning (Levine and Koltun, 2013). Furthermore it
could be combined with the function approximation abilities of neural networks to
learn and represent these policies (Levine and Abbeel, 2014; Mordatch and Todorov,
2014). The state of the art approaches using variations of this idea are concerned
with using learned local models (Kumar, Todorov, and Levine, 2016), compound
multi-step controllers (Han, Levine, and Abbeel, 2015) and deep representation of
the control policies (Zhang et al., 2016).

We employ a similar, but simplified, approach like the guided policy search for
learning the closed loop control policies. A policy independent trajectory optimiza-
tion process generates the required samples for policy learning. The samples are
obtained from the real system. Finally an offline policy approximation is learned
using a simple feedforward neural network.

4.5.2 Theory

In order to develop a closed loop optimal control policy, we would need the optimal
control actions for each reachable state of the manipulator. Methods like guided
policy search (Levine and Koltun, 2013) tries to learn the policies directly and uses
trajectory optimization to generate samples for policy learning. The policies can
then be represented using any function approximation methods.

For this the optimization problem can be reformulated to obtain multiple trajec-
tories to the same reaching task. This ensures that the manipulator state space is
fairly explored and serves as samples for the policy learning. The trajectories pro-
vide samples for the appropriate control action for each region in the manipulator
state space. To ensure that multiple solutions to the trajectory optimization problem
exists, the control horizon has to be kept long enough. Setting the control horizon
too long could result in obtaining redundant solutions for the same system state. For
our case, we determine this period empirically.
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Given the number of trajectories to be generated N and number of targets to be
reached P, the objective function can be modified as:

I (1) =

2
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X p _xdes

—amin [dist (X", X).xdist (X",X)] )

g
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{x’f,xg, x’;_k} X2 {xhx2, L xm
t

Vn=1.NVp=1.P (4.10)

The distance function calculates the Euclidean distance from each elements of
X" to the corresponding elements in X. By maximizing the minimum distance (with
—a), every new trajectory generated is unique and tries to span a larger state space.
By increasing value of @, more varied trajectories can be obtained. The constant k
specifies a temporal region where the uniqueness of the trajectory is measured .It
is used to make sure that the target position is reached at the end of the control
horizon. x'? is the end effector position coordinates and x?¢ is the desired end
effector position.

The generated open loop policies are executed on the real platform/simulation
model to generate samples for training the policy. This would reduce model biases
from transferring to the policy. Now with the N trajectories obtained, a simple su-
pervised learning model can be employed to directly learn the appropriate control
for each system state.We are using feedforward neural networks to represent the
closed loop policies. An exhaustive search in the state space is not necessary due to
the generalizing ability of neural networks.

The predictive controller is represented using the mapping: (x;,x;_1,x
This discretized representation of the system state is important to make the control
policy robust to the control frequency. It is even possible to reduce the dimensional-
ity of the state space and get a computationally less complex policy but with lower
accuracy. For this work, we reduce the dimension of our state space from twenty four
(simulation/learned dynamic model) to twelve (for the policy) to generate faster so-
lutions. No changes are made for the experimental case since the forward model
itself is low dimensional. Adding multiple targets to the same policy not only pro-
vides us a global policy but can also serve as samples among targets. Subsequently
we have a dynamic end-to-end policy directly relating the system states to the ac-
tuator inputs for a particular target. This is computationally faster since we do not
need the optimization step after the offline policy learning. Note that this method
does not explicitly take into account the control horizon. Therefore, in the presence
of external disturbances it is not possible to predict when the manipulator would
reach the desired target positions. It is important to keep the control horizon as
short as possible to ensure that the policy mapping is unique.This condition is not
valid in the origin, since the same manipulator state and target can have multiple
‘correct’ actions. However, even a blind averaging of all the possible actions can lead
to the desired motions as observed.

The complete procedure for developing the closed loop predictive controller is
described in Algorithm 1. The corresponding control architecture is shown in Figure
4.21 For the two section simulated manipulator, we generate 20 trajectories to reach
65 randomly selected targets from the workspace. The workspace is obtained from
the previous motor babbling process. The control horizon is fixed to 1s for each tar-
get and the optimization is set to 30 iterations. An example of different trajectories

des) - T
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Algorithm 1: Learning closed loop predictive control policies

Generate samples (7,x;_1,x;,x;,1) for learning dynamic model

Learn the mapping (7,x;,x;_1) — x; 1 by a NARX network to generate the
forward dynamic model

fori < 0to P do
L Generate N different trajectories to reach the target ;

Learn closed loop policy by learning the mapping: (x;,x;_q,x%es) —
Result: policy 7t(x;,x;_,x%)

generated for an a value of 0.01 is shown in Figure 4.22. The policy is represented
using a multilayer perceptron with a hidden layer size of 30 units.

For the real manipulator, single trajectories to reach 200 randomly selected tar-
gets were used.Since the forward model is less accurate than the simulated case,
addition of the unique trajectory generation part led to significant accuracy depre-
ciation. Therefore we opted to span the state space using varied targets instead.
The control horizon is fixed to 4s for each target and the optimization is set to 30
iterations.The targets are picked randomly from the dynamic workspace obtained
for the forward model. The multilayer perceptron had a hidden layer size of 40
units. The input layer has a tan-sigmoid transfer function and the output layer has
a linear transfer function. Training is again done with Bayesian Regularization and
early stopping method is employed. The generation of a new policy iteration takes
10.9+£0.18 ms and 12.5+0.44 ms for the simulated and real model respectively. All
the computation is performed on an Intel(R) Core(TM) i7-3630QM CPU @ 2.40 GHz
and 8 Gb RAM.
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Ficure 4.21: Block diagram describing the complete procedure for

obtaining the closed loop control policy (top). The learned control

policy is encoded by a feedforward neural network and provided the
appropriate closed loop actions (bottom).

4.5.3 Simulation Results

Since our objective is to develop a global closed loop predictive controller, we con-
duct four simulation studies to investigate the validity of the learned control policy.
For all the tests the control policy is first executed on the learned dynamic model
and the derived control actions are transferred to the simulation model.

Global Dynamic Reaching

In order to validate the ability of the controller to dynamically reach static targets in
the workspace, a tracking task is performed to assess the accuracy of the controller.
Fifty random targets, different from the set used for learning the policy, have been
selected for testing. The reaching performance of the controller is then evaluated in
closed loop using the learned dynamic model. Each tasks last 2 seconds.

After obtaining the control actions for a single task, the same control inputs are
provided to the simulation. Note that the policies are derived from the learned
model and therefore, we can expect some variations from the simulated model. The
error in the reaching task at the expected reaching time (1 second) is shown in Table
4.6 for both the learned and simulated model. Since the controller is run without
any external disturbances and starting from the home state, the reaching time is
consistent. In the presence of external disturbances or different initial states, the
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Ficure 4.22: End effector position for twenty unique trajectories gen-
erated by the trajectory optimization algorithm for an example target
point.
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reaching time cannot be estimated before hand. It must also brought to the atten-
tion of the reader that the target points are not reachable statically and hence the
manipulator cannot stop once it has reached its desired location. Therefore the con-
trol policy will continue to drive the motion of the manipulator towards the target
repeatedly and not necessarily in the same trajectory.

TasLE 4.6: Global tracking performance.

’ Model ‘ Tracking Error[m] ‘

NARX 0.012+0.010
Simulation 0.013+0.010

Reaching with external disturbances

The need for a closed loop policy is more important in the presence of heavy external
disturbances which would be considerable in the environments where soft robots are
meant to be deployed. To demonstrate that our proposed policy learning approach
is robust to heavy external disturbances, we formulate a reaching task with varying
initial external disturbances. Fifty random targets are selected at random for the
reaching task and varying simulated disturbances are added during the initial 0.5s of
the task. A folded normal distribution noise is added to the inputs with the variance
of the normal distribution increasing from 0 to 9N 2, amounting to a total of 10 trials.
Note that the learned dynamic model is obtained by motor babbling with actuators
inputs constrained to 3N. Since the disturbance is for a short period, this error does
not accumulate to adversely affect the controller. For each trial, the controller is run
for 2s and the time to reach the closest position near the target is recorded along
with the error.

The trajectory taken by the end-effector for a single target is shown in Figure
4.24. Due to the generalization abilities of the neural network and the global cov-
erage of the control policy the controller is highly robust to disturbances and can
even generate policies that are unique from the initial samples generated in the pol-
icy learning phase. The reaching time is also not adversely affected, considering the
fact that during the initial 0.5s, the underlying control strategy is affected. The ef-
fect of varying noise on the performance of the controller can be seen in Figure 4.23.
It can be observed that the simulated model has similar accuracy compared to the
learned model, even though the control policy is derived using the learned model.
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FiGure 4.23: Reaching error versus external noise variance. Note that
the variance value is of the normal distribution before taking its ab-
solute value.
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End- effector trajectory for varying external distur-
the reaching task. External disturbances are added
only for the initial 0.5s.

Although, the trajectory optimization procedure for generating samples for learning
the policy is always initiated from the starting point, the controller is not specifically
tuned to this initial condition. Since the control policy is dependent only on the
current state of the manipulator and not on the previous states, it is possible to
reach any desired stationary target in the workspace from any given manipulator
state as long as the controller has sufficient time. This is of course based on the
assumption that we have obtained adequately spaced samples during the trajectory

optimization step.
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To demonstrate this we setup a simulation where the manipulator is asked to
track two target points successively. The two targets are selected randomly and 50
trials have been conducted using new targets each trial. The first target is provided
as input to the policy for only 1s and the second target is given for the next 2s. The
tracking performance is summarized in Table 4.7 and an example trial is shown in
Figure 4.25. The tracking error for the first target is slightly lower than the first
reaching task since we are now evaluating the lowest distance from target and the
average reaching time. The second target needs more time to reach, with a small
increase in error. This performance is consistent with the reaching-with-disturbance
task.
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Ficure 4.25: Manipulator configurations in the multi-point reach-
ing task for an example trial. The end-effector trajectory is shown in
black.

TasLe 4.7: Tracking performance for multi-point reaching task.

Model Performance

Target 1 Target 2
Error[m] \ Time[s] Error[m] \ Time[s]
Narx | 0.011+0.011 | 0.98+0.07 | 0.012+0.015 | 2.46+0.29
Sim. | 0.011+0.011 | 0.96+0.07 | 0.014+0.014 | 2.39+0.20

Variable control frequency

An interesting property of the learned closed loop policy was the observed robust-
ness to the control frequency. Although the control policy is learned from samples
collected at 100Hz, the same policy can be run even at lower frequency. This was
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observed even for the experimental results. This means that underlying control pol-
icy must be requiring only sparse state space information. This is aided by the fact
that soft systems are low bandwidth systems with slow system response. Later it
will also be show that this can be extended to case where additional load is attached
to the end-effector.

To see how the change in control frequency affects the learned policy we do some
preliminary tests on the learned forward model. The forward model is always run
at 100Hz, while the controller frequency is varied from 100Hz-5Hz. This means
that the inputs to the policy are also delayed by the same amount as the control fre-
quency. The change in tracking error and reaching time with the control frequency
is shown in Table 4.8, for fifty random targets. There is no added noise to the sys-
tem and therefore, we can see the original policy reaching the desired targets at the
expected time. The distance from the target with time for an example case is shown
in Figure 4.26. The corresponding input signals are shown in Figure ??.At lower
frequencies it can be seen that the control policy approximates to a bang-bang con-
troller. The simulation results indicate that the varying the control frequency does
not adversely affect the performance of the controller. Although the tracking error
and reaching time is not significantly affected by changing the control frequency, the
obtained control inputs loose their smoothness, which would have more significance
in the real world.

TaBLE 4.8: Controller performance with changing control frequency

Frequency Performance
Tracking Error[m ] \ Reaching Time[s]
100 Hz 0.0085+0.007 0.995+0.094
50 Hz 0.0080+0.005 1.040+0.117
33.3 Hz 0.0097+0.008 1.135+0.130
20 Hz 0.0134+0.010 1.387+0.270
10 Hz 0.0254+0.017 1.559+0.321
5 Hz 0.0226+0.011 1.85+0.252
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Ficure 4.26: The distance of the end-effector from the target with
varying control frequency.

Time[s]
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4.5.4 Experimental Results

The experiments are conducted on the two section pneumatic manipulator with the
passive distal section. The closed loop policy is learned from samples collected at 50
Hz. However due to the overhead computational cost for acquiring sensors values
and the communication between arduino and the MATLAB environment the highest
control frequency we would achieve was at 20 Hz. The dynamic workspace of the
soft manipulator obtained by motor babbling is shown in Figure 4.28 along with
the static workspace boundaries. The static workspace is obtained by actuating each
chambers to the maximum pressure and letting the manipulator settle. The static
workspace becomes almost negligible with the addition of load to the end effector.
We show how the learned policy is robust to even such drastic changes. All the
experimental plots are shown only in the XY plane. This is because we observed that
the motion of the end effector largely progresses along the surface of the ellipsoid.
Therefore the manipulator can only reach a particular position in XY plane within
a small range in the Z axis coordinate. All the quantitative results are given in three
dimensional space.
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Ficure 4.28: The dynamic workspace of the manipulator compared
to the static boundaries.

Global Dynamic Reaching

The reaching performance of the controller is summarized in table 4.9. An example
case of how the trajectories evolve for two different targets are shown in figure 4.29.
Note that for targets that are along the direction of actuation, a more linear reach-
ing behavior is observed while targets that are not along the direction of actuation
adopts a circular trajectory to reach. These trajectories are dictated by the design
and the actuation of the manipulator.

The evaluation period is defined as the time period after the initialization of
the control policy in which the reaching error is evaluated. It is clear that with a
larger window of the evaluation period, the tracking error is lower but with higher
variances in the reaching time. Without the presence of external disturbances, sen-
sory losses and the appropriate control frequency the expected time of reaching is 4
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seconds for all points in the workspace. Due to the reduction in control frequency
(20Hz) with respect from the prescribed value (50Hz), there is a shift in the average
reaching time. This behavior is similar to what we observed for the simulation case.
However, the reaching time has more uncertainties than the simulation case. This
could also indicate that there are significant stochastic factors in the dynamics of
the system. A simple way to confirm this is to observe the behavior of the controller
for reaching the same target from the same initial configuration as shown in Figure
4.30. Indeed, the variability in motion is very high even from the starting of the
controller. A possible explanation could be highly nonlinear and stochastic friction
effects that we incur due to the external braided structure. Hysteresis effects due to
the soft chambers could be another factor. This is also reflected by the variability
in the home (starting) position (Table 4.10). In the simulated model the trajectories
would be exactly matching, since there is no source of variability.
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FiGure 4.29: The trajectory of the end-effector generated to reach two
example targets using the proposed controller.
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Ficure 4.30: Variability of the trajectories in reaching the same target
without any external disturbances.

TasLE 4.9: Tracking performance.

Performance

Evaluation Period

Tracking Error[m] ‘ Reaching Time[s]

3-6 seconds

0.017+0.014

4.3+0.77

3-8 seconds

0.009+0.008

5.1+£1.46

TasLE 4.10: Variability in the home position.

|

‘ Range[mm]| ‘ Std.[mm] ‘

X 6.8 1.1
Y 8.3 1.7
V4 2.2 0.3

Low Frequency reaching

The derived closed loop policy also exhibited robustness to the control frequency
for the experimental tests. For this we add fixed delays to the control loop to reduce
the control frequency. The controller performance for a 10 Hz controller is shown in
table 4.11. Similar to the simulation results we observe an increase in the tracking
error with a shifted expected reaching time. There are also instances where the
targets are not reachable at lower control frequencies (Figure 4.31).
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Ficure 4.31: Reaching error evolution with varying frequency for

a target at the dynamic workspace boundary. For this case, timing

becomes crucial and hence at low frequencies the target cannot be
reached.

TasLE 4.11: Tracking performance with reduced control frequency .

Performance
Evaluation Period | Tracking Error[m] ‘ Reaching Time[s]
| 3-8seconds |  0.026+£0.032 | 5.9+1.28 |

Reaching with load

Another advantage we obtain with our proposed direct policy learning method is
the ability to accommodate changes in manipulator dynamics itself. We demon-
strate this by attaching a 105 grams load to the tip of the manipulator. Even without
any adaptation phase the initial closed loop policy is able to perform the reaching
task. The tracking error and reaching time is given in table 4.12. The reaching time
is significantly increased as expected. This is because the controller needs several
‘energy pumping’ phases to provide enough kinetic energy to the system (See Fig-
ure 4.32 for an example). It is also noteworthy that the added mass is not symmetric.
This ensures a disproportionate modification of the manipulator dynamics. There-
fore the ensuing reaching motion has a skewness associated with its motion.

Although soft robots have intrinsic compliance that cannot be emulated through
control approaches (Bicchi and Tonietti, 2002), it does not necessarily make them
safe. Given sufficient time, our experiments show that soft robotic manipulators
can build up significant momentum by storing energy in their complaint elements.
Due to the absence of powerful internal actuators, sudden changes in the direction
of motion is not achievable. Gravitational forces play the major role for changing
the momentum of the load in our case. The velocity of the end-effector during the
reaching task with the added load is shown in Figure 4.33 for reference.

TasLE 4.12: Tracking performance with added load.

Performance
Evaluation Period | Tracking Error[m ] \ Reaching Time[s]

| 10-20seconds |  0.022+0.022 | 15.5+3 \
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FiGure 4.32: The trajectory of the end-effector with added load. Note
the increase in reaching time and skewness in the trajectory.
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FiGure 4.33: Velocity of the end-effector for an example case with the
added load.

This section presents a direct policy method for closed loop dynamic control of
a soft robotic manipulator. This purely data driven approach consists of a three
stages; learning the forward dynamic model, generating trajectories as samples for
the policy and the final policy learning phase. This way it is possible to directly
learn closed loop control policies without the need of an analytical model while
being data efficient. For the experiments, the forward model required a sampling
period of 240 seconds while the closed loop policy required an additional 8000 sec-
onds. Hence the approach only requires real-world data for approximately 2 hours
to develop a closed loop controller from scratch. Moreover, due to the representa-
tion of the policy architecture, the derived controller can accommodate changes in
control frequency, sensory noise and dynamic changes. For the simulation and ex-
perimental case, reasonable accuracy could be maintained up to a five fold decrease
in control frequency. This is because the underlying policy is represented like a MPC
framework making it more robust to unmodeled factors.
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4.6 Emergence of behavior from Morphology: A Case Study

The role of the body and the environment in shaping the mind and subsequently
the behavior of a biological system has a significant impact in the development of
bio-inspired robots (Pfeifer, Lungarella, and Iida, 2007; Pfeifer and Bongard, 2006b;
Lungarella and Sporns, 2006). Advancements in soft technologies have prompted
researchers to investigate novel design, fabrication and control techniques for de-
veloping biologically equivalent robots, aiming to replicate the adaptability, effi-
ciency and simplicity of these systems (Rus and Tolley, 2015b; Laschi, Mazzolai, and
Cianchetti, 2016b; George Thuruthel et al., 2018).

Conversely, robotic systems and models can in turn be used to study behavioral
aspects of biological organisms (Webb, 2001). This chapter quantitatively analyzes
the role of the body and the environment in shaping the behavior of biological sys-
tems, using a purely robotic system. This study is based on a high-dimensional
simulated octopus arm.

The complex mechanical structure and its control is a fascinating research topic
for roboticists, especially with the upsurge of the soft robotics field (Laschi, Maz-
zolai, and Cianchetti, 2016b). Neurophysiological studies on the Octopus vulgaris
have provided several insights on the behavioral and control aspects of the high-
dimensional appendages. The majority of reaching tasks towards static targets us-
ing a soft arm were characterized by the invariant tangential velocity profile of the
arm’s bend-point. This was attributed to a simplifying bend propagation strategy
that directs the arm towards the goal (Gutfreund et al., 1996).

Accompanying studies illustrated that the bend propagation was controlled by
muscle activation (Hochner et al., 1995; Gutfreund et al., 1998) and the basic mo-
tor controller was embedded in the arm itself (Sumbre et al., 2001). These studies
indicate that octopuses employ simple open loop control strategies and these were
partially validated using simulated models (Gutfreund et al., 1998; Sumbre et al.,
2001).

A morphologically similar model with monotonously propagating forces (simi-
lar to the one observed in the biological animal) could partially replicate the invari-
ant profile of the octopus arm. More complex computational models with similar
activation patterns were not able to fully replicate the invariant motion pattern ob-
served in the appendages of the Octopus vulgaris (Yekutieli et al., 2005; Hochner,
2012). Muscle activation must be terminated before reaching the tip in order to ob-
tain behaviors consistent with biological counterparts (Gutfreund et al., 1998). This
could be an indication of the importance of arm passive dynamics or that some sen-
sory/mechanical feedback, either from the arm musculature, skin or suckers which
could play a role in controlling the wave propagation.

The current consensus is that an intelligent control scheme for the motor control
problem emerged from the octopus’ embodied organization (Hochner, 2013). The
embodied organization scheme attributes adaptive behavior to four processes: the
controller (brain), the mechanical system (body), the sensory system and the envi-
ronment (Pfeifer and Bongard, 2006b). This organization scheme is a product of the
body’s continuous physical and informational interactions. However, each of these
processes is not mutually independent. The processes can not only influence, but
also overpower one another.

We aim to empirically determine the role of each of the above described factors
using a purely robotic approach. The reaching behavior of the Octopus vulgaris was
the primary focus for this study. Due to the open loop nature of these motions,
the sensory system may be ignored, reducing the problem to solely an interaction
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between the brain, body and environment. Hence we could investigate potential
control strategies that the organism employs and their underlying optimality prin-
ciples. The studies are conducted on a simulated cable driven soft robotic arm. The
morphological properties of the arm and the environment physics are initially set
to similar settings of the biological Octopus. Control policies are derived through
a trajectory optimization method on a learned forward dynamic model. We then
study the specific contributions of the morphology, the environment and the control
strategy.

4.6.1 Methods

A simulated three dimensional dynamic model of a soft robot was used based on the
piecewise constant strain model (Renda et al., 2016b). The model was composed of 4
independent sections, each having six degrees of freedom. The model was driven by
tendons, which when attached to the base section behave exactly like longitudinal
muscles. A 2D schematic of the manipulator is shown in Figure 4.34. The physical
parameters of the soft manipulator is described in Table 4.13. Since open loop con-
trol was used for reaching tasks by the octopuses, the sensory system does not need
to be modeled, other than for internal mechanical feedback between the body and
the environment, which is already taken care of by the model.
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Ficure 4.34: Schematic of the soft manipulator used for the simula-
tion.

In order to maintain the generality of the controller, a numerical trajectory op-
timization method was applied to a learned model of the simulation (the detailed
methodology can be found in (Thuruthel et al., 2017b)).The forward dynamic model
is learned using a class of recurrent neural networks called nonlinear autoregressive
network with exogenous inputs (NARX). The learning process is performed to ob-
tain a computationally lighter model of the manipulator dynamics. It is indeed
possible to directly perform direct trajectory optimization on the simulated model,
however, this is significantly slower. Moreover, the learning process helps in identi-
fying unstable and chaotic dynamics arising from changing the morphological prop-
erties of the arm. The data for learning the forward dynamic model was obtained by
motor babbling. The learning was formulated such that the architecture minimized
the prediction error for a long multi-step ahead prediction. This is advantageous as
the learnability of the dynamic model aids in ascertaining whether the interactions
between the body and the environment are chaotic or unstable. In other words, if
the dynamics is chaotic or unstable, the gradient of the weights with respect to the
loss function would blow up. It was assumed that this would be a prerequisite for
biological systems as well. Hence all the configurations where the learning was not
feasible were ignored and classified to be chaotic.

With the forward dynamic model, trajectory optimization can be performed nu-
merically to obtain open-loop control solutions to an optimal control problem. The
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TaBLE 4.13: Default design parameters of the simulated octopus arm.
The parameters are chosen to resemble the biological octopus.

Parameter Value
Rax 15 mm
R,in 4 mm
dl,dz,dg, 9 mm
Gravitational acceleration 9.81 m/s’
L, 98 mm
L, 203 mm
Lj 311 mm
Ly 418 mm
Drag Coefficient X 0.01
Drag Coefficient Y 2.5
Drag Coefficient Z 2.5

Added Mass Coefficient Y 1.5
Added Mass Coefficient Z 1.5

Young Modulus 110 KPa
Shear Viscosity Modulus 300 Pasec
Water density 1.02 kg/dm?
Material density 1.08 kg/dm?

variable in the optimization will the control inputs to the manipulator and the con-
straints will be imposed by the learned forward model and bounds on the control
variables. The objective function is decided by the user and it decides the underly-
ing optimality criterion. For our simulations, we are solving a finite control horizon
problem (2 seconds) with the forward model discretized at 50 Hz. For global reach-
ing tasks, the objective function is defined as the L, norm of the difference between
the cartesian coordinates of the arm tip and the target coordinates at the end of the
control horizon. When multiple trajectories are generated to reach the same target
coordinates, the objective function is appended with another term that penalizes
similar trajectories. Anytime the physical properties of the body or the environment
is changed, the forward dynamic model has to be relearned.

4.6.2 Results

In order to determine the contribution of the morphology to the behavior of the
robot reaching motion, the model was formulated with similar physical properties
to an octopus arm and its environment. For the first tests, three cables were attached
to the proximal module of the model. This was because previous studies suggested
that at least three independent degrees of freedom were required for the wave prop-
agation model. The actuators were only attached to the proximal module since it
was the only method of providing localized longitudinal actuation while bringing
about center of mass accelerations. Note that it is possible to model localized ac-
tuation in other modules, however, any localized longitudinal actuation to a distal
section can only bring about bending with no center of mass acceleration, since the
resultant forces will always be zero (The action and reaction will cancel each other).
The assumption of a stationary base was reasonable considering the large inertial
effects of the octopus main body. Hence, the need to actuate the arm from the base
invariably arose from physical constraints. Additionally, the muscular structure of
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the octopus is concentrated near the base of the arm, leading to a more significant
contribution in that location.
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Ficure 4.35: a. The observed arm motion derived from the control

approach for the simulated robotic arm morphologically similar to

the biological octopus in a medium equivalent to water. b. The tan-

gential velocity of the arm along its length and time period. The prop-

agation and amplification of the wave is clearly observed even with a
largely passive arm.

In the first tests, the optimization algorithm attempted to reduce the reach-
ing error for 20 target points randomly selected from the arm’s dynamic reachable
workspace. The only other constraint was that the arm had to reach the desired
point exactly after a fixed time period. An example of the observed motion of the
arm with derived control policy is shown in Figure 4.35. The same bend propagation
strategy observed in the Octopus vulgaris was also observed in the simulated robotic
arm.

The tangential velocity profiles of the arm tip for all target points are shown
in Figure 4.36 along with average velocity profile. The velocities were normalized
and centered at the peaks for comparison to the profiles documented for the bio-
logical octopus (Sumbre et al., 2001). The data were clipped after the arm reached
the desired target. Double peaks were observed for select targets due to the gener-
ation of multiple waves. This strategy was speculated to be uncommon, due to the
high damping effects of the drag, which does not allow momentum conservation.
The propagation of the wave originating from the base section (where the cable was
attached) is shown in Figure 4.35. The importance of tapered arms in amplifying
the wave was noteworthy. Since the density of octopus arms are very close to water
density, the arms essentially operate in a zero gravity condition, so the reason for ta-
pering the arms is to increase the reachable workspace without the need for longer
and more powerful arms. Tapering also aided in avoiding buckling under torsional
forces and reduced drag forces.

For the first test other parameters (energy, jerk, speed, etc.) were not optimized
while reaching and yet the velocity profiles closely matched those observed for the
biological system. In order to investigate the effect of different optimization param-
eters on the tangential velocity profile, multiple unique trajectories can be gener-
ated to reach the same target position. Instead of optimizing particular physical
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variables, a larger set of velocity profiles was obtained that corresponded to opti-
mizing different yet unknown physical parameters. The tangential velocity profiles
are shown in Figure 4.36. The invariant velocity profile, or the bend propagation
strategy, was still observed for all the examined open loop control strategies. Higher
variability in motion was found mostly during the beginning of the movement, sug-
gesting that the observed profile could be solely attributed to the morphology and
the environment.

To further dissect the contributing processes, the morphological properties of
the system could be modified, such as material stiffness, viscosity, actuator posi-
tions, manipulator shape and density of the environment (modifying the density
proportionately changes the drag coefficient and added mass). Experimental results
on a real pneumatically actuated soft manipulator (George Thuruthel et al., 2018)
in air is also compared . Table 4.14 summarizes the observed behavior for varying
morphological and environmental changes and their corresponding reaching pat-
terns are shown in Figure 4.37.
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Ficure 4.36: a. Tangential bend propagation velocity for the Octopus-
like robot during reaching motions. b. The averaged velocity profile.
c. Tangential bend propagation velocities for the Octopus-like robot
for reaching a fixed point in multiple unique trajectories.d. The av-
eraged velocity profile for reaching a fixed point in multiple unique
trajectories. e. Tangential bend propagation velocities for a similar
shaped model in air with higher material stiffness and viscosity. f.
The averaged velocity profile for the stiffness arm in air.
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TaBLe 4.14: Change in reaching behavior with morphological

changes.
Configuration Learnable Bend Propagation Strategy
Lower Environment Density (air) No N/A
Lower Environment Density (air) +
Higher Body Stiffness and Viscosity Yes No
Actuators at Tip (4th Section) No N/A
Actuators at 3rd Section Yes No
Only two actuators at the base Yes Yes
Three Actuators at base + One at the tip  Yes Yes
Shorter Manipulator (Only two sections) Yes No
Cylindrical Shape No N/A
Double module experiment Yes No

Normalized Velocity
Normalized Velocity
Normalized Velocity

Ficure 4.37: Tangential bend propagation velocity profile for a. two

section simulation of the octopus arm (similar to cutting the last two

sections). b. two section real manipulator c. four section simulated
arm with actuation only at the third section

4.6.3 Discussions

The simulations and the examination of the morphological variations conducted on
a simulated octopus arm provided several insights. As expected, reducing the en-
vironment density (and consequently the drag forces) made the dynamics of the
manipulator chaotic. This behavior is highly undesirable even for other control ap-
proaches. Such morphologies are especially debilitating when motion policies have
to be transferred genetically. This is because such morphologies would produce
highly variable motion behaviors even with small anatomical irregularities. Recent
works have speculated the same using simulated models (Kriegman, Cheney, and
Bongard, 2017).

The dynamics of the model were restored to a learnable configuration by increas-
ing the stiffness and, more importantly, the viscosity of the arm. However, with this
modification the same invariant velocity profile was not observed (see Figure 4.36).
Interestingly, oscillatory pendulum-like motions were observed. For an environ-
ment medium having the properties of air, the density and viscosity of the body had
to be increased by a factor of 100 and 50, respectively. Placing the actuators only at
the tip made the dynamics un-learnable. Reducing the actuation forces significantly
solved this problem, but then the dynamic workspace became inadequate for any
practical purposes. Likewise, if the actuators were placed in the third section, the
motion became chaotic, unless the forces were significantly limited.
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The number of actuators attached to the base did not have any impact on the
velocity profile, although the reachable workspace was affected. Even with two ac-
tuators, the same invariant velocity profile was observed. Pruning the manipulator
into two sections also varied the velocity profile. This could mean that a long ta-
pering under-actuated segment was necessary for the observed profile. Having a
constant diameter led to instances of torsional buckling, which was therefore un-
learnable. For experimental tests on a real pneumatically actuated manipulator (see
Thuruthel et al., 2018 for the manipulator setup), a different invariant profile was
observed to the biological Octopus profile.

In conclusion, for a specific arm shape and the material properties in a particu-
lar environment, any optimal control strategy for dynamic reaching resulted in the
same motion profiles, irrespective of the objective function. This was attributed to
the bend propagation strategy common to all open loop control policies, similar to
that observed in nature. Further, any morphological changes to the arm or the sur-
rounding environment tended to make the arm dynamics chaotic. Any non-chaotic
configuration of the body also led to an invariant motion behavior, though differ-
ent from a biological organism. It was therefore hypothesized that the octopus arm
evolved to the body schema that is highly robust to anatomical changes; a theory
also proposed in Kriegman, Cheney, and Bongard, 2017. In other words, there is
a natural penalization of dynamic systems that exhibit chaotic motion. A common
embedded control policy can thus be transferred among new anatomically varying
generations without drastic behavioral changes. Indirectly this leads to the com-
monly observed invariant bend propagation strategy found in the Octopus Vulgaris
in water. We hypothesize that such invariances would be more likely to be prevalent
in organisms that have a small or nonexistent learning phase for behavior acquisi-
tion.
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Chapter 5

State Estimation

Perception is an essential component of an intelligent autonomous system. It is
one of the basic necessities for closed-loop control and representation of the en-
vironment. Robotic perception involves the kinematic estimation of the self, con-
tact modeling, and mapping of the surroundings. With traditional rigid robotics,
solutions to proprioception and tactile sensing involves highly specialized sensors
precisely developed and arranged to ensure maximum state observability. This is
feasible due to the availability of accurate models and reliable technological devel-
opment. However, with the rise of soft robotics and the complexities involved with
its modeling and development, we are presented with new challenges in perception
(Rus and Tolley, 2015a; Laschi, Mazzolai, and Cianchetti, 2016a). There are numer-
ous difficulties involved with soft robot perception. The high dimensionality of soft
robots and soft sensors complicates the selection of the number, type, and place-
ment of sensors. With the availability of analytical models, statistical metrics can be
formulated for this problem (Mahoney et al., 2016). However, the modeling of soft
sensors is challenged by inconsistencies in their manufacturing and non-linearities
in their dynamics (Amjadi et al., 2016; Wang, Totaro, and Beccai, 2018; Polygerinos
et al., 2017).

5.1 Related Work

The development of technologies for sensing in soft robotics is a growing field with
diverse potential solutions (Wang, Totaro, and Beccai, 2018). There are subtle dif-
ferences between each of these technological solutions that give each unique advan-
tages depending on the required task. An ideal soft sensor must provide state infor-
mation along the body of a soft system with minimal effect on the dynamics of the
system. Embedded sensing is the most viable solution for strain, stress, contact, and
roughness estimation. Unlike external sensing (e.g. vision), they are not restricted
by occlusion and coordinate transformation problems. In cases where the sensor
must be embedded in the soft system, a requirement for high omni-directional com-
pliance ensues.

Conductive nanocomposites are one of the most commonly used material for
soft strain sensitive sensors (Yamada et al., 2011; Mattmann, Clemens, and Troster,
2008). However, the modeling of these embedded sensors is quite difficult due to
high nonlinearities and creep (Wang et al., 2011; Zheng, Zhou, and Song, 2004;
Muth et al., 2014), although precise manufacturing may help alleviate the latter
(Yamada et al., 2011). Another prominent strain sensor design is based on metals
that are liquid at room temperature, encased in a non-conductive elastomer (Kramer
et al., 2011). Although they do not exhibit significant creep characteristics, these
sensors are difficult to manufacture and are susceptible to leakage. Higher accu-
racy can be obtained with fiber Bragg gratings (Gwandu et al., 2002), stretchable
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optical waveguides (Zhao et al.,, 2016) and magnetic sensors (Ozel et al., 2015).
However, these options have reduced omni-directional compliance. For this work,
we use strain sensors consisting of layers of polydimethylsiloxane (PDMS) impreg-
nated with conductive carbon nanotubes (cPDMS), patterned within non-conductive
PDMS. set in the polymer polydimethylsiloxane. We chose this sensor design due
to their ease of manufacture, and scalability in size. Interestingly, many sensory
modalities like stress, strain and pressure can be observed with multiple strain sen-
sors (Wang, Totaro, and Beccai, 2018). From a modeling viewpoint, these sensors
exhibit many of the the nonlinearities and creep phenomenon typically observed
in other soft sensors. Hence, an approach viable for these sensors should be easily
transferred to soft sensors with other designs.

5.2 Our Approach

Once a consistent sensor is embedded in a system of concern, the next step is to ob-
tain meaningful information about the system states from the raw sensors readings.
Unlike traditional sensing technologies, soft sensors conform to the structure of the
surrounding dynamical system. Consequently, formulating kinematic and contact
models based on these sensors requires an understanding of the sensor dynamics as
well as the system dynamics. Due to their omni-directional compliance, these sen-
sors could potentially have singular configurations (sensor values do not change at
certain system configurations), and non-unique mappings (same sensor readings for
different system configurations). Furthermore, in the case of interactions with the
surroundings, contact modeling is a highly complex mathematical problem, cur-
rently limited to theoretical studies (Wang, Totaro, and Beccai, 2018). Due to the
complexity in modeling, most work has adopted empirical or semi-analytical ap-
proaches. A purely analytical framework would require advancements in technolo-
gies for precise and repeatable manufacturing of the sensors, as well as the dynam-
ical system in question. This work circumvents these challenges by providing a
general framework for automatically generating these models experimentally using
machine learning algorithms. Recent work has also begun to explore the viability of
using learning based approaches for model synthesis (Han et al., 2018; Wall, Zoller,
and Brock, 2017).

The three main areas of interest in soft robot perception are concerned with
the estimation of body kinematics, external wrenches (i.e. applied combinations
of forces and torques) and contact point estimation. Due to the strong coupling be-
tween the kinematics and statics of conventional soft robots, all these problems are
interconnected (George Thuruthel et al., 2018). The problem statement for kinemat-
ics estimation can be stated as follows: Given the current sensor deformation states
sq4(t) and the control input 7(t), provide a model that predicts the position p(t) of
the system. The cardinality of the sensor space increases with the number of con-
tacts and the dynamic actuation range. For example, for a soft robot with a single
actuated degree of freedom and no contacts with the surrounding, a single defor-
mation sensor is sufficient for static modeling. Additional sensors may be required
for dynamic modeling as passive DoFs can get excited during motion. It must be
noted that any local strain information along the length of the robot is sufficient for
full observability in this case. Once the robot comes in contact with the surround-
ings, the kinematics of the robot itself changes. Consequently, additional sensors
are required for detecting this change in kinematics after contact.



Chapter 5. State Estimation 77

External force sensing is a diversified problem with varying complexities and
challenges depending on the system design. Broadly, they can be divided into direct
and indirect estimation methods. Direct force sensing refers to approaches where
the sensor is directly placed at the area of contact (Vogt, Park, and Wood, 2013).
Hence, their modeling becomes independent of the system in which they are em-
bedded. However this approach imposes restrictions on the type and placement of
sensors. Indirect force sensing infers contact forces based on information transmit-
ted along the soft system; an approach that is more flexible in the type of sensors
and their placement. This type of force sensing using joint-level information with-
out force sensors located proximal to the end effectors is commonly referred to as
‘intrinsic force sensing’ (Xu and Simaan, 2008). Static models that predict the ex-
ternal wrenches applied to a continuum robot given the deformation sensor states
s4 and tension sensor states s; have been proposed for both estimation (Bajo and
Simaan, 2010) and control (Goldman, Bajo, and Simaan, 2011). The sensible wrench
space depends on the configuration of the system and the cardinality of the ten-
sion sensors(Xu and Simaan, 2008). Khan et. al showed that with estimates of the
compliance matrix, external forces could be measured indirectly using only strain
sensors (Khan, Roesthuis, and Misra, 2017).

This chapter describes the use of a bio-inspired sensory architecture with a mod-
eling recipe based on machine learning can address many of the challenges in soft
robot perception. We demonstrate that this architecture can be used to perform
model-free, online multimodal sensing: First, we demonstrate a kinematic state es-
timator that can detect external contacts and modify the kinematics accordingly;
Second, we show how we can use the same sensor architecture for indirect external
force sensing. Compared to the state of the art, we can relax numerous assumptions
commonly made in previous efforts: 1) Our system has both active and passive el-
ements and the modeling is done in continuous time without assumptions of static
equilibrium; 2) We take into consideration the drift and hysteresis effects typically
found in current soft sensors by representing our problem as a time sequence pre-
diction problem; 3) The whole system can be made ’sensitive’ without restrictions
on the location and duration of contacts. Therefore, unlike previous works on direct
force modeling system, we can develop a force sensing module that can be trained
at regions anywhere along the robot. We propose a simple fabrication, integration
and learning methodology for rapid prototyping. Additionally, we demonstrate how
redundancy in the sensory system helps not only in multimodal sensing but also
provides graceful degradation in response to sensor failure.

We demonstrated the proposed approach using a pneumatically actuated pla-
nar soft finger with three embedded piezoresistive soft sensors. The soft finger was
composed of a series of channels and chambers surrounded by a soft elastomer.
On pressurization, the finger deformed according to the internal stress distribution
along the elastomer (Shepherd et al., 2011). Conductive carbon-nanotube-doped
Polydimethylsiloxane (cPDMS), with a resistance that increases with strain, encased
in a non-conductive elastomer, served as the soft strain sensor. The sensors were
manually manufactured with varying lengths and implanted in the finger by ran-
domly placing them roughly along the length of the finger during the curing process
of the finger. The main human knowledge required during sensor placement was to
ensure that the sensors were not placed in a location that does not strain during
actuation (e.g. along the neutral axis of bending). For the training and online test-
ing period, the actuators were commanded to random reference pressures varying
every second. A low-level proportional derivative (PD) controller tracked the refer-
ence pressure independently (Kalisky et al., 2017). A motion capture system acted
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as our ground truth, tracking the motion of the tip of the finger during the training
phase. For force modeling, a commercial, single-axis load cell provided the ground
truth. A type of recurrent neural networks called Long short term memory (LSTM)
network was used for learning the time series mapping due its ability to train long
time-lagged data (Hochreiter and Schmidhuber, 1997). The reference pressure in-
puts and the current impedance values of the three sensors were the only inputs to
the network and the outputs were the Cartesian coordinates of the finger tip and the
forces applied by the finger at the point of training.

The samples for learning the kinematic model and the force model were ob-
tained using the same setup. For the kinematic model, the marker information from
the motion capture system and the corresponding sensor data is required for dif-
ferent kinematic configurations. To obtain this, the finger is occasionally brought
in contact with a fixed line contact at two different locations (See figure 5.1). Since
the external contact is fixed, the finger is still free to move in one direction. The
contacts are designed to touch the finger at the tip and at a point near the center of
the continuum finger. The timing, duration, and location of the external contact is
randomized to avoid biases. The sampling is continuous and the data is not shuffled
for learning. This is important to keep intact the temporal information. For force
modeling, the external contact at the tip is integrated with a load cell (See figure
5.2).

Representation of
contact with
external object

Ficure 5.1: Diagram showing how contact along the continuum of
the actuator results in a deformation that propagates throughout the
system.
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Load cell for force
measurement at tip

FiGure 5.2: Diagram of how we obtain the force measurement at the
tip of the actuator using a load cell.

Long short-term memory (LSTM) networks are a class of recurrent neural net-
works widely used for time series predictions (Hochreiter and Schmidhuber, 1997).
We used the LSTM network provided by the MATLAB deep learning toolbox for
creating our network. For all the trained networks, both for the cPDMS sensor and
commercial flex sensor, we used the same network parameters. A LSTM layer size
of 100 was taken with a dropout layer. The dropout rate was kept high at 0.5 for the
graceful degradation test and at 0.1 for all the other tests. L, regularization was also
used to prevent over-fitting.

5.3 Results

The performance of the kinematic model is presented first in the results. With the
three partially independent strain sensors, we train and test the model for three dif-
ferent conditions; (i) Free motion of the finger, (ii) External contact at the tip, and
(iii) External contact at a fixed location along the continuum finger. The perfor-
mance is benchmarked by applying the same learning approach to a finger embed-
ded with a commercial flex sensors in the place of the soft cPDMS sensors. The next
section presents the results of the force estimation model. The experimental setup
is not varied in this case except for adding a load cell to the external contact envi-
ronment. The case of predicting forces applied at the tip is presented here. Finally,
we present simulation studies that investigate how the redundant architecture can
be exploited by the learned network to be more robust to noise even in the extreme
case of the complete loss of some sensors.

5.3.1 Kinematic Modeling

To demonstrate the potential of the proposed methodology for full body kinematic
estimation, we performed a fundamental test from which scalability was evident.
The test involved the finger following a random actuation pattern while being ob-
structed at unknown times by two fixed point contacts. The height of the obstacles
were fixed but their placement along the X-Axis varied. One contact was enforced at
the tip of the finger and the other at an arbitrary location along the length of the fin-
ger. The same experiment was repeated with a finger where the soft cPDMS sensor
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was replaced by a commercial flex sensor. No adjustment to the learning approach
was required in this case since it is agnostic to the type of sensors. In fact, kinematic
estimation with the flex sensor was more accurate due to the absence of any tempo-
ral nonlinearities (Figure 5.3b), but the high axial stiffness of the flex sensor reduced
the effective compliance of the finger, thereby reducing the reachable workspace of
the finger (Figure 5.3a).
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Ficure 5.3: a) Difference in workspace, demonstrating how the sensor

significantly affects the finger dynamics b) Drift effect prominent in

the soft cPDMS sensor. The readings are shown for a cyclic activation
of the actuator.

The training performance of the LSTM network is shown in Table 5.1 and the
online test performance is shown in Table 5.2. The number of samples required for
the cPDMS sensor was higher than for the flex sensor. This was necessary to avoid
overfitting the data obtained using the soft sensor. The sampling rate was 10 Hz, so
the whole sampling period for training lasted only about 50 minutes. As expected,
the prediction using the flex sensor was more accurate even during training and the
online testing phase without contact. However, the prediction performance deteri-
orated upon contact. The soft sensors, on the other hand, performed consistently
for all three cases. The trajectory of the finger tip and the predicted positions are
shown in Figure 5.4b. A notable characteristic of the cPDMS sensor was the slight
phase lag of the predictions. This could be because of the slower dynamics of the
soft sensorMuth et al., 2014 compared to the dynamics of the finger itself. There-
fore kinematic information from body would become observable through the sensor
only after a delay. This phase delay was not observed in the stiffer commercial flex
sensor. The online test results were measured for a period of 20 seconds for each
scenario. The error plots for both the test are shown in Figure 5.5. For scaling the
current setup to accommodate more points of contact, we would need to embed
more sensors and devise more training scenarios.

TasLe 5.1: Training performance.

Parameter cPDMS ‘ Commercial flex sensor
Samples 29000 10000
Training Error | 2.32+2.06mm 1.08 £ 1.11mm

Test Error 3.58 +2.83mm 1.69+1.51mm
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TaBLE 5.2: Online performance.

Prediction Error ‘ cPDMS Commercial flex sensor
No contact 3.58 £2.63mm 1.99+1.2mm
Tip contact 3.68+1.78mm 9.13+£2.12mm
Mid contact 3.14+1.92mm 6.67 +1.69mm
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Ficure 5.4: a) Predicted motion of the tip of the finger with the
cPDMS sensors. The case of applying contact around the center of
the finger is shown. The tip was still free to move after the constrain
was applied but the kinematics changed. b) Predicted motion of the
tip of the finger with the cPDMS sensors. The case of applying con-
tact around at the tip of the finger is shown. c) Predicted motion of
the tip of the finger with the flex sensor. Both cases of contact, one
at the tip and the other near the center of the finger is shown. The
first constraint was at the tip and the second constraint was near the
center of the finger.
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Ficure 5.5: a) Error plot for tracking with the soft cPDMS sensor b)
Error plot for tracking with the commercial flex sensor.

It is noteworthy that even after being constrained at the tip from one side, the
soft cPDMS sensors do respond to actuation inputs, because of internal stress in-
duced by the pneumatic pressure. This was not evident with the flex sensors because
of the increased rigidity of the finger itself (Figure 5.6). Similarly, the independence
of the three flex sensors was affected because of this unresponsiveness to contact
(Figure 5.7). Thus the predictions with the flex sensor were more error prone when
in contact.
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Ficure 5.6: a) Response of one among the three cPDMS sensor em-

bedded in the soft finger to tip contact. The tip contact blocks the

finger stopped it from moving in the positive X-axis direction b) Cor-
responding response of the flex sensor to tip contact
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FIGURE 5.7: a) Scatter plot matrix of the cPDMS sensor during a con-
tact experiment with the diagonals showing histogram of resistance
values and off-diagonals showing the scatter plots of two sensors for
eac h discrete time period. Linearly uncorrelated information is ob-
served from the three cPDMS sensors during the contact tasks. Note
that if there are no contacts all the three sensors will be linearly corre-
lated. b) Scatter plot matrix showing linearly correlated information
from the three flex sensors during the contact tasks.

5.3.2 Force Modeling

The force prediction model was learned using the same methodology, but we re-
placed the position signals with the forces applied by the tip of the finger. The tip
forces were measured in the X-axis direction (i.e. parallel to the direction of travel
of the tip of the finger in its resting state) using a single axis load cell and a total of
9500 samples were obtained for training. The inputs to the LSTM network remained
the same as the kinematic model. The average force prediction error for the first 40
seconds of the online test was found to be 15.3% with respect to the total range.
The prediction and error plot of the same test is shown in Figure 5.8. An additional
uncalibrated test with a human hand was performed to ensure that the learning was
not setup specific. Although the learned model performed with an average error of
0.05+£0.06 N in estimating the magnitude of error and to detect the onset of contact
(implicitly), the system had exhibited a delay in detecting the cessation of contact.
Similar phase lags observed in the kinematics estimator was also observed for this
case.
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FiGure 5.8: Force prediction at the finger tip. The raw load cell read-
ings are filtered with a simple moving average filter with a one second
window. External hand contact without the load cell is also shown.

5.3.3 Graceful Degradation

Biological systems typically exhibit redundancies in their sensing modalities, which
allow the organism to function despite damages to subcomponents of the system.
This concept of graceful degradation suggests that we can use redundancy in the
soft sensor network to maintain functional performance despite damage to the indi-
vidual sensors. For the task of predicting the position of the tip of the finger without
contact, our sensory architecture was redundant. Therefore, with appropriate train-
ing, the learned model could be made more robust to the loss of sensory information.
We achieved this by increasing the dropout rate during training while using a small
LSTM network. We expected, however, that this would reduce the accuracy of the
model.

Simple tests to observe the predictive power of the pre-trained network in the
face of abrupt loss of sensory information are shown here. All the results were ob-
tained using the training data itself. For practical reasons, we were unable to phys-
ically remove sensors from the setup for online testing. To virtually simulate the
removal of sensors, we set each row of our inputs to zero. The loss in accuracy in
response to sensor removal is show in table 5.3. For both the cPDMS and flex sen-
sor, a gradual decrease in accuracy can be observed upon virtual removal of each
sensors and their combination. For the cPDMS sensors, each of the sensors appear
to contribute equally to the prediction process. This can also be observed from the
error distribution in the workspace (Figure 5.9a). Interestingly, the pressure infor-
mation plays a significant role in prediction for the case without contact. This can
be explained by the close relation between the finger kinematics and statics. Small
variations in the performance of the model among sensors can be attributed to their
signal to noise ratio and the variabilities in training. The same comparison for the
contact scenario leads to drastic performance degradation (Table 5.3) and clear error
distributions in the workspace indicating how each sensor contributes uniquely for
different tasks (Figure 5.9b).



Chapter 5. State Estimation

85

TasLe 5.3: Test Accuracy with virtual sensor removal.

Sensor OFF | No Contact (cPDMS) | With Contact (cPDMS) | No Contact (flex)
None 3.02+2.70mm 3.58 £ 3.65mm 2.21+1.73mm
1 4.12+3.51mm 6.42+6.73mm 2.69+2.03mm
2 4.06 +3.64mm 7.78 +7.04mm 3.87 +3.24mm
3 4.01+3.42mm 5.80+6.03mm 3.40 + 3.08mm
1,2 5.06 +4.08mm 9.34 + 8.50mm 4.76 + 3.84mm
2,3 6.68+6.31mm 7.68+6.79mm 5.22 +4.49mm
1,3 3.92+3.37mm 7.88 +8.04mm 3.11+2.45mm

Prediction Error over Workspace

No Pressure Information

Sensor 1 OFF

Sensor 2 OFF

Sensor 3 OFF

Prediction Error over Workspace

Sensor 1 OFF

Sensor 2 OFF

n
=3

Error[mm]

Ficure 5.9: a) Division of labor among the sensors. For the case with-
out contact, all the sensors have equal contribution to the underlying
model. Hence, removing any one of them affects the prediction er-
ror slightly but equally in the workspace. For this case, removing
the pressure information drastically reduces the accuracy, showing
how motor action information is also important for accurate propri-
oception. b) Division of labor among the sensors once in contact.
Here we can see clear division of labor among the sensors as there
are no redundant sensors. Each sensor is specialized’ to a particu-
lar kinematic case as can be seen from the error distribution in the
workspace.

5.4 Stiffness Estimation using Visual Data

Stiffness is defined by the extent to which a body deforms in response to an ap-
plied force. Traditional robotic systems were characterized by isotropic and lin-
ear stiffness properties. In most cases their stiffness was very high that they could
be ignored. For delicate interactive tasks, force control strategies for perceived
stiffness modulation were used (Part, 1985). With the advent of soft robotic sys-
tems, this could be achieved intrinsically using soft materials (Laschi, Mazzolai,
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and Cianchetti, 2016c). Although they provide numerous advantages in terms of
adaptability, safety and dexterity, modeling their dynamic properties still pose a
challenge.

Typical soft robot designs undergo deformation by storing and releasing elastic
energy. The kinematics of these systems are coupled with their quasi-static forces.
Therefore with accurate kinematic and force mapping models, tip forces can be es-
timated and controlled using only deformation information (Mahvash and Dupont,
2011). With the addition of intrinsic force sensors, external wrench minimization at
unknown contact locations was also shown in (Goldman, Bajo, and Simaan, 2011).
However forming a stiffness/force mapping becomes difficult for complex manipu-
lators without well developed analytical models. For model-less control approaches,
estimation of forces/stiffness are done by using force sensors at the tip (Yip and Ca-
marillo, 2016) or externally (Ansari et al., 2018). Diversely, we propose a motion
tracking based approach for stiffness estimation. The idea is based on excitation of
normal modes of a soft manipulator.

Vibration analysis is a common practice in industrial applications (Salawu and
Williams, 1995; McConnell, 1995). Typically they use high resolution accelerome-
ters for this purpose due to the high frequencies involved with rigid materials. Soft
materials, on the other do not not need specialized sensors for vibration analysis due
to their low stiffness. Tracking devices based on vision and magnetism can be used
for both motion tracking and vibration analysis.

Undesired vibratory motions are common with soft robots while executing fast
point to point motions. Therefore typical kinematic controllers employ long control
cycles or slow actuator space motions to dissipate/avoid excitation of the normal
modes (George Thuruthel et al., 2017). However this reduces the speed and accuracy
of the controller. Although with the help of dynamic models, vibration free control
strategies could be formulated, they are very difficult to develop (Gravagne, Rahn,
and Walker, 2001). Even if comprehensive dynamic models could be developed,
their applicability has been limited due to their computational time (Thuruthel et
al., 2017b; Marchese, Tedrake, and Rus, 2016). Our work takes advantage of the
fact that there exists dominating normal modes which are easily observable and
controllable. This is attributed to relatively low stiffness components in the whole
structure. This allows us to model equivalent stiffness estimates along the direction
of actuation using only low resolution tracking systems.

This section presents a data driven methodology for developing relative stiffness
estimate models for a soft robotic manipulator using vibration analysis. The pro-
posed approach facilitates development of a relative stiffness mapping for the cor-
responding manipulator configuration based on information about the frequency
and damping of primary vibration modes. This numerical model can then be used
for manipulator analysis and controller design. Experimental results indicate that
the proposed methodology suit soft manipulators in particular for developing fast
stiffness models due to their lower frequency of vibration. Validation of the ap-
proach is done by evaluating stiffness modulation mechanism using a hybrid actu-
ation mechanism. Further, we demonstrate vibration suppression for point to point
motion using the stiffness estimates. A single motion tracking device was sufficient
to develop a kinematic model and the stiffness model without any prior information
about the system.
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5.4.1 Theory

The stiffness of a system is a mapping that relates force to displacement relation-
ship. The stiffness tensor of a multi DoF system is location dependent and highly
coupled. Even with assumptions of isotropic material properties, it becomes in-
feasible to form a complete estimate of the stiffness tensor. However by fixing the
location of measurement and the direction of applied forces, the stiffness coefficient
becomes a scalar quantity.

For the purpose of this thesis, we are concerned only with the stiffness properties
along the direction of actuation. This is mainly because unwanted vibrations due to
excitation of the normal modes are due to the actuation impulses itself and would
also be along the direction of actuation. Any induced vibrations due to external
impulses are difficult to actively control. For simplifying the problem and to avoid
coupling effect among sections, the actuation of the proximal module is kept fixed
in between trials. Assuming Hookes law is valid, the stiffness coefficient would be
a constant for each actuation configuration. Assuming high axial stiffness and ne-
glecting extension of the distal arm, the internal actuation can be represented by
a equivalent moment force at the tip. Therefore, our desired stiffness component
would become a one dimensional constant that relates the bending of the arm (6) to
the applied moment (M).

Ka) =2

Note that the stiffness is also a function of the actuator configuration g € R",
where 7 is the number of actuators (nine in our case). The Isupport manipulator can
be modeled as two 3-D flexible beams connected in series (see Figure 5.10). If the
actuator configuration is defined by the fixed proximal actuators g, and the variable
distal actuators g4, the equivalent stiffness coefficient can be written as the function:

(5.1)

k=F(4p,qa) (5.2)

Where the equivalent stiffness k is in turn a combination of the individual stiff-
ness matrices K; and K,. The main idea behind this work is based on the fact that
induced vibrations of a multi DoF system would lead it to oscillate in frequencies
that are directly related to the stiffness elements K; and K, and consequently k.
Cases where one of the stiffness elements (K; or K,) is significantly lower than the
other, unimodal vibrations can be observed. This lower component would in turn
be directly proportional to the equivalent stiffness component k along the direction
of actuation at the tip of the manipulator. This is because for beams in parallel, the
lowest stiffness component affects the equivalent stiffness component the most.

The step response at the tip of the two section manipulator when the proximal
section is underactuated is shown in Figure 5.11. The response is similar to spring-
mass-damper system with a unimodal oscillation pattern. Since the two modules
behave like a single beam, it can be ascertained that the one of the modules has
significantly higher stiffness properties and therefore does not contribute much to
the observed mode of vibration.

By observing the vibrations for each actuator configuration, a relative stiffness
and damping map can be obtained. Note that we are only estimating a relative
stiffness mapping based on the frequency of vibration which is sufficient for input
shaping and design analysis. Nonetheless an absolute mapping can be formed by
using force sensors for a single point and then extrapolating for the whole data.
Since the frequency of oscillation is in the order of Hertz, low resolution sensors
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K;

Figure 5.10: The manipulator can be approximated as two 3D beams
connected in series with stiffness matrices K; and K.

are enough to capture information about the natural frequency. This stiffness map-
ping obtained from vibration analysis provides information only about the lowest
stiffness components. If there are multiple components that are similar in values,
a more complex vibrational behavior would be observed. Even if superposition of
normal modes occur, we can isolate the modes by frequency analysis. Additionally,
the observed vibrations would be along the direction of actuation. Hence this would
provide information about the force applicability of the manipulator in different
configurations.

The stiffness and damping maps can then be used for vibration free kinematic
controller design using input shaping (see 5.4.1) and for analyzing manipulator
properties. Usually the lowest components of stiffness are of interest to soft ma-
nipulator design. Designs that employ variable stiffness mechanisms can easily be
evaluated by analyzing only the lowest stiffness component (Manti, Cacucciolo, and
Cianchetti, 2016; Cianchetti et al., 2013).

Input Shaping

Input shaping is an open loop control technique used for reducing vibrations in
flexible systems Singh and Singhose, 2002. Possibility of using input shaping for vi-
bration control soft robot has also been demonstrated recently in simulations Lunni
et al., 2017. Since the two section soft manipulator also behaves like a second or-
der damped system, input shaping techniques can also be directly used for reducing
vibrations during point to point motion. The concept behind input shaping is to
cancel out vibrations induced by actuation commands by inducing vibrations that
are in anti-phase. Vibrations are ensured by convolving the actual input signals
with impulse signals. If the damped natural frequency of oscillation is w,, the time
period between the two impulses will be:
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Ficure 5.11: Step response of the manipulator with proximal section
underactuated.

To ensure that the final actuator configuration stays the same after the convolution
operation, the amplitude of the impulse functions would have to satisfy :

Al +A=1 (5.4)

Complete compensation of vibrations can be done by choosing the amplitude of the
impulse function as:

exp(Z5)

1= 7  n N
L+exp(7E5)

Here C is the damping ratio. Both the damped natural frequency w,; and the damp-
ing ratio C can be obtained from the step response.This is demonstrated for a single
actuator configuration in Figure 5.12. Almost complete reduction of the end effector
vibration can be achieved by sensing and controlling at 50 Hz. Even if estimates of
the natural frequencies and damping ratio have inaccuracies, reasonable reduction
in vibrations can be achieved. This can be seen in Figure 5.13, where the timing of
the impulses are varied with a fixed amplitudes. The measure of vibration is the
standard deviation of the end effector displacement two seconds after the motion
has started.

(5.5)

Kinematic Controller

To apply the input shaping technique for control of the soft manipulator, we need
a controller that can provide the required actuator configurations to reach a desired
static point. Due to the complexity involved with analytically modeling the kine-
matics of the complex manipulator, we use a learning based approach in this thesis.

Since the manipulator is non redundant with three control inputs and three task
space variables, developing a kinematic controller is more straightforward. We can
employ a simple multilayer perceptron to directly learn the inverse kinematics (IK)
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Figure 5.12: Vibration reduction in the end effector motion using
input shaping.

model. The IK model is represented as the mapping from Cartesian coordinates to
actuator values: (x — ¢q). The same sampling data obtained by forced vibrations can
be used for learning the IK model.

Once a desired target position is selected the IK model can output the desired
actuator configurations to be reached. The input shaping process then converts the
initial step inputs into the desired inputs by convolving this signal with the two
impulses.

5.4.2 Experimental Results
Variable Stiffness analysis

Since the stiffness of the manipulator is directly related to the configuration of the
actuators, to develop a stiffness mapping we need to analyze the vibration charac-
teristics for different manipulator configurations. Since we have only three variable
actuator configurations (q,) this corresponds to analyzing the stiffness properties for
different end effector positions in the Cartesian space. To ensure free vibrations of
the manipulator at all configurations we can modify the input shaping scheme. The
free vibration of the manipulator occurs due to the excitation of the normal modes
induced by impulse forces. For actuator configurations that are far away from the
origin of the parameter space, this condition is already satisfied. For other configu-
rations we can add an extra constraint on the impulses:

max|A; — A,| (5.6)

This condition forces the actuators to traverse a larger distance in the actuator
space before reaching the desired configurations. The time period between impulses
are kept as short as possible and equation 5.4 is still maintained. Another check to
avoid negative pressures is also used.

An estimate of the different stiffness configurations achieved with different set-
ting of the proximal module (q,) is shown in Figure 5.15. The change in coupled
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Ficure 5.13: End effector vibration magnitudes with error in damped
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pletely suppressed with the current controller frequency and damp-
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stiffness properties are evident from the histogram data. When the proximal mod-
ule is contracted by a fixed amount using the three motor driven cables, the ma-
nipulator exhibits the highest stiffness configuration. The lowest setting is observed
when the pneumatic chambers of the proximal module is used to extend the module.
The span of damped natural time period is higher for when the proximal module is
contracted, indicating the increase in role of the distal module is deciding the cou-
pled stiffness values. This can be seen also in individual stiffness mapping for each
proximal section configuration (See 5.14). With the estimate of the damped natural
frequency and damping ratio, the natural frequency can also be estimated. However
for our purpose this is not required.

The stiffness map obtained for different end effector position can also provide
vital information about the manipulator properties. As seen in Figure 5.14, the
stiffness configuration can be associated directly to the manipulator configuration
(The end effector position in this case due to non redundancies). When the proximal
module is unactuated or pneumatically actuated, the observed compliance increases
with extension of the manipulator. So the lowest compliance is observed is near
the unactuated configuration. Asymmetries in manufacturing can also be observed
by the vibration analysis (See Figure 5.14). When tendons are used to stiffen the
proximal module, different patterns in the stiffness map can be observed. This is
possibly because now the distal module contributes more to the coupled stiffness
properties. In other words, the contribution of K; to the observed vibration is less
(See Figure 5.10). Hence the contribution of the distal chambers in increasing the
overall stiffness of the manipulator is evident with directional increase in damped
natural frequencies (See Figure 5.14).

Point to Point Motion

With the help of the stiffness to actuator space mapping and the actuator space to
end effector mapping, simple kinematic controllers can be developed which incor-
porates input shaping. We present here the control results only for the unactuated
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FiGure 5.14: The mapping between damped natural time period and
end effector position.

proximal module case as a proof of demonstration.

With the IK model (see Section 5.4.1) and stiffness mapping, we evaluate the
performance of the controller. The appropriate values of damped natural frequency
is found by a nearest neighbor search. The damping ratio is kept fixed for all the
tests for isolating the contribution of the stiffness estimates. The results of the point
to point controller is shown in Table 5.4. As expected, the vibrations of the tip
(represented by the standard deviation of the tip displacement after two seconds ) is
reduced significantly. The tracking error is not affected since it is dependent of the
IK model. However, the controller without input shaping performs slightly better.

Here it must be noted that the IK mapping incurs errors due to unwanted vi-
brations during sampling process. Therefore if the IK model obtains new samples
with input shaping techniques then more reliable samples can be obtained for learn-
ing. The accuracy of the new IK controller with the same input shaping algorithm
is shown in Table 5.4. The accuracy of the controller has improved because of the
better sampling process. The tip vibrations remain the same.

TaBLe 5.4: Point to Point reaching performance for 100 random

points
Strategy Tracking Performance
Error[cm] \ SD.[cm]
Without Input Shaping 0.70+£0.30 | 0.29+0.18
With Input Shaping 0.76+0.31 | 0.10+0.05
Sampling with Input Shaping | 0.49+0.25 | 0.11+0.05




Chapter 5. State Estimation

93

300 |-

Number

100

0.3 04 0.5 0.6 0.7 0.8
Damped Natural Time Period (s)

™ Contracted
I Extended
[ Unactuated

0.9

FiGure 5.15: Distribution of the damped natural time periods for dif-
ferent proximal module configurations. 1500 samples are collected

for each configuration.



94

Chapter 6

Summary of the Thesis

This thesis investigates the applicability of machine learning tools for soft robotic
application. The primary problem of interest here is the modelling and control of
soft robotic manipulators. Other topics covered in this thesis are the role of mor-
phology in development of controllers and state estimation strategies using embed-
ded soft sensors.

Two basic approaches are investigated for the control of soft manipulators. The
first approach was on developing static controllers. The objective was to find map-
pings from the actuator configuration to the task space configuration under steady
state conditions. The dimensionality of the dynamical system reduces under the
steady state assumption. A simple low-level PID controller can then ensure that the
actuator configuration is reached. The redundancy in the actuation system and hys-
teresis effects are the main things to be considered while learning the static model.
Redundancy causes non-unique mappings to occur in the dataset which could lead
to erroneous models when blindly averaged. A commonly applied technique in such
cases is to learn local models. Hence, we proposed a direct inverse model learning
architecture similar to the well-known resolved motion rate controller. Unlike the
latter case the model was formulated to reach static targets without a path planner.
A feedback controller was incorporated to compensate for model uncertainties. The
method was experimentally validated on the Isupport platform. The most interest-
ing result of this work was how such a simple controller was able to perform certain
tasks in a very intelligent manner just because of the morphology. For instance,
the controller when tested in a free environment for a scrubbing task, had low pose
accuracy. This was primarily due to gravity affecting the dexterity of the soft manip-
ulator. However, the same setup when in interaction with the user, could perform
better just because of the extra support provided by user and the conformance of
the manipulator to the user’s body (Manti et al., 2017).

The second approach dealt with modeling the complete dynamics of a soft robot.
Although static controllers are easier to model and implement, they are slow, in-
efficient and suffer from vibrations. The problem is obtaining the mapping from
actuator forces to the time evolution of system states. A recurrent neural network
was used to learn the forward dynamic model. Although the fundamental model is
more intricate, the sampling and training time to obtain the model is still faster than
the static case. With the new forward dynamic model, any numerical optimization
method can be adopted to generate the control inputs. The results of the dynamic
controller were impressive when compared to the state of the art. The model was
faster to learn (around 30 minutes), more accurate and applicable to any system.
The two main tasks performed were trajectory following and dynamic reaching; all
in open loop control. Consideration of the manipulator dynamics brings about fas-
cinating motion behaviors. For instance, we were able to determine open loop tra-
jectories that are globally stable and able to reach workspace regions that were not
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reachable statically. Later, we were able to use a recent technique called model-
based reinforcement learning for obtaining global closed loop control policies. This
enabled us to remove the optimization process. The downside being that the con-
trol policy is very task specific. With the introduction of feedback, the controller
becomes more accurate and robust to system changes. We were able to then show
that the same controller is capable of moving heavy loads without any adaptation
of the pre-learned control policy. The robot is able to do this with numerous ‘en-
ergy pumping’ phases that are correctly timed and the compliance in the body itself
which stores the incremental increase in energy.

Since we are solving an optimal control problem with the learned forward model,
using the same controller on a simulated three-dimensional octopus arm, we tried to
identify the underlying cost function in reaching movements. Added with the fact
that numerous experimental studies have been conducted on the biological organ-
ism this was a straightforward investigation. Here again, fascinating results were
observed solely because of the octopus morphology and environment. In short, we
observed that for the original morphology, irrespective of the objective function, the
reaching behavior is invariant and it closely matches the biological organism. Our
hypothesis is that the morphology has evolved to a configuration which is highly
robust in behavior to small changes in the morphology itself; given a fixed control
strategy. We argue that this is vital in an evolutionary viewpoint because these or-
ganisms do not have a learning phase after birth to adapt their control architecture.
Therefore the morphology must have evolved to produce the same motion behavior
for a fixed simple control strategy even if there are small variations in the morphol-
ogy among generations. We believe that this introduces a new perspective on the
concept of morphological intelligence.

Finally, we present preliminary works on modelling soft sensor systems for prac-
tical applications. Here the challenge was the low signal-to-noise ratio and drift of
the sensor dynamics which is a difficult problem to solve analytically and empiri-
cally. Hence, we adopted a naturally occurring strategy for perception; redundant
sensor layout with random shapes and region of coverage. Coupled with visual and
motor feedback we demonstrated a reliable perception system for a soft actuator em-
bedded with conductive polydimethysiloxane (cPDMS) sensors (carbon nanotube in
pdms). The cPDMS sensors can be considered to be equivalent to the muscle spin-
dles. Long short-term memory (LSTM) network was used for learning time series
problem. We show how this methodology can establish online predictions of the ac-
tuator kinematics even when in contact with the environment, without visual feed-
back. The redundancy in the sensor architecture helps in reducing the noise in the
data and being robust to sensor damages. Even more, using the same system, the
applied forces on the environment could be predicted.

6.1 Conclusions

6.1.1 Kinematics

Chapter 3 introduced a machine learning based kinematic controller for continuum
robots. Due to the fact that accurate and fast analytical models are difficult to imple-
ment for continuum robots, model free methods can perform just as well. Not only
was the proposed approach applicable to any form of continuum robot, it had very
few parameters to tune and very less sample data requirements compared to exist-
ing methods (like Growing Neural Gas Fritzke, 1995). For instance, for the 6 DoF
manipulator, we required just two hours to generate the data, learn the network and
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implement the controller. We consider it very important to have controllers with
minimal sensory requirements to make its implementation practical and also com-
parable with rigid robots. In spite of many approximations and sensory handicaps,
the proposed IK solver can generate multiple global solutions to the IK problem
through an iterative method. Coupled with a unique IK formulation that allows for a
feedback mechanism, the kinematic controller can perform highly adaptive motion
even in a completely unstructured environment. The uniqueness in the proposed
controller was that in some sense the feedback is used for modifying the kinematic
model thereby helping the manipulator adapt in an unstructured environment and
this is unlike any formulation possible in rigid robots.

In retrospect, there are few design modifications that we think can improve the
performance of the controller. The kinematic controller proposed in this paper is
implemented using high gain servo motors. Although this simplifies the low level
control of cable lengths, such a system completely nullifies the dynamics of the con-
tinuum manipulator. This also makes the control system highly inefficient in terms
of energy consumption. One of the potential improvements in the future would be
to have low gain controllers in the actuator space, which could significantly improve
the performance of the kinematic controller by providing smoother and faster mo-
tions Another point of interest is the possibility of using hybrid combination of force
and stretch sensors for force and position control.

6.1.2 Dynamics
Open Loop Control

Chapter 4 presented a novel approach for learning the forward dynamic model of
soft robotic manipulators. With the help of a traditional trajectory optimization
algorithm we showed that this dynamic model can be used for open loop predic-
tive control of the manipulator even for long control horizons. Since the approach
was completely model free, there was no need to develop complex analytical mod-
els or have risky assumptions about the model. It also allowed us to formulate a
direct mapping from the input variables to the task space, thereby simplifying the
development procedure. Since no intermediate actuator space/ configuration space
information was required, the method allowed learning by only tracking the task
space variables. Additionally, the methodology is scalable and can be applied to
a wide range of continuum/soft robotic manipulator. For the single section real
manipulator used in the experiments, the sampling period was only 240 seconds,
meaning that a complete dynamic model would be quickly learned from scratch
without any assumptions. However, there are still some inaccuracies in the learned
dynamic model. We believe that the major drawback to be addressed in the pre-
diction of static friction effects. The effects were more prominent during the reach-
ing task, where the constraints on the actuation efforts made the manipulator start
slowly. To reduce this effect, we had kept the non-zero lower bounds on the pres-
sure inputs thereby improving the prediction accuracy. However, this reduces the
dynamic range of the manipulator. For the more dynamic circular task, the effects
just resulted in an initial bias which remained consistent over time. A similar model-
based implementation on a planar soft manipulator achieved to reach a static target
of 4cm diameter consistently, however with additional iterative learning step for
each targets (Marchese, Tedrake, and Rus, 2016). Correspondingly, our approach
can achieve similar accuracy but with a three dimensional manipulator and without
any adaptation after the initial learning.
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An open loop controller is a good evaluator of accuracy of the learned model,
since the performance of an open loop controller is as good as the model. However,
as it can be seen from the experimental results, such an approach cannot correct for
some biases incurred during tracking. Surely a closed loop approach would be the
next step for a more robust controller, which would need a good forward model also.
This could be addressed with techniques like model-based reinforcement learning.
This could allow us to extend this approach to develop a closed loop predictive con-
troller which would be more robust to external disturbances and modelling errors.
That being said, open loop controllers can be very effective in particular tasks due
to the large nonlinearities of a soft robot. It is possible to formulate open loop con-
trollers for closed trajectories that are self-stabilizing using only mechanical feed-
back and these would be ideal as cheap industrial manipulators that can handle
delicate materials and work in structured and unstructured environments. Another
interesting modification of the current approach would be to incorporate static con-
trollers in order to reach the final target statically.

Self-Stabilizing Trajectories

This section in Chapter 4 examined the possibility of stable dynamic control of a
soft robotic manipulator without any sensory feedback. Our findings advocated
the potential application of soft robotic manipulators for repetitive tasks, where
sensory feedback is expensive. They could be ideal in unstructured environments
where sensing is difficult and safe interactions are essential. The development of
the controller is fast and best suited for soft robots. Although the learning process
requires a feedback system, this is done offline. Generation of stable trajectories is
much simpler compared to rigid robots even though we do not have an analytical
model. Nevertheless with accurate analytical models a more comprehensive study
could be made. While we do not investigate the efficiency of the motion, since we
operate in the dynamic regime of motions with zero feedback gains, the generated
control policy can be argued to be highly efficient.

The accuracy of the controller and can only be evaluated in terms of the predic-
tion error. Even with a very short sampling period (240 seconds) and a single layer
recurrent neural network, we were able to achieve long term prediction accuracies
in the range of 1-3 centimeters, depending on the task. Higher accuracy can be
further achieved by some iterative learning techniques specific to the desired task.
Once a desired cycle is obtained the motion is highly repeatable. Depending on the
trajectory, highly stable motion can be obtained with very large basin of attraction.
Even though the accuracy obtained is good for a soft robotic manipulator, there are
still some details to be addressed. Our analysis was based on the assumption that
the forward model is known and does not change during the task, but in a typical
pick and place task, this is not true. This could be solved by learning a model with
the object or finding trajectories with invariant end points with added mass. On-
line learning methods like reinforcement learning could also be employed to do the
same. Another important question to be addressed is the role of the manipulator
morphology in determining the shape of the stable trajectories.

Closed Loop Controller

This section in Chapter 4 presented a direct policy method for closed loop dynamic
control of a soft robotic manipulator. This purely data driven approach consisted of
three stages; learning the forward dynamic model, generating trajectories as samples
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for the policy and the final policy learning phase. This way it was possible to directly
learn closed loop control policies without the need of an analytical model while
being data efficient. For the experiments, the forward model required a sampling
period of 240 seconds while the closed loop policy required an additional 8000 sec-
onds. Hence the approach only requires real-world data for approximately 2 hours
to develop a closed loop controller from scratch. Moreover, due to the representa-
tion of the policy architecture, the derived controller can accommodate changes in
control frequency, sensory noise and dynamic changes. For the simulation and ex-
perimental case, reasonable accuracy could be maintained up to a five fold decrease
in control frequency. This is because the underlying policy is represented like a MPC
framework making it more robust to unmodeled factors.

The dynamically reachable workspace is strikingly dissimilar from the kinematic
workspace. This has its own utility and disadvantages. For one, it allowed us to ex-
pand the reachable workspace even if external loads are added, however, it becomes
impossible for the manipulator to stop at the desired targets. An interesting solution
would be to use variable stiffness mechanisms (Manti, Cacucciolo, and Cianchetti,
2016) to freeze the manipulator once the target is reached.The experimental results
showed higher variability in the trajectories and reaching time. This could be at-
tributed to stochastic factors affecting the dynamics of the system like friction and
hysteresis. This could be improved by better design methodologies and material se-
lection. The draw back of our data driven approach is that it does not impart any
insights into the relation between manipulator deign and dynamics. So it becomes
difficult to identify the sources of modeling error or in developing optimal design
strategies (Merriaux et al., 2017).

The feedback control strategy we employ and demonstrated for dynamic reach-
ing tasks is suited for dynamically grabbing and placing static objects of unknown
masses. In such cases scenarios timing is not as important as accuracy, robustness
and conformance to the environment. Other tasks would have to adopt different
control strategies. For trajectory following, purely feedforward strategies has proven
to provide stable motion (Thuruthel et al., 2018). Feedforward strategies are more
desirable for energy efficient motion without affecting natural dynamics of the sys-
tem . In fact it was shown that higher feedback gains leads to higher perceived
stiffness (Della Santina et al., 2017). Feedback controllers become more important
in presence of external disturbances or when the manipulator interacts with the en-
vironment (Della Santina et al., 2018).

Behavioral Studies

The final section in Chapter 4 showed that for a specific arm shape and the material
properties in a particular environment, any optimal control strategy for dynamic
reaching resulted in the same motion profiles,for an octopus-like arm. This was at-
tributed to the bend propagation strategy common to all open loop control policies,
similar to that observed in nature. Further, any morphological changes to the arm or
the surrounding environment tended to make the arm dynamics chaotic. Any non-
chaotic configuration of the body also led to an invariant motion behavior, though
different from a biological organism. It was therefore hypothesized that the octopus
arm evolved to the body schema that is highly robust to anatomical changes; a the-
ory also proposed in (Kriegman, Cheney, and Bongard, 2017). In other words, there
is a natural penalization of dynamic systems that exhibit chaotic motion. A common
embedded control policy can thus be transferred among new anatomically varying
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generations without drastic behavioral changes. Indirectly this leads to the com-
monly observed invariant bend propagation strategy found in the Octopus Vulgaris
in water. We further hypothesize that such invariances would be more likely to be
prevalent in organisms that have a small or nonexistent learning phase for behavior
acquisition.

6.1.3 State Estimation
Using Embedded Sensors

Chapter 5 presented a generalizable, model-less technique for online perception for
a soft actuator using embedded soft sensors and recurrent neural networks. We
followed a bio-inspired approach both for the hardware and software components.
This allowed us to achieve an accurate kinematic model of a soft finger even with
highly nonlinear sensors. Although more accurate predictions were obtained with
commercial flex sensors, their relative rigidity and in-extensibility made them unde-
sirable for high dimensional deformations. Therefore, with our proposed method-
ology, we demonstrated how full-body kinematic models could be learned. Addi-
tionally, following the same methodology, the system learned models of externally
applied forces using the stress-strain relationship of the soft body. We validated the
approach for a fundamental test scenario for which scaling could be assured. We
were able to accomplish this with irregularly shaped strain sensors. Due to the con-
tinuous distribution of the sensing module and the learning process, we can easily
adjust the location of sensing. Due to our reliance on a pure learning based model,
it was possible to fuse the measured information from the sensors with the com-
manded information to the pressure regulators to achieve more accurate models.
The role of action in perception is also a phenomenon observed in biological sys-
tems Proske and Gandevia, 2012. The methodology is highly generalizable with the
ability to interchange sensors, mode of sensing and the system itself without any
changes to the learning algorithm. Finally, we explored how sensor redundancy can
make the system more robust to unexpected changes to the system.

Learning based approaches are very useful for modeling with minimal knowl-
edge about the system, however, they also have inherent drawbacks. For example,
these approaches do not afford the designer any physical intuition about the sys-
tem. Thus, further analysis, for example to determine the optimal shape, placement
and number of sensors, would be difficult, as would describing and correcting for
sources of error. The approach described here is demonstrated on a planar soft fin-
ger with only three embedded strain sensors. The main bottleneck in scaling to more
sensors was due to the serial nature of the multiplexer circuit that we were using to
read all of the sensor signals using a single, high precision inductance-capacatance-
resistance (LCR) meter. This also led to signal mixing because of ghosting effects.
This issue could be avoided with multiple meters or improved sensor electronics.
A source of error with the cPDMS sensor was the lagging of the predictions behind
the actual values. Since this is not observable using the commercial flex sensor, this
can be attributed to the slower dynamics of the soft cPDMS sensor (Muth et al.,
2014). Devoid of the visual feedback system, the human proprioceptive system is
also susceptible to erroneous drifts (Tsay et al., 2014) and biases (Beers, Sittig, and
Gon, 1998). A sensor architecture composed of fast responding and slow responding
sensors could increase the overall bandwidth of the sensing system.

Although our complete methodology closely resembles the human perceptive
system, our reference feedback loops are well structured when compared to the
biological counterparts. The tracking system and the load cell we use as ground
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truths provide physically meaningful outputs that can be easily learned in supervi-
sory manner using the LSTM network. However, in the human perceptive system,
we map our sensor signals with multimodal raw signals coming from the ocular,
vestibular, auditory, and muscular systems. For simplicity, we pre-process the raw
images and force readings coming from the reference systems to obtain physically
relevant variables. A faithful end-to-end replication of the human perceptive sys-
tem, on the other hand, would require a direct mapping from the sensory space
to the image space. This introduces additional complexities in the form of object
recognition, calibration and coordinate referencing. The constant presence of the
visual, inertial and auditory feedback is also important for adaptation in case of
drastic system changes (Proske and Gandevia, 2012; Matthews, 1974). Our method-
ology currently relies on independent external sensing technologies for reference
feedback, which have to be removed for real world applications. However, if the
entire system undergoes permanent physical changes like growth, stiffening, mate-
rial deterioration, etc the learned model would display biases. Hence, a potential
future endeavor would be to integrate other sensing modalities like vision, inertial
measurement units and force sensors directly into the soft system.

Using Visual Data

The final section in Chapter 5 presented a vibration analysis based methodology for
estimating the dominant stiffness component of a soft manipulator. The procedure
required only a low time resolution motion tracking system for its implementation.
Although we estimated only the natural frequencies of vibration along the direction
of actuation, this information was sufficient for analysis of soft manipulator design
and variable stiffness mechanisms. We also showed how unwanted vibrations can be
reduced using this stiffness estimate and traditional input shaping technique. The
suppression technique does not guarantee complete cancellation of vibrations. This
could be because of components that are not in the direction of actuation, possibly
excited due to friction. These however can only be passively suppressed.

Stiffness modeling of soft robotic manipulators is a rather unexplored field. This
is largely due to the complexity involved with analytical modeling and sampling.
Future work would involve extending the methodology to higher dimensional sys-
tems and multi-directional stiffness estimation. Machine learning based approaches
for modeling stiffness and kinematics simultaneously would be suitable for devel-
oping hybrid force/position controllers.

6.2 Future Work

The design of controllers for continuum/soft manipulators is not only application
dependent but also influenced by the manipulator design, actuator and sensor avail-
ability. For instance, there is an absence of dynamic controllers developed for tendon
driven manipulators. This could be because of the non-uniform loading for cable
actuation contrasting to the high damping and low force actuation provided by
pneumatic actuators. Non-uniform loading occurs due to the physical interactions
between the cable guide and the cable due to friction and this leads to irregular ac-
tuation of the manipulator DoFs. High damping coupled with low force actuation
reduces overall energy supplied to the system therefore reducing the chaotic nature
of the manipulator dynamics.

The controller regime to some extent depends on the sensor availability. For in-
stance, closed-loop configuration space controllers require vision sensors whereas
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any closed loop controller for pneumatically actuated manipulators would require
wire cable potentiometers (for best performance). With regards to unexplored fields
of research, clear voids are evident in hybrid control approaches and model-free
approaches for dynamic control. Similarly, hybrid learning approaches incorpo-
rating both model-based and model-free methods is a highly promising line of re-
search. Additionally, machine learning algorithms incorporating prior knowledge
of the system would also provide a way for faster and more stable learning.

Continuum/Soft manipulators offer a technological solution to complex tasks in
sensitive environments. Leveraged by their light weight, compact and inherently
safe structure, they can be employed in various complex scenarios with elementary
control strategies (Kim, Laschi, and Trimmer, 2013; Rus and Tolley, 2015a). Current
trends in soft robotics are individual efforts based on novel actuation, design, sens-
ing and control technologies for particular applications. However, an overlooked
aspect is the inter-dependencies of these elements among themselves and with the
environment (Pfeifer and Bongard, 2006a). The possibility of outsourcing computa-
tional burden to the body (morphological computation) has been widely deliberated
and even experimentally proven (Nakajima et al., 2013) along with the effect of sen-
sory feedback (Hauser et al., 2012). In a control perspective, this corresponds to a
zero lag adaptive feedback controller. Exploitation of this intrinsic controller has
been achieved in some cases (Amend et al., 2012). We believe that the future evolu-
tion of controllers for soft robotic manipulators would be strongly oriented towards
the utilization of the morphological properties of these manipulators rather than
traditional approaches that strive to shape it.

Due to the complexities involved with developing mathematical models of a soft
system, the design of soft robots are largely based on heuristics. To make these soft
robots more effective for their applications, new methodologies for their design and
control is required. In nature, we observe biological organisms fine tune their design
and control through evolution. Further, there is another phase of growth and adap-
tation within a generation. Recent studies have shown that evolution discovers body
plans robust to control changes. Since body plans can be genetically assimilated but
not the controllers, this strategy allows evolution to develop competent organisms
by tinkering with the controllers within these permissive body plans (Kriegman,
Cheney, and Bongard, 2017). Furthermore, it was indicated that such body plans
may also be robust to external changes in their environment.

The concept of developing robust control policies and models is not new in
robotics (Zhou and Doyle, 1998) or the artificial intelligence community (Pinto et
al., 2017). For a given task and body dynamics, there are certain control strategies
that perform better in uncertain environments. This is not necessarily the optimal
control strategy, but they are vital for real-world scenarios. In highly structured en-
vironments, traditional robots are well-suited, even more than biological organisms.
In uncertain noisy environments, different body plans and control structures are re-
quired. The problem of finding the optimal morphology and control for a given task
is an open problem primarily constrained by the time scales involved. There have
been some recent studies that strives towards this purpose. In (Cheney et al., 2018)
and (Ha et al., 2018), simulation studies were performed for co-optimization of mor-
phology and controllers. Experimental studies, where few parameters of design and
control were evaluated over generations and evolved based on their fitness values
was demonstrated in (Brodbeck, Hauser, and Iida, 2015). None of these studies
have, however, investigated the role of morphological growth within a generation.

Techniques for modifying the morphology of a robot is not uncommon in soft
robotics. Majority of the works are involved with stiffening mechanisms (Manti,
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Cacucciolo, and Cianchetti, 2016). There have been been few works on growing
(Sadeghi, Mondini, and Mazzolai, 2017) and self healing robots (Terryn et al., 2017).
Another area of future interest is to further develop these methodologies, specif-
ically to evolve and develop morphology’s that are better suited for a particular
task, over time. This problem involves challenges in two domains. First, there is
the problem of constructing soft robots that can modify their dynamic properties.
This would be analogous to elongating bones and strengthening muscles and ten-
dons in humans. Second, there are algorithmic difficulties involved with optimiz-
ing a stochastic multi-variate objective function. To our advantage, this problem
statement has been widely studied in the artificial intelligence community in other
contexts. A promising concept that is highly applicable to our case is meta-learning.
Simply put, it refers to algorithms that learns to learn (Hochreiter, Younger, and
Conwell, 2001; Schweighofer and Doya, 2003). A common problem with learning
algorithms is that they are highly domain specific. With small changes in the do-
main, the learned model could become ineffective. Re-learning is expensive because
it ignores the previous learned model and data. The main idea behind meta-learning
is to learn in multiple domains in a way that in a new environment, the pre-learned
model can be quickly adapted using efficient exploration phases. Since, in our case,
the morphology’s do not vary significantly over iterations this should be easily ap-
plicable.
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