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Abstract

Safety management is an essential subject in the process industry since accidents
in this domain can have severe social, economic, and environmental consequences.
Maintenance activities with functions for early fault detection are a critical part of
the safety management system in the process industry.

Maintenance activities in the process industry often involve hazardous working
conditions with high temperatures, low-quality air, and high physical demand. In
the background of Industry 4.0, robot automation is introduced to maintenance
operations to try to release human operators from tedious, repeated physical work
and dangerous operations in maintenance activities. Human operators still need to be
in the loop because of their ability to be more flexible and have a better strategic view.
Therefore, human-robot collaborative teaming(HRT) operations will be a primary
paradigm.

HRT operations involving multiple twisted elements are complex socio-technical
systems for which previous methods that only focus on the technical or social part
are not sufficient. These complex systems require a novel integrated framework able
to consider human and organizational factors(HOFs), technical factors, as well as
their interdependence.

Through data analysis of accident reports from eMARS, the most contributing
organizational factors in HOFs and maintenance-related accidents were identified.
Therefore, the Cognitive Reliability and Error Analysis Method(CREAM), which
contains all these contributing organizational factors in the form of common per-
formance conditions(CPCs), is selected to perform the HRA part in the integrated
framework in an extended way.

After reviewing the literature on probability risk assessment, HRA, organiza-
tional factors, and complex system theory. The integrated risk-based performance
assessment framework is proposed. This framework contains a qualitative phase
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employing the top-down approach and a quantitative phase employing the bottom-
up approach. The outputs of the first phase include a qualitative task analysis list
supporting HRT team structure transitions analysis and task logical interdependence
analysis. Then, the outputs of the second phase include quantitative risks and per-
formance indicator values supporting system performance comparison and critical
scenarios and factors analysis.

The proposed framework was demonstrated step-by-step in a case study of LPG
spherical storage tank inspection in the full manual(FM) and HRT operations. The
system performance of these two scenarios was compared. The results show the
evolution in terms of the systemic performance from the FM to the HRT system.
Also, the boundaries of critical factors were calculated. The quantitative results could
provide better insights to support decision-making about HRT operation in practice.
The framework validated is able to give guild to risk and performance assessment
for complex socio-tech systems. Further work could be performed to extend the
model with a reinforcement learning algorithm to optimize the robot paths and HRT
schedule.
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Chapter 1

Introduction

The development and implementation of robotics significantly impact safety manage-
ment in the process industry, especially in maintenance activities, where the working
conditions are extremely hazardous. Due to widely expanding digitization applica-
tions in Industry 4.0 and the human-centered paradigm in Industry 5.0, human-robot
collaboration teaming(HRT) tends to be a primary operation scenario. Initially, this
trend aimed to access hazardous locations that human operators can not or hardly
get access to and improve productivity. In this research, the definition of HRT made
by Lu et al. is adopted [2]:

"HRT studies how humans and robots work simultaneously in a shared space
for a shared goal. While HRT involves accomplishing a shared purpose through
joint efforts, it does not require humans and robots to share space through its flexible
interaction between humans and robots, communication through remote control, or
close collaboration."

HRT systems involve multiple interdependent elements: human operators, equip-
ment, and robots are complex socio-technical systems. The literature review shows
that no validated methodology could be utilized for the HRT system performance
analysis [3]. Therefore, the framework for performance assessment of these systems
is the main focus.



2 Introduction

1.1 Background

Safety is significant for the process industry for its inherent attributions to involve a
bulk amount of hazardous chemical materials and reactions, which have the potential
to bring about accidents that would have serious consequences affecting people’s
lives, property, and the environment [4].

Maintenance activities are a critical part of process safety management. Firstly,
the main function of maintenance is safety-related. According to European Standard
[5], industrial maintenance is defined as:

"combination of all technical, administrative, and managerial actions during the
life cycle of an item intended to retain or restore it to a state where it can perform the
required function. Technical maintenance actions include observation and analyses
of the item state (e.g., inspection, monitoring, testing, diagnosis, prognosis, etc.) and
active maintenance actions (e.g., repair, refurbishment)".

The mission of maintenance is fault detection, maximizing the system availability
and efficiency of the facility, ensuring its safe and proper functionality, and mini-
mizing costs [6]. Secondly, accidents in the process industry were highly linked to
maintenance activities. Based on data from the British Health and Safety Executive
and database FACTS, about 30-40% of accidents were connected with maintenance
activities, either during the maintenance period or due to faulty or no appreciable
maintenance [7]. In a study of 183 major accidents in the process industries from
2000 to 2011, 44% were maintenance-related [8].

Traditionally, maintenance activities in the process industry require human oper-
ators to work in hazardous working conditions, including exposure to substandard
air quality, dangerous materials, high noise, extreme temperatures, and intense phys-
ical demand [9] [10]. Therefore, the inspection robots designed to relieve human
operators from hazardous environments have aroused great interest. As statistical
data shows, there were more than 30,000 chemical industry robots in application in
the year 2023 [11], and it is predicted that there will be around a 30% increase in
revenue every year from 2023 to 2028.

According to the review about robotics applications in onshore oil and gas
facilities, most of the robotic research has been devoted to developing in-pipe
inspection robots (IPIRs) and tanks inspection robots [12]. A famous tank inspection
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robot, Neptune [13], could demonstrate the general features of the tank inspection
robot.

The critical technologies of this kind of robot include a steering mechanism, a
propelling mechanism, and detection technology. Tank inspection robots usually
need to perform tasks on the curved surface. This requires the mechanism of moving
stable on the curved surface without falling. The most common adhesion mecha-
nisms are magnetism and vacuum suction. In addition, they must equip navigation
systems to move along the setting paths automatically. Detection technology includes
magnetic particle inspection (MPI) and ultrasonic. Most robots still need a tethered
cable, power supply, and control signals as a function of a safety rope. According
to the automation degrees, tank inspection robots can be categorized as manually
operated, semi-autonomous, and fully autonomous. Whereas most tank inspection
robots are remotely operated vehicles carrying appropriate sensors for detection and
communication. Most of these robots still heavily depend on skilled operators for
their operations [12].

1.2 Evolving From the Full Manual to HRT opera-
tions

Although robotic technology develops rapidly in the background of Industry 4.0, it is
still not a fully automatic process in maintenance operations in the process industry.
Human operators still need to be in the loop for their flexibility and strategic decision-
making ability. Moreover, in the Industry 5.0 paradigm, robotics are designed to
support rather than replace human operators. Therefore, HRT will be the primary
operation scenario in the process maintenance activities. According to the workspace,
working time, working goals, and existence of physical contact, the human-robot
interactions can be divided into three subcategories, as Table 1.1 shows: human-robot
coexistence, human-robot cooperation, and human-robot collaboration [14].
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Table 1.1 Subcategories of human-robot interaction

Interaction types Workspace Work time Work goals Physical contact

Collaboration same same same yes
Cooperation same same same -
Coexistence same same - -

All three of these modes could be involved in the process maintenance operations.
Therefore, the term HRT represents the human-robot collaborative teaming process.
In HRT, robotic precision complements human flexibility and vice versa, enabling
more efficient task delivery than either party could achieve alone[2].

As discussed in literature [15] [16], introducing robots in teams with humans
is usually presented to reduce the operators’ physical workload while increasing
productivity. This benefit could be emphasized when applied in maintenance activi-
ties in the process industry, for it also reduces the time of human operators’ direct
contact with hazardous and dirty working conditions. However, this application will
introduce new workflow and resource allocation changes. On the other hand, the new
actors in the work environment in a cage-free form have been recognized to increase
psychological stress to humans [17]. Decision-makers must consider these changes
and their influences before robotics is implemented. A risk-based performance
analysis could be used as a basis for decision-making because of its capacity to
generate information about risks and performance uncertainties. However, there are
several challenges in developing a framework for risk-based performance analysis
for the HRT maintenance activities, which will be discussed in the next section.

1.3 Related Works and Challenges

The HRT process maintenance activities can be regarded as socio-technical systems.
While in the risk assessment domain, Rasmussen summarized the evolution of risk
reduction and safety management theories as a multiple-discipline merged process
[18]: In the first stage, researchers focused on the technical aspects, the accident
records analysis guided the studies to the human-machine interface problems, then
entered the human error analysis area. In the second stage, research hotpots drifted
into the work conditions for human workers management at the organizational level.
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Along this line, the research boundary expanded again, including the safety regulation
in law and government. After that, Rasmussen proposed that the complex systems
risk analysis and management framework building requires a systems approach
based on functional abstraction instead of structure decomposition to cope with the
dynamic and highly integrated socio-technical systems.

The first challenge in developing an integrated risk and performance assessment
framework for socio-technical systems is selecting the Human Reliability analysis
(HRA) method. After more than 40 years of development, about 50 HRA meth-
ods have been developed, but some problems still impede the wide use of HRA in
practice. Many HRA methods such as Technique for Human Error Rate Prediction
(THERP) [19], Cognitive Reliability and Error Analysis Method (CREAM) [20],
Connectionism Assessment of Human Reliability (CHAR) [21], Information, De-
cision, and Action in Crew Context (IDAC) [22], use performance shaping factors
(PSFs), also called performance influencing factors (PIFs), common performance
conditions (CPCs), and so on, to represent the aspects of the human-system influence,
but there is still no standard PSFs set. literature criticizes these factors as a lack of
validation and data support [23].

The second challenge concerns the representation and analysis of elements’
interdependence. HRT maintenance operations in the process industry involving
multi-interacted elements are complex socio-technical systems.

The complex system theory summarizes the main characteristics of these systems:
interdependency, non-linearity, and emergence. Sun et al. [24]identified potential
safety risks regarding the construction industry’s physical, attention costs, and
psychological impacts. Their research offered a comprehensive analysis of robots’
negative impact on workers’ safety and health. Nevertheless, it focused solely on the
safety dimension of system performance and yielded qualitative findings. Borges
et al. [15]proposed an integrated framework based on a system dynamics model to
predict the workstation performance after implementing the HRT system while only
focusing on the ergonomic aspects.

Reviews Also highlighted the main shortcomings that limit the practical applica-
bility of novel risk assessment methods to HRT: fragmentation, complexity, and lack
of validation [3]. In addition, the need to consider the factors that could affect the
safety of operators and the efficiency of the operations in the long term was identified
[17] as the need for integrating workers’ personal aspects into the hazard analysis in
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the form of more human-centered specific guidelines to suit the HRT context better
[25]. Therefore, the main gaps in current performance assessment methods regarding
HRT complex systems include the following:

1. They usually ignore the HOFs or oversimplify the human error mechanism
using static point value to represent the human error probability (HEP) or
model the human error as a Poisson Function.

2. Many researchers focus on the HRA or technical, functional risk assessment,
but the integrated framework considering the elements’ interdependence is
lacking.

3. In addition, there is a need to investigate the detailed data about the system
performance changes during the FM scenarios evolving to the HRT scenarios.

Advancement with respect to the state of the art. The proposed framework
differentiates from the reference literature(in Chapter3) to fill the gaps mentioned
in last paragraph. Overall, it is built upon the complex system theory in a holistic
manner. Specifically, for three main aspects: First, the CREAM method is extended
with the Dempster-Shafer theory to reduce subjective bias, and fatigue-recovery
functions are employed to achieve more realistically dynamic attributes representing
human behavior. Secondly, the integrated dynamic decision analysis (IDDA) method
is employed to represent the subtasks’ interdependence in a logically constrained
way. Meanwhile, the agent-based modeling and simulation (ABMS) method models
the HRT communications by message change mechanism. Thirdly, the proposed
framework is tested in a case study to provide validation.

1.4 Logical Structure and Research Questions

Based on the complex systems theory as discussed in Section 1.3 and trying to fill
the gaps in the literature, six studies, as listed in Table 1.2, were conducted to explore
the main aspects of performance assessment for complex socio-technical systems,
specifically with a holistic approach to deeply understanding how to use reliable data
of elements and their interdependence to forecast the performance of HRT systems.
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Table 1.2 Research Publications

Title Journal Time

Risk-based performance assessment from fully manual
to human-robot teaming in pressurized tank inspection
operations

Safety Science 2024[26]

A data-driven narratives skeleton pattern recognition from
accident reports dataset for human-and-organizational-
factors analysis

Journal of Loss Preven-
tion in the Process Indus-
tries

2023[1]

Analysis of human and organization factors related acci-
dent reports based on natural language processing

Chemical Engineering
Transactions

2022[27]

Contributions and Consequences Coming from Human
and Organizational Factors to the Accidents

Chemical Engineering
Transactions

2022[28]

Evolving Process Maintenance through Human-Robot
Collaboration: An Agent-based System Performance
Analysis

Advanced Engineering
Informatics

under
review

A Data-driven Bayesian Network of Management and
Organizational Factors for Human Reliability Analysis in
the Process Industry

Heliyon under
review[29]

Under the two challenges mentioned in Section 1.3, and the gaps in the literature.
Formally, four main research questions derived from the necessity to comprehend
the abstract construction of integrate framework include the following:

1. RQ1: What are the most critical HOFs contributing to accidents in the process
industry? Accident reports are informative data sources from which to learn
from the past. To understand the main elements of the complex social-technical
system better, especially HOFs. In Chapter 2, the eMARS dataset is selected to
identify the most contributing HOFs and their interdependent mechanism. Two
related studies have been published in Chemical Engineering Transactions,
articles entitled "Contributions and Consequences Coming from Human and
Organizational Factors to the Accidents"(2022) [28] and "Analysis of human
and organization factors related accident reports based on natural language
processing"(2022) [27]. One paper published in the Journal of Loss Prevention,
entitled "A data-driven narratives skeleton pattern recognition from accident
reports dataset for human-and-organizational-factors analysis"(2023) [1].
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2. RQ2: What is the integrated system performance evaluation framework? In
Chapter 3, a detailed literature review on systematic risk assessment and human
reliability analysis methods is carried out. This contributes to the theoretical
building blocks for the integrated framework. In Chapter 4, the comprehensive
top-down and bottom-up framework, considering the organizational, human,
equipment, and robot elements and their interdependence, is proposed and
explained step by step. Also, In Chapter 5, the proposed framework was
applied in a case study about pressurized tank inspection activities. This
research question was addressed first in a study published in the journal paper
entitled "Risk-based performance assessment from fully manual to human-
robot teaming in pressurized tank inspection operations."(2024) [26]

3. RQ3: What are the critical differences between HRT and FM system perfor-
mance? The case study results show the answer to this research question in
qualitative and quantitative ways in Chapter 6. They are also included in the
paper "Risk-based performance assessment from fully manual to human-robot
teaming in pressurized tank inspection operations"(2024) [26] and the paper
under review entitled "Evolving Process Maintenance through Human-Robot
Collaboration: An Agent-based System Performance Analysis."

4. RQ4: What are the primary parameters influencing the performance of HRT
and FM systems? In Chapter 6, a sensitivity analysis was performed to test
the proposed method’s logical consistency and explore the strength of the
parameters’ influence on the overall system performance. This part is also
included in the paper "Evolving Process Maintenance through Human-Robot
Collaboration: An Agent-based System Performance Analysis" in the journal
Advanced Engineering Informatics, which is under review.

The rest of this thesis is organized as follows: Chapter 2 performs HOFs con-
tributed Maintenance-related Accidents Data Analysis: To understand the HOFs
factors better, this research collected accident reports data from the eMARS dataset.
Based on the Natural Language Processing (NLP) techniques, The "4Ws" model
was proposed for the HOFs-contributed accident analysis. The characteristics of
HOFs contributing to the accident were analyzed by comparing "4Ws" information
with other accidents. Chapter 3 gives the theoretical basis: The state-of-the-art and
research gaps in systemic risk assessment. The overview of the development of HRA
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methods and their conceptual framework. Summary of the result of organizational
factors analysis for HRA. The basic theory is the foundation of a complex system.
Chapter 4 presents the integrated framework: The integrated framework provides
both qualitative and quantitative system performance evaluation approaches con-
sidering HOFs. Chapter 5 applies the proposed framework to a case study in the
pressurized vessel inspection process: Step-by-step applications of the framework
are conducted (in the gas and oil industry). Chapter 6 demonstrates the Results: the
traditional FM and HRT scenarios were compared to see the difference between the
two systems’ performance and better understand the HRT process to support future
decision-making. Chapter 7 discusses the result compared to previous research and
the limitations. Chapter 8 concludes the thesis and gives further research directions.



Chapter 2

Learning from the past to understand
HOFs

Unlike the ever-changing technical factors, the HOFs, especially the organizational
factors, are relevantly stable, which makes it more possible to learn from the past.
Therefore, to better explore the HOFs’ contributions to process accidents and their
inter-dependency, the accident reports from the eMARS dataset were investigated in
this Chapter. Two works have been published in Chemical Engineering Transactions,
entitled "Analysis of Human and Organization Factors Related Accident Reports
Based on Natural Language Processing" [27] and "Contributions and Consequences
Coming from Human and Organizational Factors to the Accidents" [28], also one
in the journal Process Safety and Loss Prevention entitled "A Data-driven Narra-
tives Skeleton Pattern Recognition from Accident Reports Dataset for Human and
Organizational Factors Analysis" [1], another one in the journal Heliyon entitled"A
Data-Driven Bayesian Network of Management and Organizational Factors for
Human Reliability Analysis in the Process Industry." [29]

2.1 Data Source

A significant obstacle to HOFs-related research is the lack of relevant data. However,
accident reports emerge as a valuable data source, given that they are reliable
information derived from actual incidents and are validated by authoritative entities.
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The eMARS dataset1 encompasses an extensive collection of documents on chemical
accidents and near-miss incidents reported to the Major Accident Hazards Bureau
of the European Commission’s Joint Research Centre by member states of the EU,
EEA, OECD, and UNECE countries (in alignment with the TEIA Convention).

Within the eMARS database containing 73 data columns, a subset of ten columns
were selected in this HOFs contribution analysis. These columns include Accident
ID, Human, Organizational Causative Factor Type, Human On -site Quantity/Effect,
Environmental On-site Quantity/Effect, Cost On-site Quantity/Effect, Disruption
Off-site Quantity/Effect, accident description, causes of the accident, and lesson
learned. This research focuses on the analysis of cases pertaining to HOFs. Initially,
from the database, 1128 cases were excluded for not containing/identifying ’Human’
or ’Organizational Causative Factor Type’ factors, culminating in the selection of
531 cases directly relevant to the HOFs. The preliminary statistical overview of the
database is shown in Table 2.1 [27].

Table 2.1 Statistic overview of the database[1]

Total Human error cases Organizational factor cases Redundant cases No/too simple cause description cases Other cases Final HOFs cases

1128 209 464 142 42 639 489

2.2 Methods

For the factor influencing mechanism analysis based on categorical data, the Chi-
square test is employed. For the knowledge extract from accident reports data, the
"4W"s model is proposed.

2.2.1 Chi-square test

The Chi-square test, a pivotal statistical tool, examines the association between cate-
gorical variables that are not inherently ordered. Its primary objective is to ascertain
the presence of a statistically significant discrepancy between observed frequencies
in the data and the frequencies that would be expected under a specific hypothesis.
This test operates on the principle that a higher Chi-square value indicates a more

1accessible at https://emars.jrc.ec.europa.eu/en/emars/accident/search.Retrieved November 17,
2022
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pronounced divergence between the observed and expected values. Conversely, a
lower value signifies minimal deviation. A Chi-square value of zero denotes perfect
alignment, suggesting that the observed data perfectly match the expected theoretical
frequencies. Central to the Chi-square analysis is the testing of the null hypothesis,
which posits that there is no significant difference between the observed outcomes
and those anticipated. The null hypothesis serves as a benchmark for determining
whether the observed variations are due to chance or reflect a genuine association be-
tween the variables under investigation. For the data analysis in this study, IBM SPSS
Statistics 24 was employed, offering a robust platform for executing the requisite
statistical evaluations [30].

The investigation into the contributions of human and organizational factors
(HOFs) to process accidents employed the categorical data analysis method. This
analytical approach is characterized by its focus on classified response variables,
which are mutually exclusive and can be either ordered or unordered [31]. The
transformation of categorical data pertinent to this study is detailed in Table 2.2
and Table 2.3. This methodological choice enables the systematic examination of
the impact of discrete, categorical variables on the incidence and characteristics of
process accidents, thereby facilitating a nuanced understanding of the role played by
HOFs in such events.
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Table 2.2 Data transformation for cause factors

Cause factors Integrated categorical variables

Human Error Factor

1⃝operator error 1

2⃝malicious intervention 2

3⃝willful disobedience or failure to carry out duties 3

4⃝operator health (includes ailments, intoxication, death, etc.) 4

5⃝failure to carry out duties not identified 5

6⃝not know 6

Organizational Factor

1⃝design of plant/equipment/system 1

2⃝installation/construction 2

3⃝process analysis 3

4⃝maintenance/ testing/inspecting 4

5⃝training/instruction 5

6⃝supervision/staffing 6

7⃝user-unfriendliness 7

8⃝management attitude problem 8

9⃝organized procedures/management organization inadequate 9

0⃝not known/not applicable/empty 0

Table 2.3 Data transformation for consequence category

Consequence category Integrated categorical variables

Human On or Off-Site Effect

At risk 1

Injury 2

Fatalities 3

not known / not applicable 4

Environmental On or Off-site Effect

Freshwater Pollution 1

Inland Pollution 2

Offshore Pollution 3

Atmosphere Pollution 4

not known / not applicable 5

Cost On or Off-Site Effect

material losses 1

response, cleanup, restoration costs 2

fine and legal costs 3

Production loss/ System Interruption 4

Profit Failure 5

not known / not applicable 6

Social Effect

Infrastructure influence (telecommunication, roads, railways, waterways, air transport, etc.) 1

nearby factories, offices, small shops 2

schools, hospitals, institutions 3

nearby residences, hotels 4

Other places of public assembly 5
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2.2.2 Natural Language Processing Techniques

The "4Ws" information structure framework has been devised as a foundational tool
for the analysis of accident reports influenced by Human and Organizational Factors
(HOFs), as depicted in Fig.2.1. This framework focuses on capturing essential HOFs-
related information, including when accidents occurred, the equipment and locations
involved, the actors (individuals or groups), and the specific HOFs implicated.
Accident reports are conceptualized as narrative stories, and this research aims to
distill the core elements.

Around the maintenance periods
WHEN The working periods when the 

accident occurred
During the normal operation periods

WHO The actors involved  

Involved the contractors

Only the plant personnel

WHERE The accident location(equipment)

WHY The human and organizational factors 
involved

Organizational-based factors

Team-based factors

Person-based factors

Situation-based factors

Machine-based factors

“4W”s

Fig. 2.1 The "4Ws" model

The traditional "5Ws and 1H" framework, prevalent in communication and
journalism, outlines Who, What, When, Where, Why, and How. This structure is
designed to orient readers to their communal environments, facilitating a connection
beyond their immediate sensory perceptions and ensuring the delivery of information
that satisfies their needs [32]. In the context of HOFs-focused risk communication,
the primary audience comprises frontline operators and decision-makers. Mallam
et al. [33] highlight that sharp-end operators exhibit a heightened interest in human
factors-related issues over technical details, as these are more relatable to their
professional identities and cultures.

The "4Ws" model for HOFs information adopts a simplified narrative frame—"Who,
When, Where, Why"—by mining relevant details from accident records. This re-
search posits two empirical hypotheses to address unique aspects of HOFs-related
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Table 2.4 Tokens in spaCy[1]

TEXT LEMMA POS TAG DEP SHAPE ALPHA STOP

the the DET DT det X TRUE TRUE
fatigue fatigue NOUN NN subj xxxx TRUE FALSE

of of ADP IN prep xx TRUE TRUE
a a DET DT det x TRUE TRUE

valve valve NOUN NN obj xxxx TRUE FALSE
caused cause VERB VBD ROOT xxxx TRUE FALSE

the the DET DT det xxx TRUE TURE
block block NOUN NN obj xxxx TRUE FALSE

of of ADP IN prep xx TRUE TRUE
chlorine chlorine NOUN NN obj xxxx TRUE FALSE

. . PUNCT . punct . FALSE FALSE

accidents: first, the special emphasis on contractors due to their critical interface with
owners for process safety [34]; second, the identification of maintenance, emergency,
and control room operations as high-stakes areas where human intervention signifi-
cantly increases the risk of human error [35]. Consequently, the "Who" component
examines the involvement of either contracted or internal personnel in accidents. The
"When" aspect focuses on whether incidents occurred during maintenance activities,
while "Where" concerns the specific equipment or locations of the accidents.

Keywords were extracted utilizing the spaCy package [36], a sophisticated natu-
ral language processing (NLP) library within the Python programming ecosystem.
The initial phase of pre-processing involved tokenization, a fundamental NLP task
where raw text is segmented into ’docs’ through spaCy’s integrated pipelines. Tok-
enization entails the decomposition of text into sentences and words, exemplified
by transforming the sentence "The fatigue of a valve caused the block of chlorine."
into a structured ’doc’ form, as depicted in Table 2.4. Within these ’docs,’ individual
tokens can be identified, manipulated, and subjected to further analysis.

The Named-entity Recognition (NER) process is utilized for the crucial task of
keyword extraction. This involves the refinement of a pre-trained model, a hallmark
of spaCy’s functionality, which boasts a wide array of built-in models. This process
facilitates the joint training of both newly incorporated classifier layers and the
foundational layers of the base model. The extracted keywords play a pivotal role
in supporting and enriching the analysis. The "When" and "Why" information have
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limited categories and some structured patterns. Therefore, the rule-based matching
method was selected. While the "Where" information has unlimited examples, the
fine-tuning model method was selected, as shown in Fig.2.2.

Collecting HOFs-introduced 
Accident Reports from the 

Authority Database

Extracting the “4Ws” 
Information

Comparing and Visulisating the 
“4Ws” Information

Pre-processing the 
Description Text

Making the Matching 
Rules

Fine-tunning the Recognised 
Model

Training data 
for

“Where”
information

Text

Label

Label
Gradient Model Updated

Modell

PREDICT

SAVE

Identifying
the finite 
structure 
patterns

Make special 
rules for 
“When” 

information

Make special 
rules for “Why” 

information

Fig. 2.2 The matching approaches selection

2.3 Results

2.3.1 The impact of HOFs on the recorded accident consequences

Fig. 2.3 and Fig. 2.4 present a detailed analysis of the contributions of different types
of Human and Organizational Factors (HOFs) to the documented incidents. The
category data were transformed according to Table 2.2. Notably, human errors were
implicated in 40% of the recorded accidents, underscoring the significant impact of
human causative factors. Furthermore, organizational causative factors contributed
to a staggering 92.97% of the recorded accidents. Among these, a specific subset
of organizational factors denoted as “ 9⃝ 1⃝ 5⃝ 3⃝ 4⃝,” accounted for 76.83% of the
incidents. This data highlights the predominant role of organizational dynamics in
the genesis of accidents, suggesting that interventions targeting these factors could
yield substantial improvements in safety outcomes.
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Fig. 2.3 Human error factors distribution

Fig. 2.4 Organizational factors distribution
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Human errors factor contributions

To delve deeper into the pivotal influences of Human Errors on accident conse-
quences, this study explored the "Human On-site Effect" and the "Cost Off-site
Effect." Fig. 2.5 elucidates that the human error category of " 1⃝-operator error" was
a contributing factor in 190 accidents, accounting for 88.37% of incidents when
excluding cases categorized as ’Not known/not applicable.’ Following this, " 3⃝-
willful disobedience" was identified as contributing to 9% of the incidents, with the
remaining 3.26% attributed to other causes. Furthermore, Figure 2.6 delineates the
profound impacts of operator errors on the human on-site effect. Specifically, the
outcomes associated with "injury (37.03%)", "injury and fatalities (28.40%)", and
"fatalities (24.69%)" are emphasized, underscoring the severe consequences that can
arise from such errors. Fig. 2.7 and Fig. 2.8 show the contribution of human error to
the "Cost Off-site Effect."
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Fig. 2.5 Human errors contribution to human on-site effect

Organizational Factor contributions

This study extends its analytical depth to assess the paramount impact of Organiza-
tional Factors on accident consequences, specifically examining the "Human On-site
Effect," "Environmental Off-site Effect," and "Cost Off-site Effect." Fig. 2.9 reveals
that organizational causative factors encapsulated by the symbols “ 1⃝ 3⃝ 4⃝ 5⃝ 9⃝”
were implicated in 75.11% of incidents affecting humans on-site. These organi-
zational factors’ major influences are further dissected, with the consequences
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Fig. 2.6 Operator errors contribution to human on-site effect
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Fig. 2.7 Human errors contribution to cost off-site effect
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Fig. 2.8 Operator errors contribution to cost off-site effect
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such as "injury" constituting 33.17% of all human on-site effects attributed to
these factors, followed by "at-risk" conditions (28.65%), and "injury and fatal-
ities" (22.71%). Moreover, among these organizational factors, " 9⃝-organized
procedures/management organization inadequate" emerged as the most signifi-
cant, contributing to 27.4% of accidents. This was followed by " 1⃝-design of
plant/equipment/system" (22.44%), " 4⃝-maintenance/inspection" (17.43%), " 5⃝-
training/instruction" (16.45%), and " 3⃝-process analysis" (16.29%). This granular
analysis highlights these factors’ critical roles in precipitating accidents, indicating
areas where organizational improvements could mitigate such incidents.
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Fig. 2.9 Organizational factor contribution to human on-site effect

Fig. 2.10 delineates the significant contribution of Organizational Factors, repre-
sented as “ 1⃝ 3⃝ 4⃝ 5⃝ 9⃝,” to the environmental off-site effect, accounting for 76.95%
of its impact. These factors’ predominant influence is further elucidated, with “at-
mosphere pollution” emerging as a critical consequence, constituting 98.34% of all
off-site environmental effects attributed to these organizational factors.

In particular, “ 9⃝-organized procedures/management organization inadequate”
was identified as the most significant contributor to atmospheric pollution, responsi-
ble for 27.99% of such incidents. It was followed by “ 1⃝-design of plant/equipment/system”
(23.05%), “ 5⃝-training/instruction” (17.06%), “ 3⃝-process analysis” (16.15%), and
“ 4⃝-maintenance/inspection” (15.76%). This detailed analysis underscores the piv-
otal role of specific organizational factors in exacerbating environmental impacts,
particularly atmospheric pollution, and suggests targeted areas for intervention to
mitigate these effects.

Fig. 2.11 illustrates the substantial role of Organizational Factors, denoted as
“ 1⃝ 2⃝ 3⃝ 4⃝ 5⃝,” in accounting for 64.82% of the cost associated with off-site effects.
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Fig. 2.10 Organizational factor contribution to environment off-site effect

Notably, “material losses” emerge as the predominant consequence, representing
72.86% of all cost off-site effects attributed to the identified organizational factors.
Among these, the factor “ 1⃝-design of plant/equipment/system” is pinpointed as
the leading contributor to material losses, with a 32.41% share. This is followed
by “ 2⃝-Installation/construction” (22.07%), “ 3⃝-process analysis” (17.93%), “ 4⃝-
maintenance/inspecting” (14.48%), and “ 5⃝-training/instruction” (13.10%). This
detailed breakdown highlights the critical impact of specific organizational factors
on financial repercussions stemming from accidents, particularly in terms of material
losses. It underscores the need for targeted improvements in organizational practices
to mitigate these costly effects.
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Fig. 2.11 Organizational factor contribution to cost off-site effect
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2.3.2 “4Ws” information from accident reports

The analysis reveals a notable discrepancy in the incidence of Human and Organi-
zational Factors (HOFs)-related cases during maintenance operations compared to
other scenarios. Specifically, HOFs cases were nearly three times more likely to
occur during maintenance, with approximately 20% of such incidents occurring in
this context, in stark contrast to only 7% of other cases. This significant difference un-
derscores the heightened vulnerability to human errors during maintenance activities
and highlights the frequency of accidents attributed to insufficient procedures and in-
structions for maintenance tasks. Thus, decision-makers must prioritize maintenance
periods within their risk mitigation strategies and safety resource allocation.

In a separate analysis, Single et al. [37] employed a rule-based Natural Language
Processing (NLP) technique to categorize incidents within the eMARS database.
From an examination of 889 cases, 77 distinct locations were pinpointed, accounting
for merely 8.7% of the cases. This research extends beyond, analyzing 1128 cases
and identifying 1728 instances of equipment involvement, indicating the involvement
of multiple equipment pieces in certain accidents. Reactors were the most common
site for HOFs-related incidents, followed by valves, tanks, and pipes, indicating
specific areas of risk concentration.

The study further observes that contract operators were involved in 44 cases,
with a significant portion (37 cases) engaged in maintenance tasks such as hot work,
cleaning, repair, and replacement, besides five instances of transport services. This
points to the critical need for stringent oversight of contract labor, especially during
maintenance operations.

Regarding the classification of Precipitating Influencing Factors (PIFs), after
distilling HOFs information, the analysis found 48 cases with three identified factors,
91 with two, 146 with one, and 167 with none. Organizational factors dominated the
identified causes, constituting over two-thirds of the factors, with "procedures" (24%),
"maintenance" (22%), "design" (18%), and "training" (10%) being the most preva-
lent. This distribution underscores the significant role of organizational elements in
accident causation, suggesting a targeted focus on enhancing safety protocols and
training initiatives.
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2.3.3 Maintenance-related sub dataset analysis

There were 107 cases related to maintenance that had clear, reasoned investigation
results. Fig. 2.12 shows these cases’ most contributing equipment and process factors.
In contrast, Fig. 2.13 shows the most contributing organizational factors. The first
two equipment and process factors were corrosion/fatigue and component/machinery
malfunction. They all contribute to over 20 percent of the maintenance-related cases.

Fig. 2.12 Most contribute equipment and process factors in maintenance-related cases

Fig. 2.13 Most contribute organizational factors in maintenance-related cases

The five most contributing organizational factors were inadequate organization,
procedure, design, supervision, and training.
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2.4 Bayesian Network of Organizational Factors

Organizational factors, called Management Delivery Systems, are usually the root
cause of industrial accidents. They caught the attention of accident investigation
researchers in the accident causal model just after the advent of industrial manufac-
turing in the 19th century, responding to the need for accident investigation practice.
Heinrich (1941) proposed the falling domino stone accident causation model, which
broke the mindset of always blaming the front-line operator and gave the concept
of underlying or indirect causes. Going further in this direction, Reason [38] came
up with the famous "epidemiological" model, the Swiss Cheese Accident Model, to
metaphor the trajectory of how hazards go through "holes" of five levels of safety
barriers. This model and tripod beta accident investigation method are applied, which
lists 11 General Failure Types. Based on 300 naval aviation accident data, Shappell
and Wiegmann [39] extend the Swiss cheese accident model framework by giving
more specific definitions of the" barriers" and "holes," developing the HFACS model.
The HFACS model divides organizational influence into resource management, orga-
nizational climate, and operational process. The organizational factors definition is
lacking and not standard; the definition is collected from literature, as A.1 shows.

Further coded the above-mentioned eMARS data, a data-driven Bayesian Net-
work (BN) can be learned and tested using the "bnlearn" package in R based on the
accident reports dataset and visualized with GeNle software. "bnlearn" provides
various machine-learning algorithms for BN structure construction and parameter
estimate. GeNle is used to demonstrate BN visualization and calculate the impact
strength and conditional probabilities range.

2.4.1 Structure learning

The three main categories of BN structure learning algorithms are constraint-based
(CB), score-and-search (SS), and the hybrid method. The CB method is mainly
based on statistical tests to identify a set of link constraints for the graph and then
find the best DAG that satisfies the constraints to decompose the topological model
construction.

The algorithm PC (named after its authors, Peter and Clark) is the most widely
used CB method. This algorithm starts with a complete, undirected graph and deletes
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recursively edges based on conditional independence decisions [40]. Colombo et
al. [41] proposed stable-PC, the algorithm aims to query all the neighbors of each
node and fix these neighbors while conducting conditional independence tests (CI
tests) at each level (based on the size of the conditioning sets) of the PC algorithm.
The SS approach comprises the search algorithm and the definition of a score metric.
The SS method views a structure learning process as a model-chosen problem, firstly
finding all the possible network structures, utilizing a scoring function to assess how
well the BN fits the data, and then using search algorithm searches over the space of
DAGs to find the structure with the highest score[42]. The hybrid method combines
CB and SS to utilize the strength of the two methods. Firstly, the variable sequence
is obtained through the CI tests, which is then used as the input of the SS method to
learn the final structure.

This study employs the hybrid method max-min hill climbing (MMHC) method
to build the BN structure. This research codes each organizational factor state as
a binary value 0 or 1 for "Success" or "Fail," so the node of BN has the Binomial
distribution, which can be viewed as a particular form of the multinomial distribution.
Based on this assumption, the stable-PC algorithm with a Chi-square as a CI test
method is chosen firstly, with a p-value of 0.05, to reconstruct a Bayesian network’s
skeleton and then perform a Bayesian Dirichlet score-based hill-climbing search to
orient the edges.

Twenty-three factors were analyzed using the bootstrap samples method to get
a robust structure. The bootstrap samples were adopted to resample the data 5000
times, and learning one structure from each sample, then checking the frequency
of one arc occurrence rate, then using the arcs with relevant high occurrence rates
higher than 0.5 to build a robust network structure. The result of the BN is shown in
Fig.2.14, based on which the organizational factors and human error-related parts
are kept, then the final structure of BN is obtained, as Fig.2.15 shows.

2.4.2 Parameters learning

Estimate the parameters of the node using the Bayesian score, and then the condi-
tional probability table (CPT) is gained. The example of CPT is shown in Table
2.5.
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Fig. 2.14 Bootstrap MMHC structure learning (score= “BDe”, test = "x2", a=0.05)

Table 2.5 The conditional probability of variable Procedure

Training

Success Fail

Procedure Procedure

Operator Error Success Fail Success Fail

Success 0.8994647 0.6379310 0.5551724 0.3976109

Fail 0.1005353 0.3620690 0.4448276 0.6023891
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2.4.3 BN validate and visualization

Fifty runs of 10-fold cross-validation were performed to validate the model learning
strategy and measure the predictive accuracy for all the other variables. The mean of
results is a classification error of ≈ 0.12.

The BN model comprises five dependent organizational variables: Design, Pro-
cess Analysis, Procedures, Training, and Supervision. Procedures and training are
two directly influential factors in Operator Error. Supervision is the directly influ-
ential factor in Willful Violations. The GeNle Academic Software is applied to
visualize the Bayesian network and analyze the sensitivity. Since the data sample
referred to an accident, the resulting probability of human error is higher than the
literature reference values. The SPAR-H nominal value of the human error of action
is 0.001. At the same time, our model gives back a value of 0.19. According to the
accident dataset, the operator error and willful violation ratio is 9:1. Therefore, the
operator error probability can be updated with set virtual evidence, such as the prior
failure rate of 0.0009 for operator error and 0.0001 for willful violations rate. After
the update, the whole BN is shown in Fig. 2.15.

Success 84.641...
Fail 15.358...

Design

Success 89.879...
Fail 10.120...

ProcessAnalysis

Success 94.545...
Fail 5.4545...

Supervision

Success 93.904...
Fail 6.0955...

Training

Success 88.673...
Fail 11.326...

Procedures

Success 99.999...
Fail 0.0001...

WillfulViolation
Success 99.993...
Fail 0.0064...

OperatorError

Fig. 2.15 BN structure of organizational factors to human error

The results of the sensitivity analysis of the Bayesian network are shown in
Fig.2.16, where the darker color means the variables are more sensitive. The influ-
encing strength of parent-to-child nodes is shown in Table 2.6, where training has
the highest weight for Operator Error with a value of 0.293. Based on the updated
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BN model, the range of HEP under the organizational evidence factor can be gained,
as Table 2.7 shows.

Success 84.641...
Fail 15.358...

Design

Success 89.879...
Fail 10.120...

ProcessAnalysis

Success 94.545...
Fail 5.4545...

Supervision

Success 93.904...
Fail 6.0955...

Training

Success 88.673...
Fail 11.326...

Procedures

Success 99.999...
Fail 0.0001...

WillfulViolation
Success 99.993...
Fail 0.0064...

OperatorError

Fig. 2.16 The influencing strength of parent-to-child nodes

Table 2.6 The influencing strength of parent-to-child nodes

Parent Child Average Maximum Weight

Design Process Analysis 0.36 0.36 0.36
Procedures Training 0.391 0.391 0.391
Procedures Operator Error 0.2095 0.262 0.2095

Process Analysis Procedures 0.352 0.352 0.352
Supervision Willful Violation 0.107 0.107 0.107

Training Supervision 0.298 0.298 0.298
Training Operator Error 0.2925 0.345 0.2925
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Table 2.7 The influencing strength of parent-to-child nodes

Organizational factor State P(H2=Fail) P(H4=Fail) HEP

Procedure
0 3.9E-3 1E-4 4E-3

1 2.61E-2 2E-4 2.63E-2

Training
0 4.5E-3 1E-4 4.6E-3

1 3.67E-2 5E-4 3.72E-2

Supervision
0 5.9E-3 1E-4 6E-3

1 1.58E-2 1.3E-3 1.71E-2

Process analysis
0 1.4E-2 1.3E-4 1.41E-2

1 2.7E-2 1.3E-4 2.71E-2

Design
0 1.5E-2 1.3E-4 1.51E-2

1 2.0E-2 1.3E-4 2.01E-2

2.5 Discussion

The analysis reveals significant differences in the "Who" and "When" dimensions
of Human and Organizational Factors (HOFs)-related cases versus other cases.
Tamim et al. [34] emphasize the pivotal role of engineering contractors in risk
management across the lifecycle of a plant, drawing insights from the investigation
of nine significant process safety incidents. Similarly, Zarei et al. [35] identify
maintenance, control room, and emergency operations as critical for process safety.
This study’s findings support these perspectives, statistically demonstrating a higher
incidence of HOFs-related accidents involving contractors that predominantly occur
during maintenance phases. This contrasts with other scenarios, which exhibit lower
occurrence rates. Consequently, this research will examine the potential of robotic
implementations in maintenance tasks to mitigate these risks.

Regarding the "Why" aspect, the analysis indicates that over two-thirds of the
identified factors are organizational elements. This provides evidence of the influence
of organizational factors, which may serve as the root cause of both human and
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technical failures. One branch of this study goes deeper to develop a new Human
Error Probability (HEP) calculation tool employing Bayesian Networks (BN). This
BN is designed to establish a robust framework that can serve as the core model, with
the flexibility to incorporate additional complexity as more data becomes available.
The forthcoming chapter will delve into a comprehensive review of the current
literature on risk assessment and Human Reliability Analysis (HRA) methods to
anchor the proposed model within the state-of-the-art in this field.

In addressing the first research question (RQ1), the findings pinpoint procedures,
maintenance, design, and training as the most critical organizational factors across
all HOFs-influenced cases. Specifically, the paramount factors within the context
of maintenance include organizational inadequacy, procedures, design and Human-
Machine Interface (HMI), supervision and staff, and training. This delineation
informs targeted interventions and policy formulations to reduce HOFs-related
incidents, focusing on enhancing organizational practices and safety protocols.



Chapter 3

Literature Review

In one direction, substantial efforts have been made since 1980 to introduce more
methods of human reliability analysis that can be summarized within a conceptual
framework pattern. In another direction, the mainstream of risk assessment method-
ology research has expanded probabilistic risk assessment to a systemic approach;
however, methods are still missing to represent the dynamic interdependence of the
system elements. Therefore, the complex system theory and agent-based method and
simulation(ABMS) will be employed in this research to better model HRT systems.

3.1 Human Reliability Analysis Methods Review

3.1.1 Key elements of HRA methodology

As a part of probabilistic risk analysis (PRA), human reliability analysis (HRA)
is a tool to systematically identify and investigate the cause, consequences, and
contributions of human failure in systems [43]. As a holistic methodology, the main
components of an HRA should include the following:

1. A conceptual framework about human functional activities in the system,
human error mechanism, and human error modes.

2. Implementation procedures and tools for identifying and analyzing the depen-
dency of HFEs.
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3. Basic data to quantify the human failure probability (HFP). Therefore, this
research selects and reviews five holistic methodologies focusing on these
three aspects.

So, this research will review six HRA methodologies according to these three aspects:
Technique for Human Error Rate Prediction(THERP) [19], Cognitive Reliability
and Error Analysis Method (CREAM) [20], Connectionism Assessment of Human
Reliability (CHAR) [21], Information, Decision, and Action in Crew Context (IDAC)
[22], A Model-based Human Reliability Analysis Methodology (PHOENIX) [44],
and the General Methodology of An Integrated Human Event Analysis System
(IDHEAS-G) [45].

3.1.2 THERP

Conceptual framework

1. Human activities include internal inputs (perception, discrimination), cognitive
activities (interpretation, diagnosis, decision-making), and response (action).

2. Human error in the man-machine system is impacted by performance-shaping
factors (PSFs), including external and internal factors.

3. Human error modes are simplified to only concerned with the outputs action
part, Errors of omission (EOO), and Errors of commission (EOC).

Implementation procedures and tools

1. Define the system failures of interest that require personal actions related to
system functions and for which error probabilities are estimated.

2. List and analyze the related human operations.

3. Utilizing an event tree method to estimate the relevant event structure and
error probabilities, the effects of human errors on system failure events are
assessed. This analysis considers event dependency and recovery factors to
evaluate human errors’ impact on the system comprehensively.
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Primary data and source

1. 27 Data tables of nominal HEPs, PSFs, dependence, uncertainty bounds, and
quantitative recovery factors. (Only 2 PSFs quantitative levels are given; others
need experts’ judgment.)

2. datasource: Nuclear power plants, Dynamic simulators of NPPs, Process
industries, Job situations in other industries, and military situations are psycho-
logically like NPP tasks.Experiments and field studies using real-world tasks
of interest, e.g., experimental comparisons of measurement techniques in an
industrial setting, performance records of industrial workers, etc. Experiments
using artificial tasks, e.g., typical university psychology studies, have limited
application to real-world tasks[19].

3.1.3 CREAM

Conceptual framework

1. Human cognition activities include Observation/identification, Interpretation,
Planning/choice, and Action/execution

2. Human erroneous actions must include three main sets of factors or influences:
a combination of individual, technological, and organizational factors. It is
possible to define a small set of common performance conditions (CPC), which
contains the general determinations of performance, including Adequacy of
organization, Working conditions, Adequacy of MMI and operational support,
Availability of procedures/plans, Number of simultaneous goals, Available
time, Time of day (circadian rhythm), Adequacy of training and experience,
Crew collaboration quality[20].

3. Systematic human error modes:

(a) space dimension: direction, wrong direction, magnitude, too short, too
far, object, wrong object

(b) Time dimension: duration, too short, too long, timing, too early, too late,
speed, too slow, too fast, sequence, the Wrong object observed

(c) Force dimension: Force, too soft, too hard, unsteady
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Implementation procedures and tools

Retrospective analysis:

1. Determine or describe the context.

2. Describe the possible error modes.

3. Describe the probable causes.

4. Perform a detailed analysis of the main task steps:

(a) Describe initiating event

(b) Identify error mode

(c) Find the associated antecedents

(d) Match antecedent with other classification groups

Performance prediction analysis:

1. Task analysis

2. Context description, using the common performance factors

3. Specification of the initiating events

4. Qualitative performance prediction

5. Selection of task steps for quantification

6. Quantitative performance prediction

Basic data and source

The level and dependency between CPCs The quantitative level of Control modes.
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3.1.4 CHAR

Conceptual framework

1. Combined the definition of human error from the view of the philosophy of
the concept of cognitive and procedure of information process, the view of
psychology includes the cognitivism and behaviorism approaches, and the
view of engineering sciences, human in a technical system, the new role of a
human in the more and more automatic technical system. Give the definition"
a human error always exists in a working system and is characterized by an
undesired or faulty state of the working system. It then leads to a situation
where the system’s requirements are not met or are met inadequately. The
individual is only one part of the working system and interacts together with
other portions of the working system. All portions within the working system
may depend on each other or maybe in a reciprocal action state"[21]. This
definition emphasizes human error as defined by the requirements of the
working system, and it is a combination of both load and cope aspects.

2. Categorize error models into phenomenological error models(error of omission,
error of commission), causal error models(information processing error), and
actional error models(in the form of PSFs).

3. Phenomenological Human error states:

(a) Omission

(b) Fault action commission

(c) Human error

(d) Human mistake

(e) Error of confusion

(f) Sequence error

4. Causal error description:

(a) Task error

(b) Execution error

(c) Ergonomic error
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(d) System ergonomics error

(e) Errors in certain situational conditions or environmental conditions

(f) Perception(neglected)

(g) Inadequate feedback(too little)

(h) Disturbing environmental factors(too much)

5. Actional error description:

(a) MMS component task

(b) MMS component operator

(c) MMS component activity and operation

(d) MMS component feedback

(e) MMS component technical system

(f) MMS component order issue and order dispatch

Implementation procedures and tools:

1. Analysis of sources on practical operational experience

2. Analysis of data with a view to qualitative indications

3. Identified action types

4. Identified error types

5. Causal performance shaping factors

6. Identified error conditions or actional PSF

7. Interrelationships of error conditions

8. System ergonomics, cognitive errors, and errors of confusion

9. Frequency analysis-based predictions from practical operational experience

10. Assumption of distribution

11. Quantitative predictions based on practical operational experience
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12. Estimated values for reliability parameters from practical operational experi-
ence with the help of a probabilistic model

13. Probabilistic predictions from practical operational experience

Primary data and source:

One hundred sixty-five events featuring human error data from the Society for
Systems and Reactor Safety databank. All events from 1965 to 1993 and only events
in boiling water reactors were considered. Give the value of errors of confusion,
general, connected with maintenance tasks, when labeling is in effect, when clarity is
in effect, when an arrangement is in effect, when time pressure is in effect, incorrect
response to the occurrence of a latent error faulty quality control in connection with
maintenance activities on several redundancies as error initiators[21].

3.1.5 IDAC

Conceptual framework:

1. Integrating the influences of rational and emotional dimensions involves formu-
lating a concise set of general behavior rules that dictate the dynamic responses
of the operator.Response:

(a) Information pre-processing

(b) Diagnosis and decision-making

(c) Action execution

2. Mechanism:

(a) Mental state

(b) Memorized information

(c) Physical factors

(d) Intrinsic characteristics

(e) Environmental factors

(f) Conditioning event
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(g) Organizational factors

(h) Team-related factors

3. Human error modes:

(a) Perception stage: Miss transient indications, Delay in perceiving indica-
tions

(b) Comprehension stage: Indication perceived but ignored, Incomplete use
of information; investigation interrupted, Information decays from mem-
ory due to prolonged inactivity, Failure to retrieve relevant knowledge,
Lack of knowledge[46]

(c) Decision Stage: Jumping into a plausible false conclusion early, Waiting
too long before decision-making, Misdiagnosing the situation due to
plausible symptoms[46].

(d) Error in action execution

3.1.6 PHOENIX

Conceptual framework:

1. Human response model:

(a) Noticing/detecting/understanding

(b) Situation assessment/diagnosis

(c) Decision-making/response planning

(d) Action taking

2. Types of crew activities:

(a) Monitor

(b) Scan

(c) Detect/observe

(d) Identify

(e) Communicate
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(f) Evaluate/interpret

(g) Record

(h) Compare

(i) Verify

(j) Adapt

(k) Adhere

(l) Diagnosis

(m) Decide

(n) Plan

(o) Coordinate

(p) Execute

(q) Regulate

(r) maintain

(s) Human error in the man-machine system is impacted by performance
shaping factors (PSFs), including:

i. Procedures

ii. Resources

iii. Team Effectiveness

iv. Knowledge/Abilities

v. Bias

vi. Stress

vii. Task load

viii. Time constraint

(t) Human error modes are simplified to only concerned with the outputs
action part, Errors of omission (EOO) and Errors of commission (EOC).

Implementation procedures and tools:

1. PRA scenarios development

2. Development of crew response tree
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3. Identification of crew failure modes for CRT branches

4. Construction of HFE scenarios

5. Analysis of HFE scenarios, development of narratives, and identification of
dependencies

3.1.7 IDHEAS-G

Conceptual framework:

Human activities include five macro-cognitive functions:

1. Detection cognitive activities

(a) Detect cues

(b) Acquire(gather) information

2. Understanding cognitive activities

(a) Maintain situational awareness

(b) Assess status based on indirect information

(c) Diagnose problems and resolve conflicting information

(d) Make predictions or form expectations for the upcoming situation devel-
opment

3. Decision-making cognitive activities

(a) Make a go/no-go decision for a pre-specified action

(b) Select among multiple options or strategies

(c) Change or add to a pre-existing plan or strategies

(d) Develop a new strategy or plan

4. Action execution

(a) Execution of a cognitively simple action

(b) Execution of a cognitively complex action
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(c) Long-lasting action

(d) Control action

(e) Fine motor action

(f) Physically strenuous action

5. Inter-team coordination

(a) Communication

(b) Cooperation

(c) Coordination

Implementation procedures and tools:

1. Scenario analysis

(a) Develop scenario narrative

(b) Develop scenario context

(c) Identify HFE

(d) Define HFE

2. Modelling of critical human actions

(a) Analyze tasks and identify CTs in HFE

(b) Characterize the CTs and select applicable CFMs

(c) Assess PIFs applicable to every CFM

3. HEP quantification

(a) Calculate Pc

(b) Analyze HFE timeline

(c) Estimate parameters of Tavail and Treqd distributions

(d) Calculate Pt

(e) Calculate overall HEP

4. Integrative analysis, Uncertainty and dependency analysis, and documentation
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Primary data and source:

The data available for this methodology is given in IDHEAS-EDA, which mainly
comes from experience in the control room operation and training data. The data
contains the basic value of the five macro functions based on the three most essential
PIFs: task complexity, familiarity, and information reliability. Then, other PIFs will
be evaluated to perform as multipliers to adjust the primary value for HEP.

3.2 Systemic Risk Assessment Methods Review

3.2.1 STAMP model

The STAMP (Systems-Theoretic Accident Model and Processes) model conceptual-
izes safety as a control issue, a paradigm shift introduced by Leveson [47]. Unlike
traditional models that often attribute accidents to individual component failures,
STAMP posits that the core cause of accidents is the failure to adequately control the
system to ensure its operations remain within safe boundaries. Consequently, the
creation of a robust control structure to regulate the system’s operational processes
is deemed crucial for accident prevention. This control structure may encompass
several variables, and regardless of whether the control is executed by an automatic
system or monitored by human operators, three critical pieces of information are
essential: the current state of the system, the interrelations among system variables,
and the strategies for modifying the system’s state. Expanding the control structure
diagram to include these elements—initial value, current state, and methods for state
alteration—facilitates the development of a comprehensive control model.

Employing the STAMP model for accident analysis encompasses several key
steps:

Identify Safety Requirements and Constraints: Initiate with a preliminary hazard
analysis to discern potential hazards within the system that could lead to personal in-
jury, equipment damage, or environmental harm. Following this, safety requirements
and constraints aimed at mitigating these hazards must be established.
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Define the Safety Control Structure: With the safety requirements and constraints
identified, outline the safety control structure. This includes detailing the elements
involved in safety constraints, control actions, and feedback mechanisms.

Identify Anomalies in Control Mechanisms: Examine the control and feed-
back paths to uncover potential anomalies or deficiencies that might lead to unsafe
conditions or accidents.

Ascertain the Root Cause of Abnormal Control Actions: Through a thorough
safety assessment of the system, analyze instances of abnormal control within
the context of the identified safety constraints. This analysis should lead to the
identification of root causes and the formulation of recommendations for system
improvement.

The STAMP model offers a systems-theoretic perspective on accident prevention,
emphasizing the importance of understanding and controlling the complex interac-
tions within a system’s operations. By focusing on these interactions rather than
isolated failures, the model provides a framework for comprehensively addressing
the multifaceted nature of system safety.

3.2.2 STPA model

STPA (Systems-Theoretic Process Analysis) is a methodology that scrutinizes the
comprehensive risk controls and feedback loops within a system’s safety control
structure to unearth potential flaws or failures in these mechanisms that could pre-
cipitate accidents. Originating from Leveson’s work [47], STPA is grounded in
the understanding that safety issues are systemic and often arise from complex
interactions within the system’s control structure rather than isolated component
failures.

The control structure model utilized in STPA outlines the system through a series
of hierarchical levels that echo the framework proposed by Rasmussen, focusing
on the intricate web of control and feedback relationships that interlink these levels.
This hierarchical perspective facilitates a systematic examination of how decisions
and actions at different levels of the organization or system influence overall safety.

To pinpoint potential risks stemming from inadequacies in the control mecha-
nisms, STPA employs a taxonomy of control failures. This taxonomy serves as a



44 Literature Review

tool to categorize and understand the diverse types of control flaws that can exist,
ranging from issues in software and system design to human behavior anomalies,
including those related to management and organizational factors. By identifying
these potential control failures, STPA enables the mapping out of causal factors and
hazardous scenarios that might not be immediately apparent through traditional risk
assessment methods.

STPA thus offers a nuanced approach to safety analysis, emphasizing the iden-
tification and mitigation of systemic vulnerabilities within the control structure of
complex systems. It extends beyond conventional hazard identification methods by
considering how errors in decision-making, communication, and feedback can lead
to unsafe conditions, thereby providing a more holistic view of system safety and
risk management.

3.2.3 FRAM model

The Functional Resonance Analysis Method (FRAM) represents a paradigm shift
in accident analysis, rooted in system theory and proposed by Hollnagel [48]. Its
application spans diverse fields including aerospace [49] [50], construction [51],
maritime [52], and nuclear energy [53], demonstrating its versatility and effectiveness
in analyzing complex socio-technical systems.

FRAM’s foundation is a systems approach to understanding accident causation
and prevention, focusing on the functions of a socio-technical system rather than
its structural components. It seeks to capture the dynamic nature of systems by
illustrating nonlinear interactions and inherent performance variability [54]. Central
to FRAM is the concept of functional resonance, which suggests that accidents
occur not due to isolated failures but from the unexpected convergence of normal
performance variability.

The method is built on four guiding principles [48]:

1. Failures and successes stem from the same origins.

2. The performance of socio-technical systems is adaptive aligned with current
conditions.
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3. System functions and their interrelations should be analyzed as they manifest
in real-world scenarios, employing functional resonance to recognize how
performance variability can aggregate unexpectedly.

The theoretical underpinning of FRAM, functional resonance theory, emphasizes
the role of normal fluctuations within system functions and how abrupt deviations
in these fluctuations can lead to accidents. Unlike traditional models that focus on
how a function fails, FRAM concentrates on the conditions facilitating accident
occurrence.

Implementing FRAM in accident analysis involves the following steps:

1. Defining System Functions: This initial step involves identifying the sys-
tem’s essential functions and representing them through a hexagonal function
module, incorporating time, control, precondition, and resources alongside
standard input and output parameters. This helps describe accidents beyond
simple causality.

2. Characterizing Potential Variability: The FRAM model identifies eleven Com-
mon Performance Conditions (CPCs) that encompass the human, technologi-
cal, and organizational aspects contributing to variability. These conditions
range from personnel availability to organizational quality, setting the stage
for understanding the bounds of performance variability.

3. Assessing Functional Resonance Possibilities: This involves examining how
changes in functions might interact, establishing both expected and unexpected
connections within a functional network. The focus is on identifying potential
pathways through which these functions might influence one another under
various conditions.

4. Implementing Protective and Control Barriers: Based on performance vari-
ability characteristics, FRAM suggests implementing protective and control
barriers, which can be physical, functional, symbolic, or invisible. These
barriers are designed to mitigate the risk of functional resonance by managing
performance variability.

FRAM’s holistic approach offers a nuanced perspective on system safety, em-
phasizing the importance of understanding and managing the complex interplay of
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functions and their variability. It provides a comprehensive framework for identifying
potential pathways to accidents and devising strategies to enhance system resilience
and safety.

3.2.4 "2-4" models

The "2-4" model proposed by Fu et al. (2013) [55] offers a nuanced framework
for understanding accident causation, drawing upon extensive analyses of various
accident causation chain models. This model delineates the evolution of accidents
through four sequential stages reflecting both individual and organizational develop-
ment: one-off behavior, habitual behavior, operational behavior, and guide behavior.
Each stage represents a progression in the behaviors and practices that can culminate
in accidents, emphasizing the dynamic nature of accident causation that spans from
individual actions to organizational influences.

Central to the "2-4" model is the assertion that the immediate causes of accidents
can be traced back to two primary sources: unsafe human behaviors and unsafe
equipment and environmental conditions. This duality acknowledges the interplay
between human factors and the physical context in which they operate, highlighting
the complexity of securing safety across different scenarios.

The model further identifies the root cause of accidents as a deficiency in the
organizational safety culture. This perspective shifts the focus from the symptoms of
safety issues (unsafe behaviors and conditions) to the underlying systemic problems
that enable such conditions to persist. By addressing the core aspects of organiza-
tional culture that contribute to safety lapses, the model suggests a more holistic
approach to accident prevention.

Additionally, the "2-4" model introduces the concepts of internal and external
influence chains, providing a comprehensive view of the accident causation process.
The internal influence chain encompasses accidents arising from unsafe actions
or conditions within the organization, driven by the behavior of its operators. In
contrast, the external influence chain captures the sequence of accidents initiated
by factors outside the organization, such as regulatory bodies, supervisory entities,
and advisory organizations. This distinction between internal and external influences
underscores the multifaceted nature of accident causation, recognizing the role of
both internal practices and external pressures in shaping safety outcomes.



3.2 Systemic Risk Assessment Methods Review 47

By integrating these elements, the "2-4" model presents a layered and systemic
approach to understanding and addressing accident causation. It underscores the
importance of fostering a robust organizational safety culture and acknowledges the
complex interdependencies between individual behaviors, organizational practices,
and external influences in the genesis of accidents.

3.2.5 Accimap

The Accimap approach represents a significant paradigm shift in the analysis of
socio-technical systems, moving away from traditional methods that decompose
these systems into discrete levels for multidisciplinary research. Instead, it adopts
a cross-disciplinary, system-oriented perspective that focuses on examining the
interactions among actors across all levels involved in managing hazard sources
within specific workplace contexts. This approach underscores the importance of
understanding the complex relationships and influences contributing to system safety
and accident causation.

Unlike traditional models that dissect systems into their component parts (struc-
tural decomposition), the Accimap method emphasizes functional abstraction. This
means that the system is conceptualized in terms of its functions and the interactions
between those functions rather than its physical or organizational structure. The goal
is to develop a system modeling language capable of capturing and representing
performance and interactions across all system levels simultaneously. This approach
allows for a more holistic understanding of how various elements within a socio-
technical system interact and influence each other, particularly in the context of
hazard management.

The Accimap method is particularly valuable in identifying and analyzing the
multifaceted and often indirect paths through which systemic factors contribute to
accidents. By mapping out the relationships and feedback loops between different
levels of the system (e.g., government policy, organizational processes, workplace
conditions, and individual actions), analysts can identify where failures or deficien-
cies may occur and how they propagate through the system. This comprehensive
view facilitates the identification of leverage points for intervention and the devel-
opment of more effective strategies for preventing accidents and enhancing overall
system safety.
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In essence, the Accimap approach provides a powerful tool for dissecting the
complexity of socio-technical systems, offering insights into the dynamic interactions
that underlie safety-critical processes. Focusing on functional abstraction and the
system as a whole enables a deeper understanding of the systemic roots of accidents
and the broader context in which they occur.

3.2.6 IDDA

The IDDA methodology is predicated upon an enhanced iteration of an event tree
[56], underpinned by a logical-probabilistic modeling framework that fuses the
system with its phenomenological model [57] [58]. This approach could represent
event inter-dependencies via logical constraints, thereby imparting the capacity
to modify the structural configuration of the event tree, influence its outcomes at
varying hierarchical levels, or revise the real-time probabilities associated with
event occurrences. The IDDA method has been extensively validated in numerous
instances of process risk assessment [59] [9]. Consequently, in the context of this
research, IDDA is employed.

3.3 Complex System Theory and Methods Review

3.3.1 Complex system theory

The conception framework of complex systems was proposed by a group of scientists
at the Santa Fe Institute [60]. This theory originated from the field of biology and
then provided guidelines about the common phenomena seen in many different
areas of research, such as economics [61], political sciences [62], ecosystems [63],
education [64], medical science [65].

Complex systems consist of heterogeneous functionally integrated interacting
subsystems and agents in a nonlinear fashion that can adapt and learn, enabling these
agents to achieve collective properties that individual one does not have [66] [67]
[68] [69] [70]. In nonlinear relationships, changes in the input to the system do
not lead to direct proportion to changes in the output [71]. Therefore, the complex
system theory introduced a holistic paradigm other than the traditional reduction
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paradigm when selecting research approaches that are better suited to represent the
HRT systems.

3.3.2 System dynamic simulation

The system dynamic(SD) method employed a coupled series of ordinary differential
equations to represent the system. The main steps include mapping out causal loops,
identifying state variables of interest, identifying flows of interest, and defining
supporting variables [72]. SD has been proven to be a powerful tool for analysis
of the underlying dynamics of the systems, offering valuable support for decision-
making. SD Start with the entire system. Assumes that the analyst knows how the
system behaves and encodes their understanding.

3.3.3 Agent-based modeling and simulation

Agent-Based Modeling and Simulation (ABMS) represent a bottom-up methodology
designed to capture emergent phenomena occurring at the systemic level as a result
of interactions among individual entities. ABMS is acknowledged for its ability to
accurately capture individual behaviors, particularly when they exhibit nonlinearity,
memory path-dependence, and non-Markovian characteristics [73].ABMS scholars
propose that the initial macro conditions shape and drive individual actors’ actions.
These interactions subsequently accumulate to form a new macrosocial outcome.
Through a bottom-up approach, the focus lies on human actions to uncover the
underlying mechanisms linking social factors [74].

In a study by Abdelkhalek and Zayed [75], an agent-based and discrete event sim-
ulation hybrid model was developed to investigate the temporal and cost aspects of
the inspection process for concrete bridge decks employing non-destructive technolo-
gies. While this research considered various process plan details, encompassing the
selection of different machinery and inspection technologies, it did not encompass
an evaluation of inspection result accuracy or safety operation aspects. Janssen et al.
[76] utilized an agent-based modeling and simulation approach to conduct security
risk analysis within airport operations, taking into account temporal and spatial
factors. However, this study did not incorporate considerations of human-machine
interactions or machine failures.
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In a separate study by Guo et al. [77], a reliability modeling framework featuring
a continuous description of system performance, inclusive of a management agent
and various system agents with diverse normal and failure-type states, was devel-
oped. This framework was applied in a case study involving subsea oil-extracted
infrastructure. Notably, the study did not delve into the intricate realm of human
factors. Wu et al. [78] developed an agent-based multi-fidelity modeling approach
for the Human-Robot Collaboration (HRC) process, primarily investigating the im-
pact of human-robot collaboration on construction productivity. While their study
introduced three critical human factors—forgetting, muscle fatigue, and behavior
uncertainty[78]—it did not account for pivotal factors such as robot failure and
routine maintenance interruptions. The omission of these factors may potentially
lead to an overestimation of the efficiency of human-robot collaboration scenarios.

The aforementioned studies collectively underscore the advantages of applying
ABMs theory to complex system analysis. In the context of this research, ABMS
make distinctive contributions in three significant domains. Firstly, they expand the
scope from regular operational scenarios to encompass failure scenarios, thereby
considering human error, robot failures, and maintenance processes. Secondly,
these models incorporate dynamic human failure reliability analysis methodologies.
Lastly, they facilitate a comprehensive comparison between traditional full manual
inspection systems and Human-Robot Team (HRT) inspection systems, focusing on
efficiency, accuracy, and safety aspects.

According to ABMS, distinct boundaries separate individuals from one another.
These individuals exhibit behaviors and engage in actions over time. Observables
represent measurable characteristics of interest, which can be linked to individual
entities or the entire group. Typically, the values of these observables evolve over
time. Agent-based modelers primarily focus on modeling behaviors, while system
dynamics (SD) modelers typically begin with variables and equations. In this
research, human behavior needs to be represented and measured. Therefore, the
ABMS, other than SD, is selected to model the complexity of the interdependency
of the system elements.
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3.4 Discussion

As analyzed in Section 3.1.3, the five organizational factors (discussed in Chapter
2) could be expressed as CPCs through the CREAM method, and this method also
contains the basic elements of the HRA conceptual framework. Therefore, the HRA
method selected for this research is the CREAM method with some extensions. This
could conquer the first challenge for integrated framework building(discussed in
Section 1.3).

After the literature review of the main tendency in the development of systemic
PRA methods, the IDDA method shows its priority in its exhibition of all the possible
consequences and dynamic logic constraints; in addition, the IDDA software tool is
efficient at calculating the probability of events and changes. However, IDDA could
not represent the human-robot communication mechanism dynamically. Therefore,
under the umbrella of complex system theory, the ABMS is selected to give a more
detailed representation of human behavior. In this way, the second challenge will also
be solved, and the integrated framework will be demonstrated in the next Chapter.
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The Integrated Framework

Based on the accident data analysis (in Chapter 2) and literature review (in Chapter
3), an integrated framework is proposed, where the CREAM method is chosen to
perform the HRA part with some extension. The IDDA and ABMS are chosen to
represent the interdependencies of the system elements. Related work has been
published in Safety Science, entitled"Risk-based performance assessment from
fully manual to human-robot teaming in pressurized tank inspection operations"
[26]. Another paper in Advanced Engineering Informatics entitled " Evolving
Process Maintenance through Human-Robot Collaboration: An Agent-based System
Performance Analysis" is under review.

4.1 Design Principles

Based on the complex system theory and related work gaps analysis in Chapter 1 and
Chapter 3, five principles were proposed to guide the integrated framework building.

4.1.1 Comprehensive

As mentioned in Chapter 1, the HRT system is a socio-technical complex system with
multiple elements and interactions between them. Therefore, this framework must
integrate failure risk original from multiple sources and represent the interactions
between the elements, especially the risk original from human error.



4.2 Overview Structure 53

4.1.2 Interaction

Unlike the traditional methods like fault tree. The agent-based model can represent
the interactions between different elements by sending messages between agents to
trigger the state change.

4.1.3 Dynamic

It is better to employ real-time system performance measurement to consider the
interactions between the elements. The framework should include methods repre-
senting the changes in element and system state over time.

4.1.4 Uncertainty inclusive

Uncertainty originating from individual capacity differences will influence the system
performance measurement. Therefore, in this framework, this kind of uncertainty
should be represented by some probability distribution functions other than just the
point value.

4.1.5 Combination of qualitative and quantitative methods

The framework should include both qualitative and quantitative methods. In this way,
the results of the qualitative analysis could give better insight into the system failure
and performance dynamic mechanism. In contrast, the results of the quantitative
analysis could provide a better comparison in data analysis for the traditional full
manual and HRT scenarios.

4.2 Overview Structure

Fig. 4.1 shows the proposed framework. Along with the traditional risk assessment
techniques, the framework starts with a preliminary qualitative analysis phase aimed
at analyzing system tasks, their interdependency, and related hazards. This qualita-
tive phase consists of a top-down strategy from the system level to the elements level
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to capture the emergence at the system level. Then, a quantitative analysis phase is
employed to quantify the system performance, including the probability of unwanted
outcomes and their consequences. At the element level, the HRA method is selected,
extended, and utilized to analyze human reliability (the selection of HRA methods
will be discussed in 4.3)[26]. Data for robot reliability and equipment reliability
are derived from the literature. At the system level, to get predicted risk-based
system performance, the Integrated Dynamic Decision Analysis(IDDA) [56] method
integrates the elements’ reliability in a dynamic event tree and the logical interde-
pendencies, identifying and assessing the potential outcomes. To model the agent
behavior in the environment in a more detailed manner, the agent-based modeling
and simulation(ABMS) method is utilized to simulate the system’s performance.
These two system-level methods could serve as cross-validation and complement
each other.

Integrated Task Analysis
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• Main phases and agentsSystem Analysis
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• Agent and location
• Function and failure modes
• Task dependencies 

• IDDA input file

CREAM Literature Review

• Human reliability data
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Fig. 4.1 Structure of the integrated framework

As shown in Fig. 4.1, the framework implementation includes 6 steps: system
analysis, integrated task analysis, human reliability estimation, robot reliability
estimation, IDDA, and ABMS.
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4.3 Step1: System Analysis

The initial step in implementing the proposed framework involves identifying the
system goals based on the stakeholders’ expectations. Following this, it is essential
to establish the framework’s foundation by determining the boundary between the
external environment, the target system, and the key elements[26]. Subsequently, the
critical attributes, actions, and interactions of these elements should be specified.

4.4 Step2: The Integrated Task Analysis

Task analysis involves examining the actions or cognitive processes required by an
operator or team of operators to accomplish a system goal [79]. In this research,
task analysis is integrated with the cognitive functions for each task’s demands[26].
Four functions are considered: Observation(O), Interpretation(I), Planning(P), and
Execution(E) according to its matrix with cognitive activities [20], e.g., if a subtask
activity is monitoring, then the demand cognitive function will be O and I, and the
corresponding cognitive failure modes as miss an alarm while monitoring will be O3,
as wrongly understanding an alarm will be I2. On the one hand, this structure is con-
sistent with the state-of-the-art cognitive process models used in HRA methods, such
as IDAC [22] and IDHEAS [45]. On the other hand, this structure can be extended to
represent the robot functions as the HRI model built based on communication theory
[80]. Task analysis can also identify hazards and consequences. This study incorpo-
rates these characteristics into the integrated task analysis to minimize procedural
overlaps. An example of the main content of the integrated task analysis is shown
in Table 4.1, including the column of actor, cognitive function failure mode(CFM),
hazard, input, output, and consequence, which also can include location and tools
columns if they have an impact on task performance[26].
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Table 4.1 The integrated task analysis example

Task Subtask Actor CFM Hazards Input Output Consequence

1 Set
the
robot

1.1 Connect the robot with a power
strip

operator E3 Electricity
shock

Robot with power Occupational
Accident

1.2 Set the robot parameters operator O,I,E Forget the
right value

Robot got set Time delay

1.3 The get-ready indicating light
turns on

Robot E 1.2 The signal sent by the
robot

Time delay

1.4 Observe the robot indicator operator O Distraction 1.3 The signal received
by the operator

Time delay

4.5 Step3: Human Reliability Estimate

Three things need to be considered when selecting an HRA method in the frame-
work. Firstly, unlike the first-generation HRA methods that treat humans with input
and output the same as a machine, the development of HRA methods considers
human cognitive functions and the mechanisms that influence cognitive function
failure. This improvement of the HRA could provide better explanations of human
failure events and better serve the decision-makers. Secondly, the results of HOFs
contributed to accident analysis in Section 2.5, showing that the contractors are an
important influencing factor for this kind of accident. Also, in the organizational
influencing factors analysis, the training and procedure factors show their priority.
This emphasizes the significance of including inter-team communication, coordi-
nation, and training and procedure factors in the HRA method. Thirdly, one of the
goals of this research is to explore the difference between the HRT and traditional
fully manual system performance. Therefore, quantitative data is needed to make the
comparison.

4.5.1 CREAM

As reviewed in 3, some HRA methods could already be used to calculate the HEP
for a single event or function. Among them, the CREAM method could express
the influence of organization and HMI in CPCs and consider the cognitive function
modes of the event [20].
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CREAM, as a representative second-generation method, has been widely applied
and validated in the energy and chemical industry [81] [82], the maritime industry
[83], and the transportation industry [84]. CREAM enables the quantification of hu-
man error probability through a two-step process. First, the initial error probabilities
of the subtasks can be obtained based on the cognitive function failure modes derived
from the integrated task analysis. For example, the initial failure rate for missing an
alarm is categorized as O3, with a probability of 7×10−2. Secondly, the multiplier
selection is based on the level of Common Performance Conditions (CPCs), the
assessment of which is performed through expert opinion aggregation[26].

4.5.2 DST-CREAM

One shortcoming of CREAM is not providing any guidance for aggregating assess-
ment across experts [85]. To fill this gap, the Dempster–Shafer theory (DST) [86]
[87], also called a “theory of evidence," is employed to fuse the expert’s opinions on
the CPCs. As a generalization of both probability and possibility theories, DST has
the capacity to reduce uncertainty in evidence from different sources in an effective
and valid manner [88]. It is widely used in the process of combining evidence [89]
[90].

Suppose the set consisting of all possible observed situations for variable X
is called a frame of discernment (FOD) by Θ = {H1,H2, · · · ,Hn}. The set con-
tains finite and mutually exclusive hypotheses. The strength of it to a power
set is represented as 2Θ = {∅,{H1},{H2}, · · · ,{Hn},{H1 ∪ H2}, · · · ,{H1 ∪ H2 ∪
·· ·Hi}, · · · ,{H1 ∪H2 ∪·· ·Hn}}.

Each subset in the power set represents a proposition regarding X. A piece of
evidence may support multiple propositions and a value between 0 and 1 can be
assigned based on the degree of belief in the evidence. This is expressed through
the basic probability assignment (BPA), also referred to as the mass function m:
2Θ → [0,1], and satisfies the Equation 4.1:m(∅) = 0

∑X∈2Θ m(X) = 1
(4.1)
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Where X denotes one of the propositions in 2Θ and is called the focal element if
m(X)>0, suppose there are two mass functions, m1 and m2, from the same FOD. Fus-
ing two BPAs collected from different sources can follow Dempster’s combination
rule, denoted by m = m1 ⊕m2. this is defined as Equation 4.2 and 4.3[91]:

m(X) =

∑B∩C=X
m1(B)m2(C)

1−k ,X ̸= 0

0,X =∅
(4.2)

k = ∑
B∩C=∅

m1(B)m2(C) (4.3)

Based on the combined weight, the appropriate level of each CPC could be
determined. Consequently, the corresponding multiplier for each cognitive function
could be assigned accordingly. After that, the adjusted value for basic cognitive
function failure modes will be calculated[26].

4.5.3 DDST-CREAM

To model human fatigue and recovery changing over time and its mathematics metric
with human error probabilities. The fatigue-recovery human reliability model built
by Givi et al. [92] will be employed to extend the DST-CREAM method to a dynamic
one as DDST-CREAM. The formula for fatigue value calculation is as Equation
4.4,and the formula for recovery value calculation is as Equation4.5[92] :

F(ti) = R(ti−1)+(1−R(ti−1))(1− exp(−λ × ti) (4.4)

Where F(ti) means the accumulated fatigue value till the end of the ith time cycle,
R(ti−1) means the residual fatigue value till the end of the (i− 1)th time cycle, ti
means the time duration of the ith time cycle, and ti−1 is the time duration of the
one before the ith time cycle, λ means the fatigue value index which describing the
severity of the work performed.

R(ti) = F(ti−1)exp(−µ × ti) (4.5)
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Where R(ti) means the accumulated recovery value till the end of the ith time
cycle, F(ti−1) means the accumulated fatigue value till the end of the (i−1)th time
cycle, ti means the time duration of the ith time cycle, and ti−1 is the time duration of
the one before the ith time cycle, µ means the recovery value parameter.

The fatigue value starts from 0 at the work start point, and the fatigue value is
supposed to be 1 after 4, 6, 8, or 12 hours of work. The fatigue index λ and recovery
index µ can be calculated based on Equation 4.4 and 4.5, using the time unit as
minute. Then the fatigue index λ will be 0.0288, 0.0192, 0.0144, or 0.0096, the
recovery index values are likewise.

In the literature, the human error ranges from 1×10−6 to 1, then can be mapped
with the fatigue value with the Equation 4.6:

Log(HEP) = 6Log(Fti) (4.6)

Combine the Equation 4.7 and the CREAM method, the human error probability
range could be obtained from the CREAM control mode, then the HEP can be
mapped with the HEPbase, and the fatigue value with the Equation 4.7:

HEP = 106∗Log(w f ∗F(ti)+wb∗HEPbase) (4.7)

where w f and wb are the weight for fatigue value and HEPbase , they are set as equal
as an initial attempt.

To test the availability of this method, the plots of different values of fatigue
index and HEPbase are shown in Fig. 4.2 and 4.3, with the point value at 120 min,
which is the usual work shift duration. The HEP values vary in a rational range.
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4.6 Step4: Robot reliability estimate

The robot is composed of several integral components, including a mechanical
section, a control system, sensors, and actuators. The mechanical aspect, featur-
ing a crawler mechanism for mobility on spherical surfaces, facilitates the robot’s
movement. Notably, the manipulation components, referred to as end actuators,
play a crucial role in executing tasks such as polishing or magnetization. Actuators,
encompassing servomotors, drivers, and transmission systems, provide power to
various parts of the robot. Sensors, including cameras and radar sensors, serve to
gather data from the mechanical system and provide environmental information[93].

In accordance with China’s industry regulations pertaining to robots, the Mean
Time Between Failures (MTBF) is stipulated to be more than 50,000 hours, leading
to an estimated overall robot failure rate of 2E-6. Empirical research findings indicate
that the distribution of failure rates among different components is as follows: the
control system accounts for 32%, the end-effectors for 27%, communication for
16%, sensing for 12%, and power for 12% [94].

Based on the function mechanism of the robot, the sensor failure and the power
failure contribute to observation function failure, the control system and the power
failure contribute to the interpretation function failure, the control system the power
failure contribute to the plan function failure, and the actuator failure, power failure
and communication failure contribute to the execution failure[26]. Following the
plus rule of the combination of independent parts failure rate, the basic robot function
failure rates are estimated as Table 4.2 shows. A communication function is added
to express the human-robot communication channel failure.

Table 4.2 Estimated failure rate for robot functions

Robot Function Failure Rate Estimated

Observation (Power + Sensing) 4.8E-07
Interpretation (Power +Control system) 8.8E-07

Plan (Power + Control system) 8.8E-07
Execution (Power + End-effector +Communication) 1.1E-06

Communication 3.2E-07
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4.7 Step5: IDDA

Upon the completion of individual probability assessments for each constituent ele-
ment within the system, the consolidation of these assessments into a comprehensive
overview is facilitated through Integrated Dynamic Decision Analysis (IDDA). The
IDDA methodology is predicated upon an enhanced iteration of an event tree [56],
underpinned by a logical-probabilistic modeling framework that fuses the system
with its phenomenological model [57] [58]. This approach accommodates the in-
corporation of event inter-dependencies via logical constraints, thereby imparting
the capacity to modify the structural configuration of the event tree, influence its
outcomes at varying hierarchical levels, or revise the real-time probabilities associ-
ated with event occurrences. The IDDA method has been extensively validated in
numerous instances of process risk assessment [59] [9]. Consequently, in the context
of this research, IDDA is harnessed to amalgamate the developmental trajectories
of diverse system scenarios. An input file can be created using the outputs from
integrated task analysis, human reliability estimation, and robot reliability estima-
tion. This file will consist of mutually exclusive sequences, each assigned specific
occurrence probabilities. The IDDA method is fully equipped to comprehensively
delineate the system’s condition by all conceivable propagating paths generated from
a system-specific input file. The input file employs logical constraints to express
event inter-dependencies, as exemplified by instances such as: "L 101 1, 102 1,"
signifying that the failure of event 101 entails the concomitant failure of event 102;
"A 101 1, 102 103 104," implying that the failure of event 101 results in the transfor-
mation of the success and failure state trajectories of event 102 into event 103 and
event 104; and "P 101 1, 102 0.01," denoting that the failure of event 101 leads to a
revision of the failure probability of event 102 to 0.01. A straightforward example
of the IDDA modeling approach for specifying a risk model is illustrated in Fig.4.4.
The IDDA method can fully represent the system state according to all the possible
propagating paths generated from an input file developed on a specific system[26].
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4.8 Step6: ABMS

The agent-based simulation method could model the human operator and robot as
independent agents with attributes expressed by different parameters. This method is
chosen to model the total time duration and cost performance of the HRT system, for
it has three key advantages:

1. Using the real-time generated data from probability distribution functions other
than the fixed-point value. In this way, the difference between individuals
can be represented, and then the uncertainty that comes from the different
capacities of the individual, such as the moving velocity or operation velocity,
can be simulated.

2. Using the message-sending and receiving functions to simulate the process of
human-robot or human-human communication and interaction.

3. Building the dynamic agent-based model simulates the agent attributes chang-
ing over time, such as the fatigue value and human failure rate.
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4.9 Discussion

The proposed comprehensive, integrated framework includes qualitative and quanti-
tative methods to explore the interactions between the organization, human, robot,
and technical components and risk generation and propagation mechanism. This
framework could compare the differences between the traditional full manual and
HRT in terms of team structure and communication mode changes for the benefit of
qualitative analysis and system performance changes in numeric form for the benefit
of quantitative analysis; this will be tested in the case study in the next Chapter.
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Case Study

Fatigue cracking is one of the main contributors to the failures of engineering
structures, which can lead to integrity loss [95]. Fluorescent Magnetic Particle
Inspection (MPI) is an early and widely used inspection method for Non-Destructive
Testing (NDT) of surface and near-surface flaws of metal parts [96] [97] [98]. It
uses the leakage magnetic field formed at the surface defect to adsorb the magnetic
suspension particles with fluorescent dyes so that they can accumulate at the crack.
fluorescent MPI has a simple process, high inspection, high sensitivity, and is not
affected by the size and shape of parts [99].

The cases introduced come from the Special Equipment Inspection Institute in
Zhejiang, China. A periodic non-destructive detection involving defects test of weld
joints of a pressurized spherical storage tank was selected as a case study to apply
the methodology. The traditional process needs human operators to work a long time
inside the spherical storage tank, the confined space of a pressured vessel, which
causes risks to the process, occupational health, and work delay [100]. Therefore,
comparing traditional and human-robot collaborative processes may show different
risks. The procedure for MPI non-destructive testing of the spherical vessels consists
of many steps, all of which must be captured in the task analysis. Related work has
been published in Safety Science, entitled"Risk-based performance assessment from
fully manual to human-robot teaming in pressurized tank inspection operations"
[26]. Another paper in Advanced Engineering Informatics entitled " Evolving
Process Maintenance through Human-Robot Collaboration: An Agent-based System
Performance Analysis" is under review.
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5.1 Case description

The specific pressure vessel considered in this case study is a 5000 m3 spherical,
above-ground LPG storage tank. The total length of all weld joints is about 710 m.
There are two polar zones of weld joints and two temperate zones of weld joints.

5.2 Data collection

The cases introduced originate from the Special Equipment Inspection Institute in
Zhejiang, China. A periodic non-destructive detection test for defects in the weld
joints of a pressurized spherical storage tank was selected as a case study to apply
the methodology. Traditionally, this process requires human operators to work for
extended periods inside the confined space of the spherical storage tank, posing risks
to the process, occupational health, and potential work delays. Therefore, comparing
traditional processes with human-robot collaborative processes may reveal different
risk profiles. The procedure for fluorescent magnetic particle inspection (MPI) non-
destructive testing of the spherical vessels involves numerous steps, all of which
must be included in the task analysis. The specific pressure vessel in this case study
is a 5000 cubic meter, above-ground spherical storage tank[26].

Three approaches were employed to ensure the reliability of the study:

1. Semi-structured interview. Information necessary to describe the fluorescent
MPI process on site was gathered through semi-structured interviews. Four
field experts participated in these interviews: one project manager, one inspec-
tion team technician, and two robot testing technicians, all with 7-10 years
of practical experience in fluorescent MPI projects. The interview script was
designed to collect the following information:

(a) The phases of fluorescent MPI for pressurized spherical tanks and their
corresponding goals and subgoals.

(b) The teams involved in each phase, their respective goals and functions,
and the basic information to support CPCs assessment B.1.

(c) critical task scenarios such as occupation risk and potential for incorrect
results.
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(a) FM field scenario (b) HRT field scenario

Fig. 5.1 Field scenarios of the FM and HRT

2. Technical document collection. Relevant inspection documents were collected
to provide details for implementing the method. These documents included
the inspection organization plan, scheme, technical standards and guidelines,
risk and hazard list, and emergency response plan.

3. Field investigation. A team of three scholars conducted a field investigation
of a fluorescent MPI spherical tank inspection process. They observed and
recorded both the fully manual scenario (shown in Fig. 5.1a)and human-robot
(shown in Fig. 5.1b) scenarios, which were visited and recorded.

5.3 System analysis

Through the interviews with stakeholders, the main objective of the spherical tank
inspection activity is to detect early faults correctly while considering occupational
safety and time duration[26]. Therefore, system goals could be summarized into
efficiency, accuracy, and safety, and the corresponding risk consequences, including
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Fig. 5.2 Parameters influence system goals

time delay, wrong results, and occupational incidents, were analyzed in the integrated
task analysis.

5.3.1 System goals

The main object of the spherical tank inspection activity is to detect the early fault
correctly while considering occupational safety and time duration[26]. Therefore,
system goals could be summarized into efficiency, accuracy, and safety. The parame-
ters influencing system goals are shown in Fig. 5.2

For efficiency, the project’s total time is chosen as the indicator, influenced by
manual working time, human-robot collaboration time, robot working time, moving
time, maintenance, and delay time. The formula for mean total time can be:

T T = Tend,i −Tstart,i (5.1)

Where TT represents the mean total time,Tend,i represents the project end times-
tamp, and Tstart,i represents the project start timestamp.
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The project’s wrong result rate is chosen as the indicator for accuracy, influenced
by schedule, human error, robot failure rate, and AI failure rate. The formula for the
mean miss rate can be:

WR = (Nmiss +N f alsetrue)/Ncrack (5.2)

Where WR means the mean wrong result rate,Nmiss is the number of missed
cracks in the ith experiment, N f alsepositive is the number of false true cracks in the ith

experiment, and Ncrack is the number of real cracks.

For safety, whether an occupational incident happens or not is chosen as the
indicator and is influenced by schedule and human error. The formula for the
occupational incident can be:

Oh = max(O1,O2, · · · ,On) (5.3)

Where Oh means the occupational incident happens as 1 or not as 0, and Oi

implies the type n incident happened incident as 1 or not as 0, n refers to the number
of occupational incident type.

5.3.2 System phases

The FM inspection process includes six stages: environment setting(prepare), scaf-
fold building, polishing, magnetic, scaffold rebuilding, and tidy-up. The HRT
inspection process consists of four phases: environment setting, polishing, mag-
netic, and tidy-up. The environment setting and tidy-up phases are simplified in
this research, for they only differ in duration for the HRT and the FM system. The
scaffold-building and dismantling process will be simulated by working speed and
workload in terms of the volume of the spherical tank.

The focus is on polishing and magnetic processes. To represent these two phases,
human workers or robots individually move along the weld joints with the working
speed. In addition, the robot’s movement path and difference in velocity of moving
and working will also be considered.
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System functions failure and transition paths

The inspection process includes five main tasks and an emergency operation. The
detailed analysis of 50 subtasks is shown in Table B.1:

1. Preparation and environment setting

2. Scaffold building

3. Manual polishing

4. Manual magnetic and crack identification

5. Scaffold dismantle

6. Emergency management

They are reduced to three and an emergency operation using robots. The detailed
analysis of 45 subtasks is shown in Table B.2:

1. Preparation and environment setting

2. HRT polishing

3. HRT magnetic and crack identification

4. HRT emergency management

5.4 Human Reliability Analysis

Based on the integrated task analysis, the functions of human activities and their
failure modes were identified. Using Table B.2, the nominal probability value of
the cognitive failure mode was estimated. Subsequently, the Level of CPCs was
evaluated. In this case study, five teams needed to set CPCs: the plant team (Team1),
the construction team (Team2), the polishing team (Team3), the full manual testing
technician team (Team4), and the human-robot testing team (Team5). Five experts
in chemical engineering and human factors were invited to assess the weight of CPC
levels based on the basic information of the five teams.
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They were given the basic information about CPCs for organizations (shown in
Table B.1). Utilizing Equations 4.2 and 4.3, the evidence from five experts can be
fused, and the combined weights for each CPC level are shown in Table 5.1. After
selecting the appropriate multiplier and combining it with the nominal value, the
failure rate of each cognitive function failure mode for each team could be calculated.
The results of these calculations are presented in Table 5.2.

Table 5.1 The fused weight value for levels of each CPC

CPCs CPC1 CPC2 CPC3 CPC4

Levels L1 L2 L3 L4 L1 L2 L3 L1 L2 L3 L4 L1 L2 L3

Team1 0.70 0.30 0.00 0.00 0.00 1.00 0.00 0.35 0.65 0.00 0.00 1.00 0.00 0.00

Team2 0.26 0.74 0.00 0.00 0.00 0.91 0.09 0.35 0.65 0.00 0.00 0.00 1.00 0.00

Team3 0.22 0.78 0.00 0.00 0.00 0.81 0.19 0.35 0.65 0.00 0.00 0.00 0.09 0.91

Team4 0.00 1.00 0.00 0.00 0.00 0.74 0.26 1.00 0.00 0.00 0.00 1.00 0.00 0.00

Team5 0.25 0.75 0.00 0.00 0.00 1.00 0.00 0.00 1.00 0.00 0.00 0.00 0.69 0.31

CPCs CPC5 CPC6 CPC7 CPC8 CPC9

Levels L1 L2 L3 L1 L2 L3 L1 L2 L1 L2 L3 L1 L2 L3 L4

Team1 0.00 0.94 0.06 1.00 0.00 0.00 1.00 0.00 1.00 0.00 0.00 0.00 1.00 0.00 0.00

Team2 0.00 0.99 0.01 0.93 0.07 0.00 1.00 0.00 1.00 0.00 0.00 0.00 1.00 0.00 0.00

Team3 0.00 1.00 0.00 0.93 0.07 0.00 1.00 0.00 1.00 0.00 0.00 0.00 1.00 0.00 0.00

Team4 0.00 1.00 0.00 1.00 0.00 0.00 1.00 0.00 1.00 0.00 0.00 0.00 1.00 0.00 0.00

Team5 0.00 1.00 0.00 1.00 0.00 0.00 1.00 0.00 0.73 0.27 0.00 0.00 1.00 0.00 0.00

Table 5.2 Failure rate values for cognitive failure modes of each team

O1 O2 O3 I1 I2 I3 P1 P2 E1 E2 E3 E4 E5

Team1 0.00016 0.0112 0.0112 0.025 0.00125 0.00125 0.0005 0.0005 0.000384 0.000064 0.000384 0.000384

Team2 0.0002 0.014 0.014 0.025 0.00125 0.00125 0.00125 0.000125 0.0006 0.00006 0.0001 0.0006 0.0006

Team3 0.0004 0.028 0.028 0.025 0.00125 0.00125 0.00625 0.000625 0.0012 0.0012 0.0002 0.0012 0.0012

Team4 0.0001 0.007 0.007 0.025 0.00125 0.00125 0.00125 0.000125 0.0003 0.0003 0.00005 0.0003 0.0003

Team5 0.0002 0.014 0.014 0.025 0.00125 0.00125 0.00125 0.000125 0.0006 0.0006 0.0001 0.0006 0.0006
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5.5 Robot Reliability Analysis

Robot reliability data as discussed in Section 4.6, the basic robot function failure
rates are estimated as Table 4.2 shows. A communication function is added to express
the human-robot communication channel failure.

In addition, the average performance metric for the crack identification algorithm
used in this research is the precision at 90% and the recall at 99%. The definitions of
Precision and recall are [101]:

Precision =
t p

t p+ f p
(5.4)

Recall =
t p

t p+ f n
(5.5)

Where "tp" represents the number of true positive results, "fp" represents the number
of false positive results, and "fn" represents the number of false negative results.

5.6 IDDA Application

Input files for two scenarios were developed according to the system function analysis.
The input files code are shown in Annex B (B.2 and B.3).

5.7 Conceptual model design

5.7.1 Agent model

Each agent is independent, can communicate with other agents, adapt to environ-
mental changes, and influence the environmental states. An agent can be expressed
as a mathematics definition as follows:

Agent = {Id,A,B,R,F,G} (5.6)
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Where Id is the index of an agent, A = {a1, · · · ,an} is a set of attributes,
B = {b1, · · · ,bm} is a set of behaviors, R = {r1, · · · ,r j} is a set of results of re-
lated behavior, F = { f (x)1, · · · , f (x)k} is a set of the relation functions about agent
perceptions and behaviors,G = {g(x)1, · · · ,g(x)l} is a set of the relation functions
about agent behaviors and results.

5.7.2 Phases model

The FM process has three primary phases: scaffold building, weld joints polishing,
and weld joints magnetic. Each phase has three indicators, as described in ??. And
they have interactions with each other (in Fig. 5.3). The first phase, building on
time, will be influenced by building stability and safety. Then, the second phase, "on
time," will be affected by the first stage on time, polishing quality, and polishing
safety. The polishing safety is also influenced by building stability. The second
and first stages will impact the last phase on time on time, magnetic quality, and
magnetic safety. In addition, the magnetic quality will be affected by the polishing
quality. The magnetic safe will be influenced by building stability. This phase’s logic
is likewise for the HRT process, excluding the building scaffold phase.

Building 
On Time

Building  
Stable

Building 
Safe

Polishing 
On Time

Polishing 
Qualify

Polishing 
Safe

Magnetic 
On Time

Magnetic 
Qualify

Magnetic 
Safe

Fig. 5.3 Critical indicators of different stages and their interactions
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5.7.3 Total time model

In the FM inspection process, the total time is mainly determined by the work speed
of human workers. Also, the incident and recovery of the mistakes will delay the
procedure.

In the HRT inspection process, the total time is influenced by the working
speed, moving speed, and moving path setting. Also, the robot malfunctions and
maintenance duration delay the process.

5.7.4 Miss rate model

In the FM inspection process, the polishing workers’ errors may lead to low-quality
polished weld joints in dynamic HEP. Then, the two polishing supervisors will
randomly choose four weld joints to check, and the technician supervisors will
double-check four randomly selected weld joints. Repolishing will start if any
low-quality polished weld joint is found among these eight weld joints. Based on
the previous work, the repolishing velocity will be three times the regular working
speed. Moreover, the magnetic workers’ errors in the spray and magnetic process
may lead to low-quality magnetized joints in dynamic HEP. The magnetic process
cooperates in a three-technician group. The technician supervisor will check the
magnetic process and correct the error in dynamic HEP. Finally, if the polished weld
joints are low quality, the magnetized joints are low quality, or the technician makes
an error in recognizing the crack, the number of missed or false true cracks will
increase. Then, the miss rate could be calculated by the formula 4.2.

In the HRT inspection process, when a polishing robot is performing the polishing
work, if it is in the polishing brush failure, the iron pieces accumulate too many, or
the automatic navigating laser sensor failure states and the alarms are not detected
by technicians (the detection is in dynamic HEP). The polished weld joints will be
low-quality. Furthermore, the robot will keep on sending alarms when in failure
states. If technicians detect the alarms and the control system works well, they will
stop the robot and perform maintenance and recovery. Moreover, if the automatic
navigating laser sensor fails when a magnetic robot performs magnetizing work,
the magnetized weld joints will be low-quality. This also could be maintenance
and recovery if the control system works. If there is a real crack, if the AI image
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identification software fails with the lambda AI rate, the missed crack number will
increase. In addition, if the AI identifies a real or false true crack, it will alarm the
technicians. If they miss this alarm in the dynamic HEP, the missed crack or false
true crack numbers will increase.

5.7.5 Occupational risk model

For the FM process, the construction workers must work at height in a confined space
with air quality detection equipment. Besides these risks, the polishing workers must
also work with dangerous tools such as polishing sander. However, these incidents
could be prevented by personal protection equipment (PPE), where the failure rate
of not wearing a PPE is both the initial failure rate of the worker and the supervisor.
According to the literature [102], the consequence scores can be represented by
different scores as Table 5.3 shows. Then, the consequence scores for incident types
1 to 4 were assigned to:

1. Incident 1 hurt by dangers tool, C=1

2. Incident 2 suffocation, C=50

3. Incident 3 fall or hit by a fall-down object, C=25.

Table 5.3 Linguistic scale for consequence

Description Rating

Minor cuts, bruises, bumps 1
Disabling injuries 5
Extremely serious 15
Fatality 25
Multiple fatalities; 50
Catastrophe 100
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5.8 Computerized Model

5.8.1 Agent hierarchy

The manual model has three kinds of agents: the clock agent, the human agent, and
the joint agent. The HRT model has five types of agents: the clock agent, the human
agent, the robot agent, the joint agent, and the requirement agent. The hierarchical
structure is described similarly to the study [78] in this research to express the agents’
relationship, as shown in Figure 5.4, three layers in this structure. The first layer is the
simplified layout of the inside of the spherical tank and work site where technicians
monitor the robots’ work. The scaffold is simplified as a ladder to show the distance
workers need to climb. In addition, this layer includes the system parameters as the
model inputs and outputs.

Fig. 5.4 Agent hierarchy structure

The clock agent schedules the working and rest duration, and the workers will
shift in two hours as the air quality is low. The HRT scenarios set the clock as the
same to compare the performance between the two systems better. Furthermore, a
parallel state chart in the clock agent schedules the project phases as described in
Section 5.3.2. The requirement agent is designed to record the arranged or randomly
generated task or alarm for human workers in a requirement list to communicate
them to a worker in the monitoring state and with attention (expressed as human
reliability).

In the second layer, the internal states and transitions of the five agents are
designed. The third layer includes the extended type of human agents, such as
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construction workers, polish workers, and technicians. In addition, this layer consists
of the extended type of robot agents such as polish robots and magnetic robots.

5.8.2 Modeling the work schedule

As shown in Fig. 5.5, The state chart on the left simulates the daily work shift. While
a function code is developed to get workers’ states, if they have not finished the tasks
or alarms in the requirement list, the work shift will be delayed, and the delayed time
will be recorded. The state chart on the right simulates the project phase, shifting the
work states of human workers and robots.

Fig. 5.5 The state chart of the clock agent

5.8.3 Modeling human workers

The common factors of human workers:

1. Dynamic human error probability. Most human reliability models, like THERP,
SPAR-H, and CREAM, consider the human error rate a fixed value during one
task period. However, previous studies found that the performance of humans
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reduces over time due to fatigue, stress, and loss of concentration accumulated
over long, continuous working time[103]. Figure 5.6 shows the causes of
fatigue. Givi proposed the fatigue-recovery and learning-forget human failure
rate calculation model based on the learning curve theory and tested it in the
assembly industry scenarios [92]. The fatigue value could be calculated as the
following formula: Equation 4.1, 4.2, and 4.3. In this research, for the FM
scenario, the fatigue index is set as 0.0192, which means exhausted after six
hours of work, and the recovery index is set as 0.0144, which means recovery
after eight hours of reset. In contrast, for the HRT scenario, having better
working conditions. The fatigue index is set as 0.096, which means exhausted
after twelve hours of work, and the recovery index is also set as 0.0144.

2. human error recovery. This research considers recovery factors, including
self-check, supervisor check, cross-team check, and government check.

3. behavior uncertainty. The triangular distributions with a 20 % variance in
speed and check interval represent the human workers’ capability differences
as literature usually do[104].

The construction worker needs to perform the scaffold building work. The polish
worker needs to complete the polish job. And the technician needs to perform the
magnetic work. Human failure logic involves working at height, working inside a
confined space, and working with sharp edges and dangerous tools.

As shown in Figure 5.6, human workers have one operation state chart. In
addition, they have a failure state transition state chart. The failure state will be
triggered by rate, and personal protection equipment can be a barrier. Therefore, the
result will be delay or incident, which happens when humans fail to forget to wear
PPE, and the supervisor does not discover this.

The technician in the HRT model needs to perform the robot setting, the robot
monitoring, the robot regular maintenance, the robot response maintenance, and the
magnetic crack check task.

5.8.4 Modeling the robot agent

The function failure rate estimations of the robot agent have been discussed in Section
4.6. The failure modes of polish robots are analyzed firstly as polish functions fail
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Fig. 5.6 The state chart of human worker agents

when introduced by a brush needing changing or iron pieces needing cleaning.
Secondly, as move function fails introduced by end-effector fail. Control function
failure is introduced by communication, a video sensor, or control system failure.

Fig. 5.7 The state chart of polishing robot agents
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The state chart of polish robot is shown in Figure 5.7, and the state chart of
magnetic robot is shown in Figure 5.8

Fig. 5.8 The state chart of magnetizing robot agent

5.8.5 Modeling the human-robot interaction

The human-robot interaction in ABMS could be represented by message exchange.
As Figure 5.6 shows, when the magnetic robot is in the state "WaitSetting," it will
send a message "waiting" to the human technician, which will trigger the human
technician to move to the robot. When the technician arrives at the robot and finishes
the setting, he can send the message "settled." to the robot, which will trigger the
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robot to begin working. Also, when the magnetic robot identifies a crack, it will send
the alarm to the human technician and wait for the human technician’s decision. The
human technician’s decision will also be sent to the magnetic robot by message.

5.9 Assumptions and Experiment design

The assumptions for the model building include the following:

1. There is no more than one crack on one weld joint. The total number of no
cracks is set as a fixed number of 24. This setting is for the convenience of
simulation and comparison of the wrong result rate of the inspection process
at the same starting baseline.

2. In both systems, The shift schedule is set for two hours of work and rest for
two groups, each group working up to 8 hours per day.

The primary settings for the HRT system model are two polishing robots, two
magnetic robots, and four technicians. According to the real operation requirements,
the FM system model resource settings are 18 construction workers, 6 Polish workers,
and 6 technicians.

Anylogic software is used to perform the ABMS Monte Carlo and sensitivity
experiments. All the human behavior parameters are randomly generated from the
pre-set distributions. The Monte Carlo experiments for the FM and HRT operations
were run 5000 times with random seeds and every 10 data as a group to calculate the
mean value for total time and wrong result rate according to Equations 5.1and 5.2.
The mean occupational risk value was calculated based on extra data from Monte
Carlo experiments in the FM scenario, including 200000 data, and the bootstrapping
method was employed for every 10000 sampled data in a group to run 1000 times to
catch better the occurrence probability of an occupational accident.

For the sensitivity test, the experiment setting for each parameter is shown in
Table 5.4. The sensitivity experiment for each step value of one parameter ran
500 times to catch the random behavior, and every 10 data as a group was used to
calculate the mean results.
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Table 5.4 The parameters setting for the sensitivity test

Parameter Min Max Step

HEPbase 0.001 0.01 0.001
HEPbase in the HRT scenario 0.1 0.5 0.05
Λ f atigue in the FM scenario 0.0144 0.028 0.002
Λ f atigue in the HRT scenario 0.0096 0.0144 0.002
AImissrate 0.01 0.25 0.02
AI f alsetruerate 0.05 0.4 0.05



Chapter 6

Results

Qualitative and quantitative results were gained after the integrated framework was
applied to the on-site case study. Related work has been published in Safety Science,
entitled"Risk-based performance assessment from fully manual to human-robot
teaming in pressurized tank inspection operations" [26]. Another paper in Advanced
Engineering Informatics entitled " Evolving Process Maintenance through Human-
Robot Collaboration: An Agent-based System Performance Analysis" is under
review.

6.1 System performance qualitative analysis results
based on task analysis

Generally, there are several communication modes (direct physical interaction, re-
mote contactless interaction, tel-operation, and message exchange) and interaction
modes (coexistence, synchronized, cooperation, collaboration) [105], according to
the integrated task analysis, the human-robot communication modes and interaction
modes are summarized in Table 6.1 and Table 6.2[26]
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Table 6.1 The human-robot communication modes

Communication mode Scenario

Direct physical interaction The technician removes iron pieces from the polishing robot

Remote contactless interaction
Robots send an alarm to alert the technician
The magnetic robot waits for confirmation of the identified crack
The technician monitors robots

Tel-operation The technician controls the robots to the right paths remotely

Message exchange The technician set the robot parameters

Table 6.2 The human-robot interaction modes

Interaction mode Scenario

Synchronized (in
different places)

The magnetic robot, and the technician perform the
crack identification task. The robot first identifies the
crack and stops to send an alarm to the technician.
Then, the technician detects the alarm and confirms or
denies the crack identification decision.

Collaboration The technician removes iron pieces from the polishing
robot. The technician and robot perform the polishing
task together.

Goodrich & Schultz propose the concept of dynamic interaction as a charac-
terization that incorporates all five dimensions HRI designers can affect, namely
autonomy, how information is exchanged, team structure, learning and training of
the humans and robots involved, and the shape of the task [106]. The changes HRI
brings to the system in this case are summarized in Table 6.3.
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Table 6.3 The human-robot interaction changes

Team structure Communication type Human role Task demand Cog-
nitive function

FM 5 teams Multi-team
communication.Inter-
team communication;

Single role as operator
or supervisor

More executions

HRT 2 teams Inter-team
communication.Human-
robot communication;

Multi roles as both oper-
ator and supervisor

More Interpreta-
tion and plan

6.2 System performance quantitative analysis based
on IDDA

According to the literature [102], different scores can represent the consequence
scores: Minor cuts, bruises, and bumps at 1. Disabling injuries at 5. Extremely
serious at 15, Fatality at 25, Multiple fatalities at 50, and Catastrophe at 100[26].
In addition, the time delay consequence scores were set as the corresponding delay
time duration with the unit as one day. With this definition of consequence scores
and the IDDA input files, the results of all the event trees for each scenario can be
generated with the risk. An example of an IDDA input file and output is shown in
Annex B (Table B.1 and Table B.2).

6.2.1 The system performance in the FM scenario

Fig. 6.1 shows the values of occupational incident risk in the FM scenario[26]. Task
3(Manual polishing) has the highest probability of occurrence at 8.00×10−4 and
risk at 1.72×10−3, followed by Task 4 (Manual magnetic and crack identification)
[26]. Among all the subtasks, the object or personnel that fell from high has the
highest risk at 1.43×10−3 [26]. A spark from polish that hurt the operator’s eye at
9.61×10−4 [26].
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Task1 Task2 Task3 Task4 Task5
Probability 6.40E-05 2.00E-04 8.00E-04 4.00E-04 2.00E-04
Risk 6.42E-05 2.30E-04 1.72E-03 4.09E-04 2.29E-04
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Fig. 6.1 The occupational incident probability and risk for FM main tasks

Fig. 6.2 shows the values of time delay risk in the FM scenario [26]. Task
2(Scaffold building) has the highest risk at 4.30 × 10−3, with the third highest
probability at 8.00×10−4 [26]. Among subtasks, fixing the unstable scaffold has
the highest risk at 3.71×10−3 [26]. Repolishing the weld joints operation risk is
at 1.22× 10−3 [26]. Moreover, the third risky delay subtask is reventilating the
spherical tank with risk at 1.02×10−3[26].

Task1 Task2 Task3 Task4 Task5
Probability 2.06E-03 8.00E-04 1.00E-03 4.00E-04 2.00E-04
Risk 2.08E-03 4.30E-03 1.92E-03 2.01E-04 1.05E-04
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Fig. 6.2 The delay probability and risk for FM main tasks

Only Task 3 (Manual polishing) and Task 4 (Manual magnetic and crack iden-
tification) may lead to the wrong result of the crack identification, with the total
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probability at 1.53×10−2[26]. The most contributing subtask is humans identifying
the crack wrongly with probability at 1.27×10−2.

6.2.2 The system performance of the HRT scenario

Fig. 6.3 shows the values of occupational incident risk in the HRT scenario. Task
2 (HRT polishing) and Task 3 (HRT magnetic and crack identification) have the
same failure rate at 2.00×10−4, followed by Task 1, which is the same in the FM
scenario[26]. Falling when climbing the ladder outside the tank has the highest risk
at 2.24× 10−4. Getting shocked when connecting the robot to electricity has the
second highest risk at 1.96×10−4. [26].

Task1 Task2 Task3
Probability 6.40E-05 2.00E-04 2.00E-04

Risk 6.42E-05 2.14E-04 2.14E-04
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Fig. 6.3 The occupational incident probability and risk for HRT main tasks

Fig. 6.4 shows the values of time delay risk in the HRT scenario. Task 1, the same
as the FM scenario, has the highest risk, with the lowest probability at 2.06×10−3

[26]. Task 2 (HRT polishing) and Task 3 (HRT magnetic and crack identification)
have a slightly lower risk at 1.58×10−3. The failure rate of the HRT system to get
the wrong result of crack identification was 1.58×10−3[26]. Not cleaning the iron
pieces in time contributes most to the delay and the risk of wrong results in HRT
operations[26]. This is followed by the operator refusing the robot’s decision, which
has correctly identified a crack with a probability at 1.18×10−2.
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Task1 Task2 Task3
Probability 2.06E-03 1.61E-02 1.54E-02

Risk 2.08E-03 1.58E-03 1.58E-03
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Fig. 6.4 The delay probability and risk for HRT main tasks

(a) System Performance comparison before optimization

(b) System Performance comparison after optimization

Fig. 6.5 Overall comparison of the FM and HRT
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6.2.3 The system performance comparison of two scenarios

Fig. 6.5 shows the system performance comparison of the FM and HRT scenarios.
The HRT system shows the lower occupational incident probability and risk at the
values 4.64× 10−4 and 4.93× 10−4 [26]. This risk is nearly five times less than
the FM system. Also, the HRT system has less delay risk than the FM system
at 5.24× 10−3, although with a higher delay probability 3.36× 10−2 [26]. This
difference means the HRT system may have more delay scenarios, but the overall
delay time is less than the FM system. However, the probability of getting the wrong
result of the HRT system was higher, at 3.35×10−2 [26]. After checking the wrong
result leading subtasks, the optimization measurement could be added to a double
check for the identified cracks to reduce the false true cracks. Utilizing the IDDA
method, it is possible to reduce the probability of getting the wrong result for the
HRT system to 7.52×10−3 [26].

6.3 System performance based on ABMS

6.3.1 HRT operations performance assessment and comparison

After the Shapiro-Wilk test [107], the total time and wrong result rate results are
not from a normal distribution with p-values smaller than 0.001. Their density
distributions are shown in Fig. 6.6 A and B; the results demonstrated that the HRT
system performance indicators had significantly lower variance in total time and
wrong result rate, indicating the HRT had higher system reliability. The two-sample
Wilcoxon rank-sum (Mann-Whitney) test [108] is selected to compare the FM and
HRT operations’ data. Results show that the HRT process could reduce the total time
by more than half. The median value of mean total time changed from 432.25 to
181.60 (Fig. 6.6 (C)). As shown in Fig. 6.6 (D), the median value of the wrong result
rate decreases from 0.04 to 0.01. This result is based on the image identification
miss rate of 0.01 and the false true rate of 0.1, which is an ideal value for the AI
image identification algorithm.

For safety, the mean occupational safety risk in the FM process is 6.23×10−3

with a probability of 2.50×10−4 in the FM operations. In contrast, the value for the
HRT process is nearly zero. In addition, the mean in-tank time of the construction
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Fig. 6.6 System performance comparison between two operational types

workers is 55.74, the mean in-tank time of the polish workers is 42.11, and the mean
in-tank time of the technicians is 47.32. In contrast, the technician’s in-tank time in
the HRT system is less than one hour. In this way, the HRT process could reduce
contact with occupation hazards by a great deal.

6.3.2 HRT scenario sensitivity analysis

The mean wrong result rate of the HRT process is significantly sensitive to the
miss rate of image identification algorithms (AImissrate=1-recall). As the AImissrate

increases, the mean value of the wrong result rate tends to increase as well and
spread to a broader range, as shown in Fig. 6.7 B and D. While the mean total time
is not sensitive to AImissrate, this indicator tends to decrease, as shown in Fig. 6.7
A and C. These results could be explained by the HRT procedures to identify the
cracks. The magnetic robot performed the first step with AI image identification
algorithms; if this step misses a crack, there is no way to recover this mistake. If this
step gives a false true alarm, then the operator still has a chance to recover it with
first and second checks.
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Fig. 6.7 System performance sensitivity to AImissrate in HRT operations

Fig. 6.8 System performance sensitivity to AI f alsetruerate in HRT operations
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As shown in Fig. 6.8 A and B, the HRT system performance is not sensitive to
the AI f alsetruerate. This situation could be explained by the false true crack, which
could be recovered by human technicians by the first check.

Fig. 6.9 System performance sensitivity to HEPbase in HRT operations

As shown in Fig. 6.9 C and D, when the HEPbase is lower than 0.1, the perfor-
mance of the HRT process is not sensitive to the HEPbase, the same situation as
the test of λ f atigue sensitivity. However, as shown in Fig. 6.9 B, when the HEPbase

is higher than 0.1, the mean wrong result rate of the HRT process is sensitive to
the HEPbase. This change could be explained when the human technician wrongly
changes the right decision from the AI algorithm with a more significant error prob-
ability than the AI f alsetruerate, being a major influencing factor to the wrong result
rate.

6.3.3 FM scenario sensitivity analysis

As Fig. 6.10 and Fig. 6.11 are shown, the performance of the FM process is sensitive
to the fatigue index and HEPbase. The mean values of performance indicators
increase along with the λ f atigue increase, as Fig. 6.10 and Fig. 6.11 A and B show.
Also, the variance of wrong result rate increases, as shown in Fig. 6.10 and Fig. 6.11
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D. This means the increase of HEPbase or λ f atigue will introduce more difficulty
in process quality control. This influence could be attributed to the FM process
performed by human workers directly.
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Chapter 7

Discussion

There is a trend in Industry 4.0 to employ a robot to assist human operators as
a teammate. This transition also introduces new changes to system performance.
Very few research studies have focused on comparing system performance between
FM and HRT operations. The HRT system is becoming more complex, and the
traditional way of risk analysis, considering only the HRA or equipment reliability,
is no longer satisfying. This thesis develops an integrated framework for complex
system performance assessment, which considers HOFs, technical factors, and the
interactions among them simultaneously. The case study shows that this framework
could generate knowledge about multi-dimensional performance and its critical
influencing factors for both FM and HRT systems. Related work has been published
in Safety Science, entitled"Risk-based performance assessment from fully manual
to human-robot teaming in pressurized tank inspection operations" [26]. Another
paper in Advanced Engineering Informatics entitled " Evolving Process Mainte-
nance through Human-Robot Collaboration: An Agent-based System Performance
Analysis" is under review.

7.1 Comparison with previous research

The two scenarios of the pressure spherical tank inspection case show that the
proposed integrated framework can do qualitative and quantitative analysis for the
complex socio-technical system performance[26]. Compared to the HRT design
framework proposed by Borges et al.(2021), it was mainly focused on applying
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scale tools in ergonomics [15]. The framework in this research emphasizes the
integrated task analysis, considering the cognitive functions and the function inter-
dependence. In this way, the case study shows a more detailed logical foundation
for the quantitative analysis[26]. Based on qualitative analysis results, as shown
in Table 6.1, HRT’s most essential communication mode is human-robot message
exchange. In this way, the performance of the HRT system is deeply impacted by
human’s rational trust in robots [109]. Wang et al. designed a simulated experiment
to let a robot give its algorithm accuracy values to the human teammate through
natural language expressing to add the human decision-making on whether to trust a
robot’s judgment [110]. This expression method could be an alternative to enhance
information transparency in the process of crack identification. That is, the robot
gives precision and recall simultaneously with the crack identification decisions. For
example, the robot gives the crack judgment and the message, "I believe this is a
crack, but I may be false true at 10%”. This dialogue could aid the human teammate
in better informative decision-making.

Based on the quantitative analysis of the FM system risk assessment, falls from
height are the scenarios that contribute the most to occupational accidents in the
inspection process. This is consistent with previous literature [111]. The overall
human failure rate of scaffolding work was estimated to be 4.30×10−3 [112]. In
this research, the total failure rate of Task 2 (Scaffold building) is at 4.73× 10−3

(combining the time delay and occupational accident probability). Our results are
higher for this research considering the inside tank hazards. This similarity of results
validates the effectiveness of this framework.

The comparison of quantitative results showed that the HRT scenario reduced
occupational risk. This could be explained by robots working in an extreme envi-
ronment instead of humans. However, the downside of this change may lead to the
loss of some precision of the crack identification[26]. The task that most contributes
to the overall failure probability of the wrong result in the HRT operation scenario
is “detecting the iron pieces accumulated in the polish robot.” In the earlier HRT
operation design, the detection function relied on estimating time intervals and iden-
tifying radiation from the robot body. The improved suggestion for the HRT system
design includes adding a feature that enables the robot to self-identify accumulated
iron pieces and send an alarm with a distinct sound and a colored icon. The second
contributing subtask is the operator refusing a decision on the part of the robot, which
has been correctly identified as a crack by the robot[26]. This risk could be reduced
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by adding a second check by another technician[26]. Under this circumstance, the
overall failure probability of the wrong result in the HRT operation scenario would
be reduced to about 7.52×10−3, nearly half of that in the FM operation scenario,
which will be superior to the FM system in nearly all aspects, other than the delay
probability as shown in Fig. 6.5 This is because the inspection robots are still in the
testing stage which will have more failure scenario than the mature ones according
to the bathtub cure [113]. Therefore, the HRT system promises better performance
in all aspects in the long term. Results show that the fatigue index and HEPbase

significantly influence FM system performance. The fatigue control measurement
could be better arranged in the working schedule.

7.2 Novel discoveries

There is already some literature about the automatic crack detection model training
methods development, as Table 7.1 shows.

Table 7.1 Automatic crack detection model performance in Fluorescent MPI

Learning Method Data Source Test dataset Precision Recall Source

Two-stage CNN Steering knuckles 10 images augment to 500 images 96.3% 90% [99]
Two-stage MobileNetV3-CA Bearing rings 100 images 91.7% 96.5% [114]

ResNet50 Titanium alloy 10 plates, length >0.7mm - 96% [115]
Random Forest POD test plates 18 images, 4617 windows - 76% [116]

It is known that there is a trade-off between Precision and Recall when learning
a classification automatic detection model, especially because of the scarcity of real
tank crack image data. Still, there is no recommendation about how to set up the
trade-off strategy. In this research, the recall is set to 0.99, and the precision is set to
0.90. As it is validated in the sensitivity test in the HRT group, the primary critical
performance for a magnetic robot for the first stage is a low miss rate (also a higher
recall rate). In this way, at the first stage, human technicians could recover false
positive results with less effort when looking through all the images. The human
technicians’ recovery operation could be a golden standard for training the model.
In the long term, checking the automatically marked result will be more convenient
than an omitted mistake. Look at Table 7.1 that the researchers are training the
model to balance the precision and recall simultaneously, while we recommend
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prioritizing the recall. In this way, the robots can help reduce the workloads of
human technicians and quickly improve their precision in identifying the image
of the crack as a reinforcement learning process, which could work independently
sometime later.

For the human operators, if the HEPbase is higher than 0.1, the HEPbase will
increase the mean wrong result rate as it grows. Therefore, it is still essential in the
HRT system to manage the organizational factors influencing human behavior, such
as training and procedures.

In addition, a dynamic simulation model was also built as a tool to simulate the
total project time for a fully manual and HRT system. This can predict the project
time before carrying out the real work and help the decision-maker estimate the
investment cost and resource allocation strategies.

7.3 Limitations

Certain limitations need acknowledgment: the present study relied upon robot
reliability data sourced from regulatory mandates and literature reviews. It is essential
to recognize that such data origins may engender a conservative estimate compared
to real-world industrial implementations. Second, the proposed model is restricted
to a small environment, such as the spherical tank and factory work field, ignoring
the environment’s random influences, such as the electricity shutdown and extreme
weather, which could be included in further research. In addition, the initial attempt
to set the weights of HEPbase and the Fatigue value in Equation 4.7 is to set them
equal in this research.



Chapter 8

Conclusions

8.1 Summary of the Research

In this research, a risk-based integrated framework to evaluate system performance in
complex socio-technical systems is proposed and tested in a case study in pressurized
tank inspection in the FM and HRT operations to aid safety and quality management
decision-making.

The rationale of this approach is founded on the complex system theory, with the
characters as multiple elements, emergence at the system level, nonlinear relationship,
and adaptation. Following this line of reasoning, the integrated approach is built in a
holistic perspective, considering HOFs and technical factors and the interdependence
between elements in terms of logical constraints or message communication. In the
following, the findings for each research question are summarized:

• RQ1. What are the most critical HOFs contributing to accidents in the pro-
cess industry? In Chapter 2, "4W"s information on accident reports from the
eMARS dataset was investigated using NLP-based data analysis. The contri-
butions relationship between HOFs and consequences were tested through the
chi-squire method. In terms of human failure mechanisms, through an MMHC
machine learning method, a kernel Bayesian Network of five basic organiza-
tional factors- design, risk assessment, training, procedure, and supervision-
was learned and tested with sensitivity and predicted accuracy. Therefore,
these five are the most critical HOFs contributing to accidents in the process
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industry. As a deeper analysis, this Bayesian Network could function as the
kernel part for further research in a more complete Bayesian Network building
when more detailed data is available. After the literature review in Chapter 3,
the CREAM, which contains these five factors, could better represent the HRA
after being extended.

• RQ2. What is the integrated system performance evaluation framework? In
Chapter 4, based on the principles summarized from literature and author
knowledge, an integrated framework is proposed. Firstly, the top-down qual-
itative phase is designed to capture the system-level emergence characters
as the system goals to direct the integrated task analysis considering subtask
interdependency. The outputs of this qualitative phase are system performance
metrics and integrated task lists with logical interdependency. The extended
CREAM method was employed to estimate human reliability data by utilizing
these outputs as inputs for the qualitative phase. In contrast, data on equip-
ment and robot reliability could be gained from the regulation and literature.
Employing a bottom-up strategy in the quantitative phase. The IDDA method
is selected to investigate the abstract risk of the system, with the aid of logical
contain to represent the interdependency. Then, the ABMS is chosen to model
the more detailed system performance as a complement and validation of the
results from IDDA.

• RQ3. What are the critical differences between HRT and FM system perfor-
mance? In Chapter 5, the case study of the pressurized tank inspection in FM
and HRT operations, the HRT system showed superior performance in terms
of total time, wrong result rate, and occupational risk when human technicians
shift every two hours, and work scheduled within 8 hours a day and perform
double-check the magnetic reported cracks.

• RQ4. What are the primary parameters influencing the performance of HRT
and FM systems? The results in Chapter 6 show that the fatigue index and
HEP_base significantly influence FM system performance. The fatigue con-
trol measurement could be better arranged in the working schedule. At the
same time, the AI_missrate image is a critical influence factor to the HRT sys-
tem reliability. However, the HRT system was very sensitive to the AImassrate.
This recommends the automatic image classification model training priority re-
call over precision and employs an enforced learning structure, then improves
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precision as the human technicians teach them in real operations. In addition,
if the HEP_base is higher than 0.1, the HEP_base will increase the mean
wrong result rate as it grows higher. Therefore, it is still essential in the HRT
system to manage the organizational factors influencing human behavior, such
as training and procedures.

Once again, system thinking and a holistic approach are the paradigms employed
in this research to capture the complex, dynamic, and uncertain elements and system
states. This is an important premise when applying the framework proposed in this
thesis to other real cases or further research.

8.2 Strengths of the Research Work

The framework proposed in this work is built holistically upon complex system
theory. It is advanced with the state of the arts in using more realistic ways to
represent the HOFs. It considers the interdependency between system elements.
Moreover, it is validated by step-by-step analysis of real maintenance scenarios.

Firstly, to represent the HOFs more realistically, the CREAM method is extended
with the Dempster-Shafer theory to reduce subjective bias, and fatigue-recovery
functions are employed to achieve dynamic attributes representing human behav-
ior. Secondly, to represent the interdependence of the system element, the IDDA
method is employed to represent the interdependence of the subtasks in a logically
constrained way. Moreover, the ABMS method models the HRT communications
by message change mechanism. Hence, the proposed framework becomes more
complete than the traditional approach. Also, the on-site applications show that the
proposed framework can provide both qualitative and quantitative results of HRT
system performance. The applied ABMS explicated in the analysis can be used to
investigate the system performance influencing factors and their sensitivities.

Therefore, the proposed framework effectively guides integrated risk and perfor-
mance assessment for socio-tech complex systems like HRT systems. The qualitative
results describe the changes in team structure and communication modes. The quan-
titative results could provide knowledge about the system performance evolving from
FM to HRT in process maintenance activities, the key influencing factors, and some
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critical boundary values were identified. For the practical parties, we suggest that
quality control and training of human operators are also needed in the HRT process.

8.3 Further work

Future research could be carried out in the following directions. First, the robot
reliability parameters in this research are mainly set according to policy requirements.
More actual data could be integrated into the model with the inspection robot appli-
cation in practice. Second, the proposed model is restricted to a small environment,
such as the spherical tank and factory work field. Furthermore, the environment’s
random influences, such as the electricity shutdown and extreme weather, could
be included in further research. In addition, the initial attempt to set the weights
of HEP_base and the Fatigue value in Equation 4.7 is set equal in this research.
Further work could explore optimal weights to balance the influential effect of the
HEP_base and Fatigue value according to the dynamic HEP and corresponding data
generated in the models. Moreover, other practical applications of the models could
be extended with optimized algorithms for the human work schedule and robot work
path.
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Appendix A

Organizational factors

Table A.1 Definition of Organizational factors in the literature

Factors in
eMARS

Synonyms Description Literature
source

Design
of plant /
equipment /
system

Design Ergonomically poor design of tools
or equipment

(Cambon et al.,
2006)[117]

Design Technical design of plant and hard-
ware and its safe modification to pro-
vide optimal safety

(Hale,
2003)[118]

Plant
design

When selecting suitable equipment,
consider the following: standards
and codes, compatibility of materi-
als with products, anticipated duty
and degradation methods, and pres-
sure systems. life expectancy, elec-
trical integrity and equipment bond-
ing, and ease of inspection and main-
tenance.

(Great Britain
& Health
and Safety
Executive,2006)[119]
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Design refers to the physical construction
and assembly of the process- and
other equipment. The design must
be such that the installation can be
operated and maintained without
causing leaks.

(Øien,
2001)[120]

Maintenance
/ Repair

Maintenance no or inadequate performance of
maintenance tasks and repairs, bad
planning

(Cambon et al.,
2006)[117]

Inspection
and main-
tenance

The specification of scope and fre-
quency of the inspection and main-
tenance system. This should be
based on how safety-critical the
item is and on the degree of the
challenge presented to the sys-
tem integrity or compliance with
the manufacturer’s or supplier’s
instructions.Safety-critical plant and
equipment (i.e. flexi hoses, cou-
plings, pump valves, flanges, fixed
pipes, bulk tanks) are inspected for
wear and damage or malfunction
within the specified period.Faults
are fixed within specified timescales,
and repairs and improvements meet
plant design standards.A log of find-
ings is kept – enabling trending.

(Great Britain
& Health
and Safety
Executive,
2006)[119]

Management
attitude
problem

Organization
Climate

Refers to the working atmosphere
within the organization (e.g., struc-
ture, policies, culture)

(Shappell and
Wiegmann,
2000)[39]
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Top man-
agement
culture

system to manage conflicts between
safety and other company goals ex-
plicitly, for example, in production
and maintenance planning, purchas-
ing, design, and so forth

(Hale,
2003)[118]

Safety cul-
ture

characterizes the organizational at-
titude, values, and beliefs toward
workers and public safety

(Groth,
2009)[121]

Management
organi-
zation
inadequate

Organization
inade-
quate

shortcomings in the organizational
structure, organization philosophy,
and management strategies

(Cambon et al.,
2006)[117]

Organization
inade-
quate

The quality of the roles and respon-
sibilities of team members, addi-
tional support, communication sys-
tems, Safety Management System,
instructions and guidelines for exter-
nally oriented activities, the role of
external agencies, etc.

(Hollnagel,
1998)[20]

Organized
procedures

procedures insufficient quality or availability of
procedures, manuals, and written in-
structions

(Cambon et al.,
2006)[117]

procedures,
goals,
plans, and
rules

specifying what to achieve in safety
and/or how to achieve it

(Hale,
2003)[118]

Operation
proce-
dures

Procedures contain correct scope
(key actions and tasks including
emergency action) and/or sufficient
detail.Procedures are clearly writ-
ten/easily understood.Procedures
are kept up to date.

(Great Britain
and Health
and Safety
Executive,
2006)[119]
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Procedures,
JSA,
guidelines,
and in-
structions

refer to all written and oral informa-
tion describing how to perform the
operation and maintenance tasks cor-
rectly and safely. The main empha-
sis is on the task information neces-
sary to avoid leaks.

(Øien,
2001)[120]

Procedures
and docu-
ment

the written remedies and il-
lustrations that describe opera-
tional/maintenance routines and
plant/installation design/status

(Kongsvik et
al., 2010)[122]

Procedures Procedures are explicit, step-by-step
instructions for performing a task.

(Groth,
2009)[121]

Procedures,
guidelines,
and in-
structions

This PIF refers to the availability
and usefulness of operating proce-
dures, guidance, and instructions
(including protocols). Procedures,
guidance, and instructions (PGIs)
should be validated for their appli-
cability and usefulness. Following
PGIs should lead to the success of
important human actions.

(Xing et al.,
2021)[45]

Formal
Written
guidance

including maintenance manuals,
surveillance procedures, operating
procedures, and emergency operat-
ing procedures are provided to work-
ers or supervisors.

(Paradies et al.,
1993)[123]

Availability
of proce-
dures
/plans

Procedures and plans include oper-
ating and emergency procedures, fa-
miliar patterns of response heuris-
tics, routines, etc. Procedures and
plans include operating and emer-
gency procedures, familiar patterns
of response heuristics, routines, etc.

(Hollnagel,
1998)[20]
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Availability
of proce-
dures

Refer to the availability and quality
of the explicit step-by-step instruc-
tions the crew needs to perform a
task. Ideally, the crew should com-
mit no errors when they are follow-
ing the procedure correctly. How-
ever, procedures could be written in-
correctly, leading the crew to make
errors even with the right intent.
This group is made up of two level
2 PIFs, namely: Procedure Quality
and Procedure Availability.

(Ekanem et al.,
2016)[44]

Staffing Staff com-
petence

Information and training cov-
ering:hazardous properties of
products;ship-to-shore commu-
nication systems;pre-transfer
checks;product transfer controls
and monitoring; post-transfer
checks;emergency actions. Job-
specific knowledge and relevant
experience of:substances; work
processes; hazards; and emergency
actions.

(Great Britain
& Health
and Safety
Executive,
2006)[119]

Personnel refers to the way that the organiza-
tion hires and assigns tasks to per-
sonnel

(Groth,
2009)[121]

Staff Refers to having adequate, qualified
personnel to perform the required
tasks. Staffing includes the num-
ber of personnel, their skill sets, job
qualifications, and staffing structure
(individual and team roles and re-
sponsibilities). Adequate and quali-
fied staff is normally expected.

(Xing et al.,
2021)[45]
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Manning refer to how many and what kinds of
people perform which types of jobs.

(Swain &
Guttmann,
1983)[19]

Resource
Manage-
ment

Refers to the organizational-level
decision-making regarding allocat-
ing and maintaining organizational
assets (e.g., human resources,
monetary/budget resources,
equipment/facility recourse). Or-
ganizational Climate: Refers to
the working atmosphere within
the organization (e.g., structure,
policies, culture). Operational
Process: Refers to organizational
decisions and rules that govern
the everyday activities within
an organization (e.g., operations,
procedures, oversight).

(Shappell &
Wiegmann,
2000)[39]

Training /
instruction

Training inadequate planning, the ineffective-
ness of training, insufficient compe-
tence or experience of personnel

(Cambon et al.,
2006)[117]

Training refers to the knowledge and experi-
ence imparted to the personnel by
the utility. Training includes train-
ing courses’ content, the training
courses’ scheduling, and the train-
ing frequency.

(Groth, 2009)
[121]
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Training refers to training that personnel re-
ceive to perform their tasks. This
consideration includes personnel’s
work-related experience, whether
they have been trained on the type
of the event, and the amount of time
passed since training and training on
the specific systems involved in the
event. It is expected that adequate
training is required for professional
staff.

(Xing et al.,
2021)[45]

Training review training documentation and
training records to assess the
adequacy of the training pro-
gram for the tasks related to the
event.Interview training department
personnel. Discuss specific prob-
lems with worker/supervisor knowl-
edge and skills identified during in-
terviews with workers and supervi-
sors.

(Paradies et al.,
1993)[123]

Adequacy
of training
and experi-
ence

The level and quality of training pro-
vided to operators as familiarization
with new technology, refreshing old
skills, etc. It also refers to the level
of operational experience.

(Hollnagel,
1998)[20]

Training/competencerefers to the training and compe-
tence that is necessary for the op-
erating personnel to carry out their
jobs without causing any leaks. This
covers both general system knowl-
edge and specific skills required for
operational and maintenance tasks

(Øien,
2001)[120]
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Direct Su-
pervision

Direct su-
pervision

Direct supervision serves as the link
between management and the team
members. The direct supervisor can
be seen as a member of the team,
albeit a member with additional au-
thority and responsibility.

(Groth,
2009)[121]

supervision First or second-line managers of pro-
duction/maintenance works, includ-
ing preparation and supervision dur-
ing work.

(Paradies et al.,
1993)[123]

User-
unfriendliness
(apparatus,
system,
etc.)

Ergonomic A user-friendly and ergonomically
responsible interface in all life-cycle
phases

(Hale,
2003)[118]

Human
system
interface

The Human-System Interface PSF
covers how information is commu-
nicated between humans and ma-
chines.

(Groth,
2009)[121]

Human
machine
interface

refers to indications (e.g., displays,
indicators, labels) and controls used
by personnel to execute actions on
systems

(Xing et al.,
2021)[45]

Human
system
interface

Refers to the ways and means of in-
teraction between the crew and the
system. This PIF covers the qual-
ity (usability, ergonomics, physical
access, etc.) of the HSI regarding
system output and the crew’s input.

(Ekanem et al.,
2016)[44]
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Adequacy
of MMI
and op-
erational
support

The Man-Machine Interface gener-
ally includes the information avail-
able on control panels, computer-
ized workstations, and operational
support provided by specifically de-
signed decision aids.

(Hollnagel,
1998)[20]

Human en-
gineering

Criteria that support reliable human
performance and will result in peo-
ple doing tasks in a consistently
correct manner.Including human-
machine interface, labels less than
adequate, arrangement/placement,
instrument/displays less than ade-
quate, controls less than adequate,
monitoring alertness less than ade-
quate, and unit differences.

(Paradies et al.,
1993)[123]



Appendix B

Data for IDDA

B.1 Basic information of case study teams

Team 1: The Chemical Plant Tank Maintenance Team owns the spherical tank and
will inspect and provide the working conditions. 1. They usually have an electricity
permit management system, fixed organization structure, and staff. 2. They most
of the time need to work in the field of chemical storage equipment area. 3. They
usually provide good state sufficient equipment and tools to workers. 4. They always
have printed procedures and temporary project plans with schedule arrangements.
5. Usually, workers in the team need to do different tasks simultaneously. 6. The
workers in this team usually have adequate time to perform the task. 7. They usually
work during the daytime. 8. They always receive regular training in the plant 9. They
usually have good communication within the team and acceptable communication
with other teams.

Team 2: Scaffold Building Team, which needs to build the scaffold for the others
to access the spherical tank area. 1. They usually temporarily team and staff, haired
and supervised by a chemical plant. 2. Most of the time, they work inside the
spherical tank as a confined space. 3. They usually provide good state sufficient
equipment and tools to workers. 4. They sometimes have printed procedures
but no detailed project plans. 5. Sometimes, workers in the team need to do
different tasks simultaneously. 6. The workers in this team sometimes have adequate
time to perform the task. 7. They usually work during the daytime. 8. They
always receive temporary training from the plant and have the required certificate for
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working. 9. They usually have good communication within the team and acceptable
communication with other teams.

Team 3: Polish Workers Team, which needs to polish the weld joints of the tank.
1. They usually temporarily team and staff, haired and supervised by a chemical
plant. 2. they usually work inside the spherical tank in a confined space under
high noise. 3. They usually provide good state sufficient equipment and tools to
workers. 4. They usually have no procedures or detailed project plans but have
the required polish quality criteria. 5. Sometimes, workers in the team need to
do different tasks simultaneously. 6. The workers in this team sometimes have
adequate time to perform the task. 7. They usually work during the daytime. 8. They
always receive temporary training from the plant and have the required certificate for
working. 9. They usually have good communication within the team and sometimes
less acceptable communication with other teams.

Team 4: Full Manual Technician Team, which must perform the fully manual
magnetic particle inspection inside the tank. 1. They belong to a government
institute; the team has a temporary organizational structure and staff. They deliver
the requirements to front-line technicians efficiently and orally. 2. most of the time,
work inside the spherical tank as a confined space, 3. They always provide good state
sufficient equipment and tools to workers. 4. They usually have printed procedures
and project plans with schedule arrangement, but not so detailed. 5. Always, workers
in the team do not need to do different tasks simultaneously. 6. The workers in this
team usually have adequate time to perform the task. 7. They always work during
the daytime. 8. They always receive regular training at the institute, temporary
training from the plant, and have the required certificate for inspection work. 9. They
usually have good communication within the team and good communication with
other teams.

Team 5: Human-Robot Collaborative Technician Team, which needs to perform
both the polish and magnetic work with robot and human monitoring. 1. They belong
to a government institute; the team has a temporary organizational structure and
staff. They deliver the requirements to front-line technicians efficiently and orally.
2. They sometimes need to work in the field of chemical storage equipment area
for robot settings. Mostly, they work in the control room. 3. They always provide
good state sufficient equipment and tools to workers. But the robots are in the early
use stage and, therefore, may have some problems that need to be fixed. 4. They
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usually have some printed procedures and project plans with schedule arrangements,
but not so detailed. However, some robot-related procedures are not well-detailed
and developed. 5. Occasionally, workers in the team need to do different tasks at
the same time. 6. The workers in this team usually have adequate time to perform
the task. 7. They always work during the daytime. 8. They always receive regular
training at the institute and temporary training from the plant to have the required
certificate for inspection work. However, their experience with robot settings and
control is acceptable but not high. 9. They usually have good communication within
the team and good communication with other teams.
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B.2 Task analysis

Table B.1 A list of subtasks and dependencies for the FM inspection process

NO. Subtasks Actor Location Failure mode Input Output D W O

1.1 Make the inspection plan Technician supervisor1 Office room P2 Plan
1.2 Check the inspection plan Technician supervisor2 Office room O2,I1 1.1 Plan *
1.3 Insert the blind disc Plant Operator1 Outside tank E1 Isolated state
1.4 Check the isolation Plant Operator2 Outside tank O2,I1 1.3 Isolated state *
1.5 Electricity environment setting Plant Operator1 Manhole E3 Electricity environment *
1.6 Start and keep venting for 3 days Plant Operator1 Manhole E2 Ventilation finished *
1.7 Take the air sample Plant Operator1 Manhole E1 Air sample
1.8 Test the air concentration Plant lab Plant lab E1 1.7 air component concentrate *
1.9 Perform the safety training Plant safety manager Outside tank E5 Trained operators
2.1 Check all materials and tools availability Construction supervisor1 Outside tank E5 Qualified tools
2.2 Wear PPE Construction team1 Outside tank E5 Protected state
2.3 Test the air concentration Construction supervisor1 Manhole E1 2.1 Air component concentrate
2.4 Enter the tank with a gas detector Construction team1 Outside tank E5 2.2,2.3 * *
2.5 Climb up ladder Construction team1 Manhole E3 2.2 * *
2.6 Build the scaffold Construction team1 Manhole E1 2.2 Scaffold * *
2.7 Handoff to next shift after two hours Construction team1 Manhole E2 * *
2.8 Check scaffold quality Construction supervisor1-2 Inside tank O2,I1 2.6 Scaffold qualified *
2.9 Cross-check scaffold quality Plant safety manager Inside tank O2,I1 2.8 *
3.1 Check all materials and tools availability Polish supervisor1 Outside tank E5 Qualified tools
3.2 Wear PPE Polish team1 Outside tank E5 Protected state
3.3 Test the air concentration Polish supervisor1 Manhole E1 3.1 Air component concentrate
3.4 Enter the tank with a gas detector Polish team1 Outside tank E5 3.2,3.3 * *
3.5 Climb up ladder Polish team1 Manhole E3 2.9 * *
3.6 Build the scaffold Polish team1 Manhole E1 Scaffold * * *
3.7 Handoff to next shift after two hours Polish team1 Manhole E2 * * *
3.8 Check scaffold quality Polish supervisor1-2 Inside tank O2,I1 3.6 Polished joints qualified * * *
3.9 Cross-check scaffold quality Plant safety manager Inside tank O2,I1 3.8 Polished joints qualified * * *
4.1 Check all materials and tools availability Technician supervisor1 Outside tank E5 Qualified tools *
4.2 Perform magnetic liquid sensitivity test Technician team1 Outside tank E5 Qualified material * *
4.3 Wear PPE Technician team1 Manhole E5 4.1 Protected state
4.4 Test the air concentration Technician supervisor1 Manhole E1 4.1 Air component concentrate
4.5 Enter the tank with a gas detector Technician team1 Inside tank E5 4.4 * *
4.6 Climb up ladder Technician team1 Inside tank E3 2.11 * *
4.7 Spray the liquid toward the weld joint Technician1 Inside tank E3 3.11 Wet weld joints * * *
4.8 Magnetic with X posture Technician1 Inside tank E1 4.7 Magnetic patterns * * *
4.9 Irradiate with UV light and identify a crack Technician1 Inside tank O2,I2 4.8 Marked cracks * * *

4.10 Mark the crack Technician1 Inside tank E3
4.11 Handoff to next shift after two hours Technician team1 Inside tank E2 * * *
4.12 Check identified cracks Technician supervisor1-2 Inside tank O2,I1 Confirmed cracks * * *
5.1 Check all materials and tools availability Construction supervisor1 Outside tank E5 Qualified tools
5.2 Wear PPE Construction team1 Outside tank E1 5.1 Protected state
5.3 Test the air concentration Construction supervisor1 Manhole E1 5.1 Air component concentrate
5.4 Enter the tank with a gas detector Construction team1 Outside tank E5 5.3
5.5 Climb up ladder Construction team1 Manhole E3 * *
5.6 Build the scaffold Construction team1 Manhole E3 * *
5.7 Handoff to next shift after two hours Construction team1 Inside tank E2 * * *
6.1 Detect the low O2 alarm Operators Manhole O3,I1 *
6.2 Perform rescue procedures Plant safety manager Outside tank P2,E2 1.4 *
6.3 Check inside members are safe every 15min Plant safety manager Outside tank E5
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Table B.2 A list of subtasks and dependencies for the HRT inspection process

NO. Subtasks Actor Location Failure mode Input Output D W O

1.1 Make the inspection plan Technician supervisor1 Office room P2 Plan
1.2 Check the inspection plan Technician supervisor2 Office room O2,I1 1.1 Plan *
1.3 Insert the blind disc Plant Operator1 Outside tank E1 Isolated state
1.4 Check the isolation Plant Operator2 Outside tank O2,I1 1.3 Isolated state *
1.5 Electricity environment setting Plant Operator1 Manhole E3 Electricity environment *
1.6 Start and keep venting for 3 days Plant Operator1 Manhole E2 Ventilation finished *
1.7 Take the air sample Plant Operator1 Manhole E1 Air sample
1.8 Test the air concentration Plant lab Plant lab E1 1.7 air component concentrate *
1.9 Perform the safety training Plant safety manager Outside tank E5 Trained operators
2.1 Check all materials and tools Technician1-2 Outside tank E5 Qualified tools *
2.2 Wear PPE Technician1-4 Outside tank E5 2.1 Protected state
2.3 Test the air concentration Technician1 Manhole E1 2.1 Air component concentrate
2.4 Enter the tank with a gas detector Technician1-2 Manhole E5 2.3 *
2.5 Connect the robot with electricity Technician1-2 Manhole E3 Robot with electricity *
2.6 Climb the ladder and at the manhole Technician3-4 Tank outside surface E3 *
2.7 Connect the polish robot with a safety rope Technician3-4 Manhole E1 Robot protected *
2.8 Set the polish robot parameters Technician1-2 Outside tank O2,E3 Robot set *
2.9 Start and monitor the polish robot Technician1-2 Office room O2,I1 Robot started * *
2.10 Handoff to next shift after two hours Technician1-2 Office room E2
2.11 Polish robot moves along the weld joint Polish robot Inside tank E1 * *
2.12 Polish robot polishes with proper force Polish robot Inside tank E1 Polished joints * *
2.13 Polish robot videos of the Polish process Polish robot Inside tank O3 Video record * *
2.14 Recovery from the wrong situation Technician1-2 Office room O2,I1,P2,E3 2.13,2.14,2.15 *
2.15 Detect the iron pieces cumulated in time Technician team Manhole O3 3.8 Robot cleaned *
3.1 Check all materials and tools Technician3-4 Outside tank E5 Qualified tools *
3.2 Wear PPE Technician1-4 Outside tank E5 3.1 Protected state
3.3 Test the air concentration Technician1-4 Manhole E1 3.1 Air component concentrate
3.4 Enter the tank with a gas detector Technician1-2 Manhole E5 3.3 *
3.5 Connect the robot with electricity Technician1-2 Manhole E3 Robot with electricity *
3.6 Climb the ladder and at the manhole Technician3-4 Tank outside surface E3 *
3.7 Connect the magnetic robot with a safety rope Technician3-4 Manhole E1 Robot protected *
3.8 Set the magnetic robot parameters Technician3-4 Inside tank O2,E3 Robot set * *
3.9 Start and monitor the magnetic robot Technician1-2 Office room O2,I1 Robot started * *
3.10 Handoff to next shift after two hours Technician1-2 Office room E2
3.11 Magnetic robot moves along the weld joint Magnetic robot Inside tank E1 * *
3.12 Magnetic robot magnetics with proper speed Magnetic robot Inside tank E1 Magnetic joints * *
3.13 Magnetic robot videos of the magnetic process Magnetic robot Inside tank O3 Video record * *
3.14 Recovery from the wrong situation Technician1-2 Office room O2,I1,P2,E3 3.13,3.14,3.15 *
3.15 Magnetic robot identifies a crack Magnetic robot Inside tank O2,I2 2.14,3.14 Identified crack *
3.16 Magnetic robot sends an alarm Magnetic robot Inside tank E5 Crack alarm *
3.17 Detect the alarm Technician Team Office room O2,I1 3.17 Acknowledged alarm *
3.18 Confirm/deny the crack Technician Team Office room O2,I1 3.16 Confirmed/denied crack *
4.1 Detect the low O2 alarm Plant safety manager Outside tank O2 Acknowledged alarm
4.2 Perform rescue procedure Plant safety manager Outside tank P2,E2 1.4 *

B.3 Input file of IDDA for FM process

! Task 1 Prepare and Authorise the Work

101 1, 0, 1., 102 132,’ The spherical tank inside is empty and purged ’ ’ Yes’
’No’

L 101 1, 132 1

102 1, 0.00192, 1., 103 110,’ Insert the blind disc ’ ’Yes’ ’No’

110 1,0.025,1., 103 111, ’Recovery’ ’ Yes ’ ’No ’
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L 110 1, 111, 1

111 1, 0, 1., 103 103,’ Leak LPG into the spherical ’ ’No’ ’ Yes ’

A 111 1, 103 115 115

A 111 1, 105 120 120

L 111 1, 120 1

103 1, 0, 1., 104 104,’ Open the manhole ’ ’Yes’ ’No’

115 1,0.00768,1., 116 116, ’Ignition source’ ’No’ ’Yes’

L 115 1, 116 1

116 1,0,1., 104 131, ’Flash Fire burnt the operator’ ’No’ ’Yes’

L 116 1, 131 1

104 1, 0.000032, 1., 105 131, ’Set up electricity environment get shocked ’ ’ No ’
’ Yes ’

L 104 1, 131 1

105 1, 0.000192, 1., 106 106,’ Venting with venting machine for more than 3
days’ ’Yes’ ’No’

L 105 1, 106 1

120 1,0,1., 106 132 ’LPG Release’ ’No’ ’Yes’

L 120 1, 132 1

106 1, 0, 1., 107 121 ’The inside air is safe’ ’Yes’ ’No’

121 1, 0.00192, 1., 122 122,’ Take inside air samples and test’ ’Yes’ ’No’

L 121 1, 122 1

122 1, 0.0306, 1., 124 124,’ Get the correct test result’ ’Yes’ ’No’

L 122 1, 124 1

124 1, 0, 1., 107 107,’ Re-venting’ ’ Yes ’ ’ No ’

A 124 1, 135 * 210

L 124 0, 133 1

107 1, 0.025, 1., 131 108,’ Safety manager authorizes the inside work’ ’Yes’ ’No’
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108 1, 0.05, 1., 131 131,’ Task proceeding’ ’Stop’ ’Proceeding without the
permit’

L 108 1, 132 1

L 108 0, 133 1

131 1,0,1., 132 132, ’ T1 Occupation accident’ ’No’ ’Yes’

L 131 1, 135 1

L 131 1, 1001 1

A 131 1, 135 * 1001

132 1,0,1., 133 133, ’ T1 Process accident’ ’No’ ’Yes’

L 132 1, 135 1

L 132 1, 1002 1

A 132 1, 135 * 1001

133 1,0,1.,134 134, ’ T1 Delay’ ’No’ ’Yes’

L 133 1, 135 1

L 133 1, 1003 1

134 1,0,1.,135 135, ’ T1 Wrong Result’ ’No’ ’Yes’

L 134 1, 135 1

L 134 1, 1004 1

135 1,0,1., 201 201, ’ T1 Failure’ ’No’ ’Yes’

L 135 1, 1005 1

! Task 2 Construction team building scaffold 210 1, 0.0724,1.,201 211, ’ Testing
before enter the tank using multi-gas detector ’ ’Yes’ ’No’

L 210 0, 233 1

211 1, 0.00768,1.,212 231, ’ Enter the tank wearing oxygen aid and toxic-prevent
equipment’ ’Yes’ ’No’ ! Occupation accident

L 211 1, 231 1
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212 1, 0.00768,1.,201 232, ’ Enter the tank wearing electrostatic-prevent cloth
and shoes’ ’Yes’ ’No’ ! Process accident

L 212 1, 232 1

201 1, 0.05, 1., 202 213, ’ building inside for less than 15 min and in turn’ ’ Yes’
’ No’

L 201 1, 213 1

213 1, 0, 1., 202 220, ’Low O2’ ’ No’ ’ Yes’

220 1, 0.0001, 1., 221 221, ’ O2 gas alarm warning’ ’ Yes’ ’ No’

L 220 1, 222 1

221 1, 0.000128, 1., 202 222, ’ Get out of the tank in time’ ’ Yes’ ’ No’

L 221 1, 222 1

222 1, 0, 1., 202 231, ’Suffocation ’ ’No’ ’Yes’

L 222 1, 231 1

202 1, 0.000128, 1., 203 223, ’Object fall down or Personnel Fall’ ’No’ ’Yes’

L 202 1, 231 1

L 202 1, 233 1

223 1, 0.00768, 1., 231 231, ’Wearing safety helmet and rope’ ’Yes’ ’No’

L 223 1, 231 1

203 1, 0.000768, 1., 231 224, ’Build scaffold stable’ ’Yes’ ’No’ ! delay

L 203 1, 233 1

224 1, 0.05, 1., 231 225, ’Self check the scaffold’ ’Yes’ ’No’

225 1, 0.05, 1., 231 231, ’Authority check the scaffold’ ’Yes’ ’No’

L 225 1, 301 1

231 1,0,1., 232 232, ’ T2 Occupation accident’ ’No’ ’Yes’

L 231 1, 235 1

L 231 1, 1001 1

A 231 1, 235 * 1001
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232 1,0,1., 233 233, ’T2 Process accident’ ’No’ ’Yes’

L 232 1, 235 1

L 232 1, 1002 1

A 232 1, 235 * 1001

233 1,0,1.,234 234, ’ T2 Delay’ ’No’ ’Yes’

L 233 1, 235 1

L 233 1, 1003 1

234 1,0,1.,235 235, ’ T2 Wrong Result’ ’No’ ’Yes’

L 234 1, 235 1

L 234 1, 1004 1

235 1,0,1., 301 301, ’ T2 Failure’ ’No’ ’Yes’

L 235 1, 1005 1

! Task 3 Inspection team Polishing Weld Joints

301 1,0,1., 302 302, ’Climbing up the scaffold’ ’Yes’ ’Fall’

L 301 1, 331 1

302 1,0.05,1., 303 310, ’Polishing for less than 15min in turn with sander tool’
’Yes’ ’No’

L 302 1, 310 1

310 1, 0, 1., 303 320, ’Low O2’ ’ No’ ’ Yes’

320 1, 0.0001, 1., 321 321, ’ O2 gas alarm warning’ ’ Yes’ ’ No’

L 320 1, 322 1

321 1, 0.000064, 1., 303 322, ’ Get out of the tank in time’ ’ Yes’ ’ No’

L 321 1, 322 1

322 1, 0, 1., 303 331, ’Suffocation ’ ’No’ ’Yes’

L 322 1, 331 1

303 1, 0.000064, 1., 304 323, ’Object fall down or Personnel Fall’ ’No’ ’Yes’

L 303 1, 331 1
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L 303 1, 333 1

323 1, 0.00384, 1., 331 331, ’Wearing safety helmet and rope’ ’Yes’ ’No’

L 323 1, 331 1

304 1,0.000384 , 1., 305 331, ’Spark from polish hurt eyes’ ’No’ ’Yes’

L 304 1, 331 1

305 1, 0.000384, 1., 331 306, ’Polished weld joint qualified’ ’ Yes ’ ’No’

L 305 1, 333 1

306 1,0.05 , 1., 307 307, ’Check Polished weld joint qualified’ ’ Yes ’ ’No’

L 306 1, 334 1

307 1, 0.000384,1., 331 331, ’Get hurt by sander tool’ ’No’ ’Yes’

L 307 1, 331 1

331 1,0,1., 332 332, ’ T3 Occupation accident’ ’No’ ’Yes’

L 331 1, 335 1

L 331 1, 1001 1

A 331 1, 335 * 1001

332 1,0,1., 333 333, ’T3 Process accident’ ’No’ ’Yes’

L 332 1, 335 1

L 332 1, 1002 1

A 332 1, 335 * 1001

333 1,0,1.,334 334, ’ T3 Delay’ ’No’ ’Yes’

L 333 1, 335 1

L 333 1, 1003 1

334 1,0,1.,335 335, ’ T3 Wrong Result’ ’No’ ’Yes’

L 334 1, 335 1

L 334 1, 1004 1

335 1,0,1., 401 401, ’ T3 Failure’ ’No’ ’Yes’
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L 335 1, 1005 1

! Task 4 Inspection team performs the magnetic inspection

401 1,0,1., 406 406, ’Climbing up the scaffold’ ’Yes’ ’Fall’

406 1,0.05,1., 402 410, ’Inspection for less than 15min and in turn’ ’Yes’ ’No’

L 406 1, 410 1

410 1, 0, 1., 403 420, ’Low O2’ ’ No’ ’ Yes’

420 1, 0.001, 1., 421 422, ’ O2 gas alarm warning’ ’ Yes’ ’ No’

L 420 1, 422 1

421 1, 0.000064, 1., 402 422, ’ Get out of the tank in time’ ’ Yes’ ’ No’

L 421 1, 422 1

422 1, 0, 1., 403 431, ’Suffocation ’ ’No’ ’Yes’

L 422 1, 431 1

403 1,0.000384,1., 402 402, ’ Magnetic with the instrument according to the
standard posture and time’ ’No’ ’Yes’

L 403 1, 434 1

402 1,0.000064,1., 404 404, ’ Spray fluorescence magnetic liquid towards the
weld joints’ ’Yes’ ’No’

L 402 1, 434 1

404 1,0.000384,1., 405 405, ’ Irradiate the weld with ultraviolet rays in time’
’No’ ’Yes’

L 404 1, 434 1

405 1,0.050064,1., 407 407, ’ Identify and Mark the crack correctly’ ’Yes’ ’No’

L 405 1, 434 1

407 1, 0.000064, 1., 408 423, ’Object fall down or Personnel Fall’ ’No’ ’Yes’

L 407 1, 431 1

L 407 1, 433 1

423 1, 0.00384, 1., 431 431, ’Wearing safety helmet and rope’ ’Yes’ ’No’
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L 423 1, 431 1

408 1, 0.000384 , 1., 431 431, ’ ultraviolet rays hurt eyes’ ’No’ ’Yes’

L 408 1, 431 1

431 1,0,1., 432 432, ’ T4 Occupation accident’ ’No’ ’Yes’

L 431 1, 435 1

L 431 1, 1001 1

A 431 1, 435 * 1001

432 1,0,1., 433 433, ’T4 Process accident’ ’No’ ’Yes’

L 432 1, 435 1

L 432 1, 1002 1

A 432 1, 435 * 1001

433 1,0,1.,434 434, ’ T4 Delay’ ’No’ ’Yes’

L 433 1, 435 1

L 433 1, 1003 1

434 1,0,1.,435 435, ’ T4 Wrong Result’ ’No’ ’Yes’

L 434 1, 435 1

L 434 1, 1004 1

435 1,0,1., 1001 1001, ’ T4 Failure’ ’No’ ’Yes’

L 435 1, 1005 1

1001 1,0,1., 1002 1002, ’Occupation accident’ ’No’ ’Yes’

1002 1,0,1., 1003 1003, ’Process accident’ ’No’ ’Yes’

1003 1,0,1., 1004 1004, ’Delay’ ’No’ ’Yes’

1004 1,0,1., 1005 1005, ’Wrong Result’ ’No’ ’Yes’

1005 1,0,1., 0 0, ’Failure ’ ’No’ ’Yes’
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B.4 Input file of IDDA for HRT process

! Task 1 Prepare and Authorise the Work

101 1, 0, 1., 102 132,’ The spherical tank inside is empty and purged ’ ’ Yes’
’No’

L 101 1, 132 1

102 1, 0.00192, 1., 103 110,’ Insert the blind disc ’ ’Yes’ ’No’

110 1,0.025,1., 103 111, ’Recovery’ ’ Yes ’ ’No ’

L 110 1, 111, 1

111 1, 0, 1., 103 103,’Leak LPG into the spherical ’ ’No’ ’ Yes ’

A 111 1, 103 115 115

A 111 1, 105 120 120

L 111 1, 120 1

103 1, 0, 1., 104 104,’Open the manhole ’ ’Yes’ ’No’

115 1,0.00768,1., 116 116, ’Ignition source’ ’No’ ’Yes’

L 115 1, 116 1

116 1,0,1., 104 131, ’Flash Fire burnt the operator’ ’No’ ’Yes’

L 116 1, 131 1

104 1, 0.000032, 1., 105 131,’Set up electricity environment get shocked ’ ’ No ’
’ Yes ’

L 104 1, 131 1

105 1, 0.000192, 1., 106 106,’ Venting with venting machine for more than 3
days’ ’Yes’ ’No’

L 105 1, 106 1

120 1,0,1., 106 132 ’LPG Release’ ’No’ ’Yes’

L 120 1, 132 1

106 1, 0, 1., 107 121 ’The inside air is safe’ ’Yes’ ’No’

121 1, 0.00192, 1., 122 122,’ Take inside air samples and test’ ’Yes’ ’No’
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L 121 1, 122 1

122 1, 0.0306, 1., 124 124,’ Get the correct test result’ ’Yes’ ’No’

L 122 1, 124 1

124 1, 0, 1., 107 107,’ Re-venting’ ’ Yes ’ ’ No ’

A 124 1, 135 * 210

L 124 0, 133 1

107 1, 0.025, 1., 131 108,’ Safety manager authorizes the inside work’ ’Yes’ ’No’

108 1, 0.05, 1., 131 131,’ Task proceeding’ ’Stop’ ’Proceeding without the
permit’

L 108 1, 132 1

L 108 0, 133 1

131 1,0,1., 132 132, ’ T1 Occupation accident’ ’No’ ’Yes’

L 131 1, 135 1

L 131 1, 1001 1

A 131 1, 135 * 1000

132 1,0,1., 133 133, ’ T1 Process accident’ ’No’ ’Yes’

L 132 1, 135 1

L 132 1, 1002 1

A 132 1, 135 * 1000

133 1,0,1.,134 134, ’ T1 Delay’ ’No’ ’Yes’

L 133 1, 135 1

L 133 1, 1003 1

134 1,0,1.,135 135, ’ T1 Wrong Result’ ’No’ ’Yes’

L 134 1, 135 1

L 134 1, 1004 1

135 1,0,1., 201 201, ’ T1 Failure’ ’No’ ’Yes’

L 135 1, 1005 1
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! Task 2 Inspection team Polishing Weld Joints with robot

210 1, 0.17,1.,201 211, ’ Testing before enter the tank using multi-gas detector ’
’Yes’ ’No’

211 1, 0.024,1.,212 231, ’ Enter the tank wearing oxygen aid and toxic-prevent
equipment’ ’Yes’ ’No’ ! Occupation accident L 211 1, 231 1

212 1, 0.024,1.,201 232, ’ Enter the tank wearing electrostatic-prevent cloth and
shoes’ ’Yes’ ’No’ ! Process accident L 212 1, 232 1

201 1,0.17,1., 202 202, ’Testing the robot with sample weld joint’ ’Yes’ ’No’ L
201 1, 234 1

202 1,0.0004,1., 206 206, ’Locate the p-robot on the weld joint’ ’Yes’ ’No’ L
202 1, 233 1

206 1,0.00000132,1., 207 216, ’p-robot move along the joints’ ’Yes’ ’No’ L 206
1, 233 1

216 1, 0.07740032,1., 207 207 , ’recovery the situation outside the tank’ ’Yes’
’No’ L 216 1, 234 1

207 1,0.00000102 , 1., 208 219, ’Polished weld joint qualified’ ’ Yes ’ ’No’

219 1,0.1, 1., 208 208, ’Check Polished weld joint qualified’ ’ Yes ’ ’No’

L 219 0, 233 1

L 219 1, 234 1

208 1,0.0024 , 1., 220 220, ’Clean the iron pieces in time’ ’ Yes ’ ’No’

L 208 1, 220 1

220 1,0.00000002 , 1., 230 221, ’p-robot fall down’ ’ Yes ’ ’No’

221 1,0.0024, 1., 230 230, ’the p-robot locked with protect rope’ ’Yes’ ’No’

L 221 1, 230 1

230 1,0,1., 231 231, ’ T2 robot or tank damaged’ ’No’ ’Yes’

L 230 1, 235 1

L 230 1, 1000 1

A 230 1, 235 * 1000
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231 1,0,1., 232 232, ’ T2 Occupation accident’ ’No’ ’Yes’

L 231 1, 235 1

L 231 1, 1001 1

A 231 1, 235 * 1000

232 1,0,1., 233 233, ’T2 Process accident’ ’No’ ’Yes’

L 232 1, 235 1

L 232 1, 1002 1

A 232 1, 235 * 1000

233 1,0,1.,234 234, ’ T2 Delay’ ’No’ ’Yes’

L 233 1, 235 1

L 233 1, 1003 1

234 1,0,1.,235 235, ’ T2 Wrong Result’ ’No’ ’Yes’

L 234 1, 235 1

L 234 1, 1004 1

235 1,0,1., 301 301, ’ T2 Failure’ ’No’ ’Yes’

L 235 1, 1005 1

! Task 3 Inspection team performs magnetic inspection with m-robot

301 1,0.17,1., 302 302, ’Testing the sensitivity of m-robot with a sample’ ’Yes’
’No’

L 301 1, 334 1

302 1,0.0004,1., 304 304, ’Locate the m-robot on the weld joint’ ’Yes’ ’No’

L 302 1, 333 1

304 1,0.00000132,1., 305 321, ’M-robot move along the joints’ ’Yes’ ’No’

L 304 1, 334 1

321 1, 0.07740032,1., 305 305 , ’recovery the situation outside the tank’ ’Yes’
’No’

L 321 1, 334 1
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305 1,0.00000154,1., 306 306, ’Spray the fluorescence magnetic liquid’ ’Yes’
’No’

L 305 1, 334 1

306 1,0.01,1., 307 308, ’Detect and Judge as a crack’ ’Correctly’ ’Falsely’

307 1,0.00000032,1., 308 310, ’Stop and send an alarm’ ’Yes’ ’No’

L 307 1, 334 1

308 1,0.1,1., 310 310, ’Confirm the crack’ ’Yes’ ’No’

L 308 1, 334 1

310 1,0.00000002 , 1., 326 326, ’M-robot fall down’ ’ Yes ’ ’No’

326 1,0.0024, 1., 330 330, ’the M-robot locked with protect rope’ ’Yes’ ’No’

L 326 1, 330 1

330 1,0,1., 331 331, ’ robot damage’ ’No’ ’Yes’

L 331 1, 335 1

L 331 1, 1000 1

331 1,0,1., 332 332, ’ T3 Occupation accident’ ’No’ ’Yes’

L 331 1, 335 1

L 331 1, 1001 1

332 1,0,1., 333 333, ’T3 Process accident’ ’No’ ’Yes’

L 332 1, 335 1

L 332 1, 1002 1

333 1,0,1.,334 334, ’ T3 Delay’ ’No’ ’Yes’

L 333 1, 335 1

L 333 1, 1003 1

334 1,0,1.,335 335, ’ T3 Wrong Result’ ’No’ ’Yes’

L 334 1, 335 1

L 334 1, 1004 1

335 1,0,1., 1000 1000, ’ T3 Failure’ ’No’ ’Yes’
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L 335 1, 1005 1

1000 1,0,1., 1001 1001, ’Robot damaged’ ’No’ ’Yes’

1001 1,0,1., 1002 1002, ’Occupation accident’ ’No’ ’Yes’

1002 1,0,1., 1003 1003, ’Process accident’ ’No’ ’Yes’

1003 1,0,1., 1004 1004, ’Delay’ ’No’ ’Yes’

1004 1,0,1., 1005 1005, ’Wrong Result’ ’No’ ’Yes’

1005 1,0,1., 0 0, ’Failure ’ ’No’ ’Yes’
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