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Introduction

“Information is physical”. With this simple logo Rolf Landauer in 1961

[Lan61] gave rise to a revolution in information science. Digital computers

are thermodynamic machines that dissipate energy and produce “mathe-

matical” work [BL85]. Physicists, computer scientists and even biologists

wondered wether there exists a fundamental thermodynamic limit on the

efficiency of these machines. It turned out, after the reversible model of

computation by Fredkin and Toffoli [FT82], that in principle a computer can

work at finite velocity with zero energy dissipation and zero error. Never-

theless Landauer showed that erasing information is an intrinsic dissipative

process and produces entropy.

Since the birth of digital computers, progress in technology permitted to

increase the power and the memory of a calculator. This miniaturization

process has been well represented in the last forty years by the Moore’s

law [Moo65]. Moore’s law states that the number of transistors in a computer

should double every 18 months. However it seems that there is a natural limit

to the miniaturization of integrated circuits: a transistor is not expected to be

constituted by less than one single atom! Furthermore even when transistors

will be built with some hundreds of atoms the fundamental laws of physics

at this nanoscopic level are inherently quantistic and will be very different

from the physics of semiconductors at the macroscopic level. Based on these

arguments, many people believe in the breakdown of Moore’s law.

An alternative to the “classical” model of computation is represented by

“quantum computation”. This is a natural, and maybe necessary, extension
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Introduction

of classical computation when dealing with quantum systems. The first pi-

oneering idea about the use of quantum systems for information tasks came

from Richard Feynman in 1982 [Fey82]. He considered the issue of numeri-

cal simulations of quantum systems. With traditional computers, the com-

putational resources needed (time, memory) grow in general exponentially

increasing the size of the quantum system. Feynman argued that simulating

quantum systems using other quantum systems could have been in principle

more efficient. The universal quantum computer, described by David Deutsch

in 1985 [Deu85], was the quantum generalization of the concept of the uni-

versal Turing machine. A quantum computer is intrinsically more powerful

than its classical counterpart because of some extraordinary features like

superpositions and entanglement which are peculiar of quantum mechanics.

Quantum computation could have stayed as an academic curiosity without

the discovery by Peter Shor in 1994 [Sho94] of an efficient algorithm for

the prime factoring problem. The best classical algorithm for solving this

problem uses a time that grows exponentially with the size of the problem.

The security of public key cryptographic protocols, such as RSA, is based

on this difficulty (see for example [Sin00]). Thus Shor’s algorithm became

immediately famous and gave a thrust to the newborn quantum information

theory (QIT) [NC00,Pre98,BCS04,BEZ00].

Apart from quantum computation, also quantum cryptography and quan-

tum communication are other applications of QIT. Quantum cryptogra-

phy [BB84], proposed in 1984, solves the problem of key distribution nec-

essary for private key cryptography [GRTZ02]. The most striking example

of quantum communication is quantum teleportation [BBC+93] discovered in

1993. Quantum teleportation is the reconstruction over arbitrary distances

of the state of a quantum system.

It is important to stress that entanglement plays a fundamental role in all

these applications of quantum information: the “spooky action at distance”

becomes a necessary and useful resource for exploiting the computational
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Introduction

power of quantum mechanics.

Besides the great interest in the development of the theoretical framework

of quantum information science (the software) a lot of efforts have been

devoted to the physical realization of a quantum computer (the hardware).

Many systems have been proposed for the physical implementation of the

“hardware” of a quantum computer: solid state systems (superconducting

circuits [MSS01], nanotechnology devices based on semiconductors [Kan98]),

atoms and photons in a cavity [RBH01], trapped ions [LBMW03], trapped

neutral atoms [JZ05,MST+04], NMR systems [VC04].

At present, only applications with few qubits, less than ten, have been

realized. The main obstacle to the realization of a many-qubit quantum

computer is the loss of coherence due to the interaction of the quantum

system under control with the environment. This interaction destroys the

quantum coherence of superpositions thus reducing the power of quantum

computation. The process of decoherence [Zur91] has been long discussed

and there have been many attempts to fight its destructive influence on

information. For this reason studying the protection of quantum information

is important for making quantum computation feasible.

Quantum information is not only applications: it is a well established

theoretical framework for studying physics from a modern perspective. In

this context recent interest in aspects common to quantum information and

condensed matter physics [Pre00] has prompted a flourishing activity at the

border of these, until few years ago, well separated disciplines. Among all

the problems addressed so far we mention the recent advances in the Density

Matrix Renormalization Group (DMRG) [Whi92]. A quantum information

analysis of the DMRG algorithm in terms of matrix product states by Vidal

[Vid04, Vid03] leaded to the development of a time dependent version of

DMRG [DKSV04,WF04].

In this thesis we focus on two points: the analysis and development of

methods for protecting quantum information; the study of the ground state
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properties and of the evolution of critical systems by means of the DMRG

algorithm.

Protecting quantum information

Methods to protect quantum information can be distinguished depending on

the control being active or passive.

The best example of an active method is probably Quantum Error Cor-

rection (QEC) [Sho95, Ste96]. QEC is the quantum generalization of the

classical theory of correcting codes (see for example [MS77a]). Usually a

classical error correcting encoding strategy consists in copying in several bits

the information stored in a single bit. This redundancy helps in correct-

ing errors by a majority criterion. QEC uses a similar procedure but using

quantum bits. It is necessary however that the noise effect is low enough for

this protocol to be efficient. By means of fault tolerant quantum computa-

tion [Sho96] it is also possible to set a threshold for the level of noise below

which the computation is sufficiently protected. The threshold theorem states

that if noise is below a certain constant then it is possible to reliably perform

an arbitrary long quantum computation using QEC. This statement implies

that small errors do not accumulate during the computation. Other exam-

ples of active control on decoherence consist in the repeated application of

quantum operations on the qubits. Quantum Zeno effect [MS77b] can be ex-

ploited to preserve the state of a qubit over time. This is achieved measuring

many times the qubit thus preventing it to decay. Recently this concept has

been generalized also for computation with quantum Zeno subspaces [FP02].

Bang-bang methods [VL02] have been borrowed from NMR and adapted for

defeating decoherence.

In the framework of QEC we consider in chapter 2 the evolution of a

quantum memory, i.e. a register of qubits, protected by a QEC procedure

interacting with a spatial correlated bosonic bath. This particular environ-
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ment, inducing an effective interaction between the qubits, is capable of cre-

ating entanglement between them [Bra02]. As usual in QEC protocols one

repeatedly measures and corrects the state of the qubits. While in certain

conditions QEC protects the quantum information stored in the register, in

others the protocol fails to protect information and the qubits can become

entangled. We show that the entanglement creation rate can be amplified

using QEC comparing to the case in which no such protocol is used.

There are also “static” methods in which the computation takes place in a

subspace of the Hilbert space not affected by decoherence. The existence of

decoherence free subspace [ZR97] is guaranteed by symmetry properties of

the environment. When dealing with solid state implementation of a quan-

tum computer, the issue of actively controlling interactions between different

qubits arises. Although it is possible to apply active control schemes to solid

state qubits it would be desirable to avoid external control. Active control

indeed means that the system under consideration is coupled through ex-

ternal gates to the environment thus leading to the loss of coherence. This

requirement can be addressed using a spin network, i.e. an array of spins,

with time independent couplings. The desired protocol is achieved through

the free time evolution of the network and so any external control on the

system is unnecessary. As a consequence the system is more efficiently iso-

lated from the environment. Recently the possibility to implement quantum

communication protocols in spin networks has been put forward (see for ex-

ample [Bos03]). In this proposal the network is a simple 1D Heisenberg spin

chain. This quantum channel allows to transmit a quantum state with high

fidelity. Later Christandl et al. [CDEL04] show how to achieve perfect state

transfer using a modulated linear chain or more complicated graphs. When

implementing this protocol in solid state systems its perfect quality is de-

graded by static disorder in the parameters of the system. We thus make a

careful analysis in chapter 3 of the robustness of the protocol in the presence

of static imperfections. We also find that the output signal of the channel in

time shows a transition from a periodic to a fractal behavior when increasing
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the strength of disorder. It is possible to connect the performance of the pro-

tocol with quantum chaos through the analysis of the level spacing statistics

of the disordered Hamiltonian.

We also use this idea of using spin networks for implementing quantum

cloning (chapter 4). Quantum cloning consists in the imperfect copy of an

unknown quantum state. Wootters and Zurek [WZ82] showed that perfect

quantum cloning is forbidden by the laws of quantum mechanics. It is how-

ever interesting to consider bounds on imperfect quantum cloning because

of its connection with quantum state estimation and the security of quan-

tum cryptography. Using a spin star network, we find that phase covariant

cloning (PCC), in which input states are restricted to the equator of Bloch

sphere, can be realized with fidelities comparable to the optimal bound. Fur-

thermore for the 1 → 2 PCC, that produces two copies of a single input state,

our protocol saturates the optimal bound. We provide a careful analysis of

noise influence in this system and compared it with the case of quantum

gates. For the model of environment considered our method outperforms the

quantum gates method. We study also the effect of static disorder in the

system.

Quantum spin networks, and in particular spin chains represent useful tools

for QIT. However it turns out they are more than that. It is well known fact

that there exists entanglement in the ground state of spin chains described by

common models (Heisenberg, XY ). In chapter 7 we make a proposal to ex-

tract this entanglement by scattering probe particles off the spin chain. The

entanglement extracted can then be used as a resource for QIT. We discuss

several cases (bipartite, multipartite entanglement), we make a quantitative

analysis of the phenomenon and we also propose a scheme to simulate the

process using optical lattices.

Yet another example of strategy to protect information in quantum compu-

tation is to use the adiabatic geometric phase (Berry’s phase [Ber84]) instead

of the “traditional” dynamic phase. Berry’s phase arises during the evolu-
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tion of a quantum system whose Hamiltonian is adiabatically changed in a

periodic fashion changing a set of parameters. If the state of the system

is prepared in an eigenstate of the initial Hamiltonian then after a period

the final state differs from the initial one only for a phase factor. This phase

contains the dynamical phase, proportional to the time integral of the energy

eigenvalue, and a geometrical phase that depends on the loop traversed by the

parameters of the Hamiltonian. The use of geometric adiabatic phase seems

to lead to noise tolerant quantum computation because of its intrinsically ge-

ometrical and adiabatical features. It is thus relevant to analyze the behavior

of Berry’s phase under the effect of environmental noise. This analysis has

been already carried out in various contexts such as classical noise [DCP03],

quantum noise with quantum jumps [CFGSV02] and the master equation ap-

proach [WG03]. In chapter 5 we approach this problem using the Langevin

equations for qubit operators. We analyze the effect of adiabatical evolution

on decay rates and energy shifts. This approach appears to be particularly

transparent and the results are amenable of a geometrical interpretation.

Critical systems

Critical behavior is widespread in physics ranging from low to high en-

ergy physics. In this Thesis we are interested in quantum phase transitions

(QPT) [Sac99]. The transition, occurring at zero temperature, takes place by

changing a parameter of the system Hamiltonian. Close to a QPT correlation

functions diverge showing a universal scaling behavior. The term “univer-

sal” refers to the fact that the properties of the system depend only on its

dimensionality and on the symmetry broken in the ordered phase. Different

systems with the same critical exponents are said to belong to the same class

of universality.

In chapter 6 we study the phase diagram of the 1D spin-1 Bose-Hubbard

model. This consists of a 1D array of potential wells containing spin-1 bosonic

atoms. These are allowed to hop from one site to a neighboring site. Atoms
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on the same site interact with a contact potential and with an antiferromag-

netic interaction. In the plane t − µ, t being the hopping amplitude and µ

being the chemical potential, this system exhibits a rich phase diagram made

of lobes inside which the system is a Mott insulator and outside is a super-

fluid. Until now, due to difficulty in the analytical calculations involved, a

detailed characterization of the phase diagram has been lacking.

We address these problems by means of intensive numerical simulation.

To this end during my PhD I developed a time dependent density matrix

renormalization group (t-DMRG) code.

From the quantum information perspective, it is important to study how

entanglement behave close to a QPT and especially for a critical system.

In critical spin chain models it was found [HLW94] that the entanglement,

measured by the Von Neumann entropy, of a block of spins with the rest of

the chain diverges logarithmically with the size of the block. The prefactor

is proportional to the “central charge” of the underlying conformal field the-

ory (CFT). This has been confirmed for analytically solvable systems (Ising,

XY see for example [VLRK03,JK04,CC04]). For other models, such as the

Heisenberg or the more general critical XXZ, this has been confirmed only

for very small chains [LRV04]. We thus use in chapter 8 the DMRG algorithm

to calculate the von Neumann entropy as function of the length for chains

up to 103 sites long. We also consider the case of disordered spin chains.

In this case we confirm the prediction that the effective central charge is re-

duced by a factor ln 2 with respect to the case without disorder. In chapter

8 we also study the evolution of a XXZ spin chain after a quench of the

anisotropy from a non-critical to a critical value. The result, anticipated for

the Ising model in [CC05], is that the entanglement grows linearly in time

until a saturation value is reached. As for the ground state entanglement we

consider the effect of coupling disorder in the evolution. In this case the be-

havior of entanglement is completely different: it grows very slowly in time,

as a logarithmic function. Since analytically results for the XXZ model are

very demanding, we use the extension to the DMRG algorithm for the time

8
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evolution of long chains [WF04,Vid04].

In Appendix B we review the DMRG algorithm and its extension to t-

DMRG for the evolution of quantum systems.

In chapter 1 we give a brief introduction to Quantum Information theory

highlighting the aspects we consider in this Thesis.

9
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Chapter 1

Quantum Information Theory

Since most of this Thesis is about quantum information theory (QIT) we

provide a short introduction to the main concepts of quantum information

used in the Thesis. For introductions on this topics we refer to the text-

books [NC00,Pre98,BCS04,BEZ00]. We will start in Sec. 1.1 from the basic

concepts, the qubit, quantum gates; then in Sec. 1.2 we will talk about en-

tanglement and how to measure it. Finally in Sec. 1.3 we review the concept

of geometric quantum computation based on the Berry phase.

1.1 Basics of quantum computing

Let us start by defining the basic element of quantum information and com-

putation: the qubit. It is a two level system (the name was coined by B.

Shumacher). A qubit is the quantum generalization of the bit, the unit of

information in the classical information theory. To represent the state of

a qubit there are various ways. Each state of a qubit can be written as a

superoposition of the two computational states |0〉 and |1〉:

|ψ〉 = α|0〉 + β|1〉; (1.1)

where the complex numbers α and β satisfies |α|2 + |β|2 = 1.

Since a qubit is isomorphic to a spin 1/2 particle we can define a very

15



Basics of quantum computing Section 1.1

useful representation that helps to visualize the qubit state. Let us define

two polar angles ϑ and ϕ such that:

α = cos
ϑ

2
(1.2)

β = eiϕ sin
ϑ

2
(1.3)

then state (1.1) can be represented as a unit vector, called Bloch vector, with

polar angle (ϑ;ϕ).

Figure 1.1: The Bloch sphere representation of a quantum state. The vector
represented is the Bloch vector with polar angles (ϑ;ϕ).

This representation is extremely useful when dealing with mixed states.

In this case, given the density matrix of a qubit ρ the Bloch vector ~P has

components:

Px = 〈σx〉ρ = Trρσx (1.4)

Py = 〈σy〉ρ = Trρσy (1.5)

Pz = 〈σz〉ρ = Trρσz (1.6)

and ρ can be rewritten as:

ρ =
1

2

(
1l + ~P · ~σ

)
(1.7)
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The length of the Bloch vector gives information on the “purity” of the state:

if |~P | = 1 the state is pure while for 0 ≤ |~P | < 1 the state is mixed.

We have seen how to represent the state of a qubit. Now we consider the

basic operations on one or more qubits. Let us start with one-qubit quantum

gates, i.e. unitary operations acting on one qubit. The simplest example is

the NOT gate which flips the state of the qubit. This is equivalent to the

Pauli matrix σx:

σx|0〉 = |1〉 (1.8)

σx|1〉 = |0〉 (1.9)

When dealing with quantum circuits it is useful to consider a graphical

representation of the circuit analogously to classical circuits: a qubit is rep-

resented by a wire and a one-qubit gate by a box with a label representing

the corresponding operation. In Fig. 1.2a. it is shown a NOT gate.

a. X b. H

c. Rz(ϕ) d.

control •

target ��������+

Figure 1.2: Examples of circuit representation: a. NOT gate; b. Hadamard
gate; c. Phase gate Rz(ϕ) = eiσzϕ/2; d. CNOT gate.

Notice that the quantum NOT is the generalization of the classical gate

NOT . Quantum mechanics however allows gates without any classical coun-

terpart. Consider, for example, the so-called square root of NOT , that create

a superposition of the computational states:

√
NOT =

1√
2

(
1 1
1 −1

)
(1.10)
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This is also known as the Hadamard gate which is very useful in quantum

algorithms and its representation is given in Fig. 1.2b. Another one-qubit

gate that has no classical counterpart is the phase gate Rz(ϕ) = eiσzϕ/2

(see Fig. 1.2c.) which introduces a phase difference ϕ between the compu-

tational states. Notice that Rz(ϕ) is a rotation of the state vector of an

angle ϕ around the z axis in the Bloch representation. In the same way

we can define rotation around the other two axis x and y: Rx(ϕ) = eiσxϕ/2

and Ry(ϕ) = eiσyϕ/2. A generic one-qubit transformation can be decomposed

in product of rotations around only two non-parallel axis (see for exam-

ple [NC00]).

Among the two-qubits gates, one important example is the controlled-NOT

operation (CNOT ). The circuit representation is shown in Fig. 1.2d. Of the

two input qubits, the top one, is the control and the second is the target.

The result of the gate is to apply a NOT operation to the target when the

control is in state |1〉 and to apply the identity when the control is in state

|0〉. In a matrix representation this is:

CNOT =




1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0


 (1.11)

Notice that in the computational basis this transformation recalls the truth

table of an XOR classical gate. Do not forget however that a quantum

operation can be applied also to superpositions. For example let us apply

the CNOT gate to the control in the (non-normalized) state |0〉+ |1〉 and the

target in the state |0〉. The result is an entangled state |00〉 + |11〉. One can

imagine also other controlled operations, and in principle we can construct

a controlled-U operation where U is a one-qubit gate.

The controlled operations do not exhaust the set of possible two-qubit

gates. In principle one can consider also three-qubit or n-qubit gates. It

turns however out that these operations can be reduced to single and two-

qubit gates due to a theorem demonstrated by Barenco et al. [BBC+95].
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Any quantum operation on n qubits can be approximated with arbitrary

precision using a quantum circuits containing only single qubit gates and

CNOT s. Thus the set of all one-qubit gate plus CNOT form a universal set

of quantum gates. It is not necessary however to use the CNOT operation

since we can substitute it with another “non trivial” two-qubit operation, i.e.

this transformation must be capable of creating entanglement between two

qubits.

Until now we have discussed on qubits and quantum gates that form the

“software” of a quantum computer. Another important research area in

quantum information is to find the proper “hardware” of a quantum com-

puter. A quantum system, to be successfully used for the implementation of

a quantum computer, should fulfill the so called DiVincenzo’s requirements

for quantum computing [DiV97,DiV00]:

1. A scalable physical system with an array of well defined qubits

2. The ability to initialize the system in a simple reference state (for ex-

ample |00 . . . 0〉)

3. The ability to implement a set of universal gates

4. Long decoherence times, compared to the typical gate times

5. The ability to measure the output qubits

In the first part of the Thesis we address the fourth requirement, finding

and analyzing new ways of increasing the decoherence times. For example we

considered quantum error correction in chapter 2, the use of spin networks

in chapters 4 and 3, and the use of geometrical phase in chpater 5.

1.2 Entanglement and how to measure it

Quantum entanglement is one of the central topic of this Thesis (for a more

comprehensive tutorial see [Bru02]) and therefore we briefly recall the main
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properties of entangled states. Let us start defining what is an entangled

state. Suppose we have two quantum systems A and B whose Hilbert spaces

are denoted by HA and HB respectively. A state of the two systems |ΨAB〉 ∈
HA ⊗HB is entangled if it cannot be written as a product state:

|ΨAB〉 6= |ψA〉 ⊗ |ψB〉. (1.12)

If such a product state decomposition exists the state is said to be separable.

Examples of entangled states for two qubits are the four Bell states:

|ψ±〉 =
1√
2

(|01〉 ± |10〉) (1.13)

|φ±〉 =
1√
2

(|00〉 ± |11〉) (1.14)

A simple property of a pure entangled state is that subsystems A and B

taken alone are in a mixed state. For example if we calculate the reduced

density matrix of subsystem A or B for one of the Bell states we obtain a

maximally mixed state for the qubit:

ρA (B) = TrB (A)|ψ+〉〈ψ+| =
1

2

(
1 0
0 1

)
=

1

2
1l (1.15)

From this example it is clear that the more two systems are entangled the

more the reduce density matrix of one or the other subsystem is mixed. Using

this argument we can define a measure of bipartite entanglement for a pure

state called the entanglement entropy:

E(|ΨAB〉) = S(ρA) = −TrA (ρA log2 ρA) (1.16)

where S(ρ) is the Von Neumann entropy that is the analogue of the Shannon

entropy in classical information theory. Notice that throughout this Thesis

we take the logarithm in the entropy to be in base 2 so that entropy and

entanglement are measured in bits. From Eq. (1.16) it is simple to show

that each of the Bell states have entanglement E = 1 which is the maximum

achievable for two qubits. For this reason Bell states are called maximal

entangled states for two qubits.
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Chapter 1 Quantum Information Theory

The Von Neumann entropy is a very useful tool for measuring the entan-

glement by no means restricted to qubits but to every system whose global

state is pure. It is well suited for example for measuring entanglement of

many body systems at zero temperature.

If the global state of systems A and B is not pure the definition of an

entangled state is slightly modified. Let us call ̺AB the global density matrix

of system A and B. Then ̺AB is entangled if it cannot be written as a mixture

of product states:

̺AB 6=
∑

i

pi|ψi
A〉〈ψi

A| ⊗ |ψi
B〉〈ψi

B| (1.17)

where pi form a set of probabilities. Given a density matrix ̺ it is a very

hard to determine if it is entangled or not. While for pure states the mixed-

ness of the reduced density matrix is a necessary and sufficient condition for

entanglement, for mixed state it is not. Though there are some operational

separability criteria that allows one to recognize if a state is separable, these

are only sufficient conditions.

For very special cases, one among all the case of two qubits, there are op-

erational necessary and sufficient separability criteria. One example of these

criteria is the positive partial transpose, also known as the Peres-Horodecki

criterion [Per96,HHH96]: in order to check whether or not a density matrix ̺

is entangled one has to calculate its partial transposition with respect to one

of the two subsystems A or B. So if the expression of ̺ in the computational

basis is:

̺ =
∑

α,β,α′,β′=0,1

̺αβ,α′β′|αβ〉|α′β ′〉 (1.18)

then the partial transposition of ̺ with respect to A is:

̺TA =
∑

α,β,α′,β′=0,1

̺α′β,αβ′|αβ〉|α′β ′〉 (1.19)

The criterion states that if ̺ is separable then ̺TA is semipositive (all its

eigenvalues are not negative) and the converse is true ony for qubits and for

a qubit and a three level system (a qutrit).
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In order to measure the entanglement of a mixed state of two qubits, one

can use the (so-called) concurrence [HW97,Woo98]. For a density matrix of

two qubits ̺ let us define ˜̺
.
= σy ⊗ σyρ

∗σy ⊗ σy and R = ̺ ˜̺. Concurrence is

defined as C = max{0, λ1−λ2−λ3−λ4} where λi are the square roots of the

eigenvalues of R labeled in decreasing order. To get the entanglement in bits

from the value of concurrence there is a simple one-to-one non-decreasing

function:

E = h(
1 +

√
1 − C2

2
); where (1.20)

h(x) = −x log2 x− (1 − x) log2(1 − x). (1.21)

As the entanglement is a monotonic function of concurrence, we will al-

ways consider concurrence to measure the entanglement between two qubits

throughout the Thesis.

Until now we considered whether the state of a bipartite system is entan-

gled or not. It is natural to ask if there exists other forms of entanglement.

In other words, in the case of a tripartite system, is the entanglement be-

tween two of the three parties the more general form of entanglement or is

there a genuine tripartite entanglement? Let us consider the GHZ (after

Greenberger-Horne-Zeilinger [GHZ89]) for three qubits:

|GHZ〉 =
1√
2

(|000〉 + |111〉) (1.22)

This state is not separable, as it cannot be written as the product of three

wave functions, one for each qubits. It is also not biseparable, i.e. the

product of one qubit wave function times a two qubit entangled state. This

example shows that there exists genuine tripartite entanglement. If we trace

out anyone of the three qubits we obtain the reduced density matrix of two

qubits: ρ = 1/2(|00〉〈00|+ |11〉〈11|) which is separable, being the convex sum

of separable states. The GHZ is indeed very fragile under particle losses.

Another example of a state which is not either separable neither biseparable

is the W state:

|W 〉 =
1√
3

(|001〉 + |010〉 + |100〉) (1.23)
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Chapter 1 Quantum Information Theory

Differently from the GHZ state, this state contains some bipartite entangle-

ment: after tracing out one qubit the reduced density matrix of the other

two qubits is entangled.

It is possible to classify states of three qubits that contains genuine mul-

tipartite entanglement, according to their GHZ or W type entanglement. It

has been indeed demonstrated that if a state |ψ〉 can be reduced to |W 〉 with

stochastic local operations and classical communication (SLOCC) and |φ〉
can be reduced to |GHZ〉 with SLOCC then it is impossible to convert |ψ〉
in |φ〉 and viceversa [DVC00]. Moreover we cannot obtain a |W 〉 state from

a |GHZ〉 using LOCC. The inequivalence of this two classes of states allow

one to classify genuine multipartite states. To detect if a state is tripartite

entangled we can use the notion of entanglement witness [HHH96]. A GHZ

witness WGHZ is an Hermitian operator with Tr(WGHZρ) < 0 where ρ is

some GHZ state, and Tr(WGHZρW ) ≥ 0 for all ρW in the set of W states.

An example for a GHZ witness is given by [Bru02]:

WGHZ =
3

4
1l − |GHZ〉〈GHZ| (1.24)

Analogously one can define a W witness which detects W states but has

a non negative expectation value on separable and biseparable states. An

example is given by the following operator:

WW =
2

3
1l − |W 〉〈W | (1.25)

From these considerations it is clear that the notion of an entanglement

measure is ambiguous since we can measure the distance of a state from either

W or GHZ states. In addition the number of inequivalent classes of entangled

states grows when the number of particles is larger than three [DVC00].

1.3 Geometric quantum computation

Berry’s phase arises when a quantum system is subject to a slowly periodic

changing Hamiltonian [Ber84]. Suppose that a quantum system is initially
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in the nth eigenstate of the Hamiltonian at time t = 0 |ψ(0)〉 = |un(0)〉. The

Hamiltonian H(~R(t)) depends on time through its dependence on a set of

parameters ~R. If we change the set of parameters in an adiabatic fashion,

then by virtue of the adiabatic theorem [Mes61] the state of the system

at time t is parallel to the instantaneous corresponding eigenstate |un(t)〉
with eigenenergy En(t). If at time T the parameters return to their initially

configuration then the state of the system will return to its initial state

|ψ(T )〉 = eiδneiγn |ψ(0))〉 apart from a phase factor. Berry [Ber84] showed

that the phase factor is made of two contributions: the dynamical phase1

δn =

∫ T

0

En(t)dt (1.26)

and the geometric phase

γn = i

∫ T

0

〈un(~R)|∇~R|un(~R)〉 · d
~R

dt
dt (1.27)

where the integrand

~An = i〈un(~R)|∇~R|un(~R)〉 (1.28)

is called Berry connection and it is analogous to the vector potential in

electromagnetism. The dynamic and geometric phases have many differences:

δ depends on the energy eigenvalue and on T ; instead γ is independent of this

quantities and depends on the energy eigenstates and on the path traversed

by the set of parameters.

Let us consider as an example a spin one half in an external magnetic field

pointing in the direction n̂ of polar angles (ϑ, ϕ). The Hamiltonian is

H =
1

2
|B|n̂ · ~σ (1.29)

The eigenstates of H are the spin states pointing parallel and antiparallel to

n̂: | ↑n̂〉 and | ↓n̂〉.

The connection has only the ϕ component:

A↑
ϕ = −A↓

ϕ = i〈↑n̂ | ∂
∂ϕ

| ↑n̂〉 =
1

2
cosϑ. (1.30)

1Here and for the rest of the Thesis we set ~ = 1.
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!B

Figure 1.3: The magnetic field ~B adiabatically traverses the loop across
the Bloch sphere. The Berry phase is proportional to the shadowed region
enclosed by the loop.

The accumulated Berry phase for a simple conic path n̂(t) ≡ (ϑ, 2πt/T ) is

given by γ↑ (↓) = ±π cosϑ. For a generic path the Berry phase is proportional

to the solid angle subtended by the path on the Bloch sphere (see Fig. 1.3).

Apart from the general importance of Berry phase in quantum mechanics,

it has been proposed [JVEC00,ZR97,FFP+00,FSF03,DCZ01,EEH+00] to use

the geometric phase to generate quantum gates. A simple one-qubit phase

gate can be obtained with a slow precession of the parameters as discussed

above and, after spin-flip, effectuating the same path backward. This spin-

echo protocol allows one to remove the dynamical phase while doubling the

geometric phase. A controlled phase gate between two spins one half can be

realized by coupling the magnetic moments of the two spins. Let us assume

that the total Hamiltonian is:

H = ~B1 · ~σ1 + ~B2 · ~σ2 + J~σ1 · ~σ2 (1.31)

Now suppose that B1 and B2 are varied in a slowly periodic way as in the case

25



Geometric quantum computation Section 1.3

with one qubit. The effective field experienced by spin 2 is ~Beff = ~B2 + J~σ1

so it depends on the state of spin 1. The Berry phase accumulated by spin 2

is thus dependent on spin 1. Obviously this picture is symmetric in the two

spins so we can write an effective transformation for the two spins:

U =




eiγ↑

0 0 0

0 e−iγ↑

0 0

0 0 eiγ↓

0

0 0 0 e−iγ↓


 (1.32)

Notice that this controlled phase gate can be used instead of the CNOT to

form a set of universal gates.
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Chapter 2

Entanglement production by
quantum error correction in the
presence of correlated
environment

Quantum error correction (QEC) [Sho95,Ste96] is used to perform quantum

information processing in the presence of small errors. These arise for exam-

ple when the qubits interact with the external environment. When QEC was

proposed, the theory of classical correction schemes [MS77a] was already es-

tablished. The simplest example is the repetition code in which every logical

bit is encoded in many physical bits:

0 → 0̃ ≡ 00 . . . 0 (2.1)

1 → 1̃ ≡ 11 . . . 1 (2.2)

Each time an error occurs it can be recognized by a majority criterion and

corrected. In this way if the encoding consists of 2k + 1 physical bits then k

errors can be exactly corrected at most. If the probability of bit flip is p then

the probability of k errors is pk and for small p the probability of having more

than k errors is exponentially small. Shor [Sho95] showed that also QEC is

possible and invented a quantum code for this purpose. Let us consider the

3-qubit repetition code that allows one to correct one bit flip, i.e. |0〉 → |1〉
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and |1〉 → |0〉. The encoding transformation is:

|0̃〉 → |000〉 (2.3a)

|1̃〉 → |111〉 (2.3b)

To see how the protocol works let us consider a superposition of the encoded

states and suppose that an error occurred in the first qubit:

a|0̃〉 + b|1̃〉 = a|000〉 + b|111〉 → a|100〉 + b|011〉 (2.4)

Now the crucial idea behind QEC is to reveal the error, without measuring

each single qubit separately. This is achieved by performing collective mea-

surements on two qubits and thus preserving the quantum superposition. In

the specific case of a state |xyz〉 one has to measure x⊕ y and y⊕ z where ⊕
denotes addition modulo 2. Alternatively one can measure σ1

zσ
2
z and σ2

zσ
3
z .

After the measurement one finds two classical bits that form the syndrome

(x ⊕ y, y ⊕ z). The syndrome indicates if an error has occurred and where.

Thus it can be corrected rotating the corresponding qubit. Notice that dur-

ing this procedure no information is gained about the coefficients a and b so

the superposition is left unchanged. In the example considered the syndrome

is (1, 0) indicating that the first qubit has been flipped.

Shor’s code can be used to correct also phase errors, i.e. |0〉 → |0〉 and

|1〉 → −|1〉. The procedure consists in encoding in a different basis:

|0̃〉 → |000〉x (2.5a)

|1̃〉 → |111〉x (2.5b)

where |0〉x = 2−1/2(|0〉 + |1〉) and |1〉x = 2−1/2(|0〉 − |1〉) are eigenstates of

σx. A phase flip in the |0〉, |1〉 basis is equivalent to a bit flip in the |0〉x, |1〉x.

Remarkably Shor’s code can be used also to correct the combination of the

two errors using two stages of the encoding procedure in the two different

basis.

QEC have been developed to deal with independent errors on individual

physical qubits due to the interaction of each physical qubit with its own
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reservoir. In several physical situations however the presence of correlated

reservoirs [PSE96] can result in non-trivial effects. For example it has been

shown that the interaction of two subsystems with a finite temperature com-

mon bath of harmonic oscillators can, for short times, induce entanglement

between the two subsystems initially in a product state. This is possible

when the environment has some spatial correlations [Bra02], as often occurs

in solid state physics, leading to an effective interaction between the two

subsystems. This effect is also present for noisy baths in the Markovian

regime [BFP03]. The dynamics of the entanglement rate in the presence of

decoherence was also studied [YCW03].

In [Bra02] the model of two qubits interacting with a common boson bath

is studied. In certain conditions the environment can induce a mediated in-

teraction between the qubits even if they are not directly interacting with

each other. The evolution operator of the two qubits system alone, after

tracing out the environment degrees of freedom, results in a CP-map that

contains two terms. The first destroys the coherences and comes from av-

eraging the random phases induced by the environment. The second term,

which is not trivial only when the environment is spatially correlated, induces

a renormalization of the qubits energy. It is this coherent term responsible

for an effective interaction between the qubits leading to the creation of en-

tanglement. This is possible only if the effective coupling between the qubits

is larger than the typical dephasing rate.

QEC in the presence of correlated environments is analyzed in Ref. [AF03].

The authors deal specifically with a quantum memory for which the task is

to preserve the state of the qubit under the influence of external noise. They

derive a quasi-continuos equation for the dissipative evolution of a single

qubit in the presence of QEC. This is done under the assumption of short

delay between two corrections. They also proposed a possible implementation

of the scheme using superconducting qubits [MSS01].

In this chapter we address the issue of the effects of QEC on the entan-
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glement between logical qubits in the presence of a correlated environment.

It is reasonable to expect that the entanglement induced by the correlated

bath between physical qubits will modify the encoded state and therefore

corrected by the QEC procedure as if it were an error. However, when such

entanglement becomes sufficiently large the protocol may not be able to cor-

rect it. It is therefore interesting to study how entanglement is modified by

the application of QEC. In the following we will show that, although QEC is

unable to correct such errors, it can enhance the generation of entanglement

in a pair of logical qubits with respect to the entanglement induced by the

environment on a pair of physical qubits.

2.1 Evolution without QEC

The model we consider in this chapter, the same as in [PSE96], consists of a

register of quantum bits interacting with a common environment, modelled

as a bath of harmonic oscillators. The bath - qubit interaction is described

by the following Hamiltonian

H =
∑

j

σj
zξj(t) (2.6)

where ξj(t) =
∑

m,ω[λj,m(ω)am,ω + h.c.] and σj
x,y,z are the Pauli operators

for qubit j. In the previous expression λj,m(ω) denote the coupling constants

between the jth qubit and the oscillator at frequency ω in the mth bath with

corresponding annihilation (creation) operator am,ω (a†m,ω).

In the following we concentrate our interest on the register dynamics i.e. on

the reduced density operator ρ(t) = TrE [U(t)ρ(0)U †(t)] where TrE denotes

the partial trace performed on the environment degrees of freedom. The

resulting density matrix can be written in a compact form as [AF03]:

ρ(t) = Ξ[Urρ(0)U †
r ] (2.7)
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where Ξ is a map (a super-operator) defined as

Ξ = exp

[
−1

2

∑

j,j′

Γjj′(σ
j
z − σ̄j

z)(σj′

z − σ̄j′

z )

]
. (2.8)

In the above expression we used the convention that a bar over an operator

means that it acts on the density matrix from the right. The coefficients

Γjj′(t) = 〈φj(t)φj′(t)〉, with φj(t) =
∫ t

0
ξj(t

′)dt′, involve correlations of the

bath at different times. Finally the unitary evolution Ur is given by

Ur = exp

[
i
∑

jj′

Vjj′tσ
j
zσ

j′

z

]
(2.9)

where the quantity Vjj′ = 2 Re
∑

m,ω λm,j(ω)λ∗m,j′(ω)/ω is non zero only if the

same reservoir is coupled to different qubits. As we will see in the following,

the unitary operator Ur is responsible for the creation of entanglement, while

the super-operator Ξ describes dephasing of the off diagonal elements and is

present also without spatial correlations of the environment.

As a measure of entanglement between two qubits we use the concurrence

(see Cap. 1). In order to obtain information about the global properties of

the map we consider states with fixed initial concurrence, which are of the

form:

|Ψ〉 = cosϑ|0n10n2〉 + sin ϑ|1n11n2〉 (2.10)

with

|0ni〉 = cos
ϑi

2
|0〉 + sin

ϑi

2
eiϕi |1〉 (2.11)

|1ni〉 = cos
ϑi

2
|1〉 − sin

ϑi

2
e−iϕi |0〉 (2.12)

The concurrence of |Ψ〉 is sin 2ϑ. In the following analysis we possibly average

over the basis chosen for the two qubits. In other words we average over

angles ϑ1, ϑ2, ϕ1, ϕ2. This means that the average of a quantity (for example

concurrence or fidelity) f(ϑ1, ϑ2, ϕ1, ϕ2) is:

f =
1

(4π)2

∫ π

0

sin ϑ1dϑ1

∫ π

0

sinϑ2dϑ2

∫ 2π

0

dϕ1

∫ 2π

0

dϕ2f(ϑ1, ϑ2, ϕ1, ϕ2)

(2.13)
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Since we are dealing with a quantum memory, whose function is to store

a quantum state, it is useful to analyze also the fidelity F of the state of the

qubits at a given time ρ with the initial state |Ψ〉:

F = 〈Ψ|ρ|Ψ〉 (2.14)

Let us now consider the results for the evolution of the two qubits with-

out QEC. For maximally entangled states |φ±〉 = (|00〉 ± |11〉)/
√

2 the con-

currence is C(t) = e−4(Γ11+2Γ12+Γ22) while for |ψ±〉 = (|01〉 ± |10〉)/
√

2 the

concurrence decays as C(t) = e−4(Γ11−2Γ12+Γ22). It is easy to see that if the

environment has special symmetries, for instance if Γij is equal for different i

and j then the subspace spanned by |ψ±〉 is decoherence free [PSE96,ZR97].

Note that the typical decoherence times are of the order of (dΓ/dt)−1. If we

choose |ij〉x, eigenstates of σx as initial states, it is possible to see that the

qubits become entangled if V12 > dΓi/dt. In fact the entanglement oscillates

with a frequency 4V12 and is damped with a rate proportional to dΓi/dt (see

figure 2.1). This is very similar to the results obtained by Braun [Bra02].

0 2 4 6 8 10
t

0

0.2

0.4

0.6

0.8

1

Figure 2.1: Time evolution of fidelity (dashed) and concurrence (solid) be-
tween physical qubits, averaged over initial product states (ϑ = 0), in the
absence of QEC. The time scale is chosen so that V = 1 and Γ(t) ≃ 0.1t

.
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Chapter 2 Quantum Error Correction

2.2 Evolution in the presence of QEC

Let us now introduce a QEC protocol. Since we the environment induces

phase errors we use the encoding procedure described in (2.5).

To calculate the evolution of the density matrix of the two logical qubits in

the presence of QEC let us introduce notations that will be useful in writing

compact expressions. Let |a〉(z,x) = |a1 . . . a6〉(z,x) be a generic state of the

quantum register in terms of eigenstates of σ(z,x) and
∑

a
=
∑

a1...a6=0,1. The

effect of the evolution (2.7) in the basis of eigenstates of σz reads:

ΞUr|a〉z〈b|U †
r = E(a,b)|a〉z〈b| (2.15)

where

E(a,b) = exp

{
− 1

2

∑

jj′

Γjj′
[
(−1)aj − (−1)bj

] [
(−1)aj′ − (−1)bj′

]

+ i
∑

j 6=j′

Vjj′

[
(−1)aj+a′

j − (−1)bj+b′j

]}
(2.16)

The curly braces is made of two terms: the first containing Γjj′ comes from

the super-operator Ξ while the second containing Vjj′ comes from Ur.

The initial density matrix however is written in the basis of eigenstates

of σx because of the encoding. To circumvent this problem first we change

basis to the basis of eigenstates of σz, apply the evolution (2.15) and finally

return to the original basis.

It is possible to change from x to z basis through

|α〉x〈β| =
1

26

∑

a,b

(−1)a·α+b·β|a〉z〈b|. (2.17)

Using (2.17) and (2.15) we may write:

ΞUr|x〉x〈x′|U †
r =

1

212

∑

a,b

∑

α,β

(−1)x·a+x′·bE(a,b)(−1)a·α+b·β|α〉x〈β| (2.18)
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Until now we considered only the free evolution but at time T we measure

the syndrome and apply the correction. After some algebra it is possible to

write a linear relation between ρ(0) and ρC(T ):

ρC(T ) = (z0 + z1σ
1
xσ̄

1
x + z2σ

2
xσ̄

2
x + z12σ

1
xσ

2
xσ̄

1
xσ̄

2
x

+ w0σ
1
xσ

2
x + w∗

0σ̄
1
xσ̄

2
x + w1σ

1
xσ̄

2
x + w∗

1σ̄
1
xσ

2
x)ρ(0) (2.19)

where:

z0 =
∑

a,b

E(a,b)Φ(a,b)

z1 =
∑

a,b

E(a,b)Φ(a,b)(−1)
P

3
i=1

(ai+bi)

z2 =
∑

a,b

E(a,b)Φ(a,b)(−1)
P

6
i=4

(ai+bi) (2.20)

z12 =
∑

a,b

E(a,b)Φ(a,b)(−1)
P6

i=1(ai+bi)

w0 =
∑

a,b

E(a,b)Φ(a,b)(−1)
P6

i=1 ai

w1 =
∑

a,b

E(a,b)Φ(a,b)(−1)
P

3
i=1

ai+
P

6
i=4

bi

and

Φ(a,b) =
1

212

[
1 +

6∑

i=1

(−1)ai+bi +

3∑

i,j=1

(−1)ai+bi+aj+3+bj+3

]
(2.21)

When V T,Γ(T ) ≪ 1, where T is the time interval between two quantum

error corrections, following the same approach of [AF03] we can write the

following master equation for the continuous evolution of the density matrix

of the two logical qubits

dρ

dt
= −(γ1 + γ2)ρ+ γ1σ

1
xρσ

1
x + γ2σ

2
xρσ

2
x (2.22)

where

γi =
2

T

∑

j>j′

(T 2V 2
jj′ + 2Γ2

jj′(T ) + Γjj(T )Γj′j′(T )) . (2.23)
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Chapter 2 Quantum Error Correction

as in Ref. [AF03]. In Eq. (2.22) we have to take j = 1, 2, 3 for i = 1 and

j = 4, 5, 6 for i = 2. The rates γi ≪ dΓij/dt are the same found in [AF03]

for the single qubit case.

Let us now turn our attention to the time evolution of the entanglement

between logical qubits in the presence of QEC. As a first example we consider

the initial state |0̃0̃〉. In this case the only non-vanishing elements at time

t are those in the main diagonal, and they decay exponentially with decay

constants equal to γ1, γ2 and γ1 + γ2. If instead we start with a Bell state

˜|φ+〉 of logical qubits the non-zero elements at time t are those on the two

diagonals. Such state evolves towards an incoherent superposition of two Bell

states whose concurrence decays as C(t) = e−2(γ1+γ2)t and the fidelity with

respect to the initial state is F(t) = 1
2
(1 + e−2(γ1+γ2)t). From these results

it is evident that the fidelity and the concurrence, in the presence of QEC,

decay with the same rate. It is interesting also to see what happens to the

state |̃ij̃〉x. In this case the density operator does not evolve: ρ(t) = ρ(0).

This does not follow from the decoherence free subspace phenomenon but

rather from the fact that QEC freezes the unitary evolution by means of

the repeated measurements, as in the quantum Zeno effect [MS77b], and the

conditional dynamics depending on the measurement outcome.

We can see that averaging over all initial product states ϑ = 0, π/2 one

finds that the concurrence is always zero and the fidelity decays with a rate

proportional to γi. For partially or maximally entangled states the entangle-

ment decays monotonically again with decay constants γ1 + γ2. This means

that QEC suppresses the effective interaction between logical qubits due to

the presence of a correlated environment. In other words the bath does not

induce entanglement between logical qubits and the entanglement initially

present decays. This implies that for small T there is not creation of entan-

glement since the QEC protocol destroys all the correlations between physical

qubits of different logical qubits. The reason for this can be seen in a qualita-

tive way: for a state |0̃0̃〉 = |000〉x|000〉x the operator Ur = 1l +i
∑

ij Vijtσ
i
zσ

j
z

up to first order creates superpositions like |000〉x|000〉x + |110〉x|000〉x + · · ·
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Evolution in the presence of QEC Section 2.2

which is entangled. After the corrections one gets a mixture of |000〉x|000〉x
and |111〉x|000〉x which is no longer entangled. Not surprisingly then QEC

inhibits the production of entanglement which is corrected as an error.

This may no longer be true if the time T is comparable to the period of

oscillation of entanglement without QEC. In this case the environment have

time to create enough entanglement and the QEC may even amplify it.

If the time T between two corrections is not short the approximations

which lead to the master equation (2.22) are no longer valid and we must

use the exact map which links ρ(t) and ρ(t+T ) after the free time evolution

and the QEC. In terms of Kraus operators such map can be written as

ρC(t+ T ) =
∑

k

Mkρ(t)M †
k (2.24)

where
∑

k M
†
kMk = 1l . In our case we found the following seven Kraus

operators:

M0 = m01l m0 =
√
z0 − |Imw0| − |Rew0|

M1 = m1σ
1
x m1 =

√
z1 − w1

M2 = m2σ
2
x m2 =

√
z2 − w1

M3 = m3σ
1
xσ

2
x where m3 =

√
z12 − |Imw0| − |Rew0|

M4 = m4(σ1
x + σ2

x) m4 =
√

Rew0

M5 = m5(1l + σ1
xσ

2
x) m5 =

√
w1

M6 = |m6|(1l ± iσ1
xσ

2
x) m6 =

√
Imw0

The Kraus operators can be related to the Γij(T ) rates, however the ex-

pressions which explicit such dependence are lengthy and not of immediate

reading. A more transparent picture of the action of the map is instead

gained by considering the plot of the coefficients mi as functions of T (see

Fig.2.2). We supposed that Γij(T ) = Γ(T ) ≃ 0.1T from which it follows that

m1 = m2. Notice that in general m4 = m5 and that the sign in M6 depends

on the sign of Im(m6).

Figure 2.2 shows various regimes for the evolution of the logical qubits.

For V T ≪ 1 only m0 and m1 are non zero, leading to the dissipative master

equation (2.22). This is best shown in figure 2.3 where the coefficients mi
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Figure 2.2: Relative weights of the Kraus operators, i.e. the quantities mi,
as functions of T . For simplicity we assume Γij(T ) = Γ(T ) ≃ 0.1T . From
this it follows that m1 = m2.
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Figure 2.3: Relative weights of the Kraus operators, i.e. the quantities mi

for small V T . Same parameters as in figure 2.2. Notice that m0 is out of
range.
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are shown for small values of V T . As we have seen in this regime there is

no creation of entanglement because M1,2 are single qubit operators. When

T is close to the value π/8V there are also contributions from the two-qubit

operators M4,5,6 but the dissipative effect of M1,2,3 is predominant and again

we verified that the entanglement production is zero. The interesting regime

is for T ≃ π
4V

, when the main contribution comes from M6. As expected in

this case there is creation of entanglement that oscillates between zero and

a maximum value (which will gradually decay). For the particular choice

T = π
4V

(see figure 2.4) the created entanglement is maximum and the QEC

amplifies it. The other non zero dissipative contribution is M1 and it is

present only if Γi is non zero. On the other hand, if Γi is negligible, M6 is

the only Kraus operator, and therefore the evolution is unitary even in the

presence of QEC. Under this condition the evolution induces the transfor-

mation |0̃〉 → |1̃〉 and vice versa. For larger T one again finds regimes with

no entanglement production. When the map (2.24) is applied (for Γi = 0

0 5 10 15 20 25 30
n

0

0.2

0.4

0.6

0.8

1

Figure 2.4: Mean fidelity (circle) and concurrence (square) between logical
qubits in the presence of QEC as functions of the number of applications of
the map, for T = π/4V , V = 1 and Γ(t) ≃ 0.1t, the same parameters used
in figure 2.1.

and T = π
4V

) to the state |0̃0̃〉 then one sees that it makes a sort of periodic
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Chapter 2 Quantum Error Correction

oscillation:

|0̃0̃〉 → |0̃0̃〉 + i|1̃1̃〉 → |1̃1̃〉 → |0̃0̃〉 − i|1̃1̃〉 → |0̃0̃〉 (2.25)

If Γ is not zero then the other Kraus operators also contribute and so this

oscillation is damped. This type of oscillation is not restricted to initial

product states but also to entangled states as is shown in Fig.2.5. As a
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Figure 2.5: Mean fidelity (circle) and concurrence (square) for maximally
entangled initial states as functions of the number of applications of the
map. Same parameters of figure 2.4

consequence it is possible to create entanglement that can be distilled to

obtain maximally entangled states or even extracted from the system. Notice

that the period of oscillation of the concurrence is twice that of the fidelity.

The reason is that for the concurrence the relative phase in the superposition

(2.25) does not matter.

Figure 2.4 shows that the maximum average concurrence obtainable is

around 0.4. It is important to underline that this is an average value: there

are states, like |0̃0̃〉x, that do not evolve and so there is no production of

entanglement while there are states for which the created entanglement is

more than the average value. This is the case of initial product states of the

computational basis for which the production of entanglement is maximal.
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For example, let us compare the initial states that lead to the maximum

production of entanglement with and without QEC. In the presence of QEC

the best case is |0̃0̃〉: the entanglement is 0.92 after just one application of

QEC. On the other hand the maximum entanglement reached in the case

without QEC is only 0.74 for the state |00〉x. These results are insensitivho o Qhe o he nd l3
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is that, given an effective interaction in the presence of decoherence, one has

to find optimal subsystems and projection protocols in order to maximize

the production of entanglement.

Our protocol can be thought as a generalization of the one proposed in Ref.

[DVC+01] where the entanglement production is optimized, in the presence

of a direct interaction and in the absence of decoherence, by means of local

operations and ancillas. In our QEC protocol we use some sort of ancillary

system to enlarge the Hilbert space, although in this case there is not a sharp

distinction between qubits and ancillas. Furthermore, we make use also of

local projections on the enlarged subsystems and conditional dynamics.
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Chapter 3

From perfect to fractal
transmission in spin chains

The ability to transfer a quantum state between distant parties is a basic re-

quirement in many quantum information protocols. We mention for example

quantum key distribution [GRTZ02], necessary for private key cryptographic

schemes, or the teleportation [BBC+93]. Until now the best examples of

quantum communication come from quantum optics. The carriers of infor-

mation (photons) can be addressed and transmitted with high control and

with a low level of decoherence.

Very recently, in view of the great potentialities of solid-state quantum

information, attention is also focusing on the problem of the transfer of

quantum information in a solid-state environment. This could have great

applications in the development of a quantum processor in which different

parts, where information is processed, must communicate. Also these pro-

tocols could be useful to create entanglement, necessary for quantum com-

putation, between distant parties. A possible way to follow would be to

properly design couplings between optical and solid-state systems [TRBZ04].

However it seems natural to consider also another solid state device as a

data bus. This can avoid the difficulties of interfacing different physical

systems. A spin network for quantum computation based only on Heisen-
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berg interactions has been proposed [BB03, YLB04]. The first example of

quantum communication in condesed matter has been put forward by S.

Bose [Bos03]. He proposes to use a linear spin chain with Heisenberg inter-

action as a quantum wire for transmission over reasonable distance (∼ 102

lattice sites). This work stimulated a flourishing activity and works pro-

ceeded in the same spirit modifying and improving the original proposal

[Sub04,CDEL04,OL04b,BB05,BGB04,ACDE04,PS05]. Information capac-

ities for this Heisenberg channel have been analyzed in Ref. [GF05]. In

Ref. [LSC+05] a slightly different scheme has been proposed, in which the

simple spin chain has been replaced with an isotropic antiferromagnetic spin

ladder. A great advantage of these approaches is that state transfer occurs

due to the interaction between the spins of the chain and no dynamical con-

trol is required (except for the preparation and the detection of the state).

An advantage of not using external control is that the system during the

evolution can be much better decoupled from the environment. Proposals to

implement this scheme with superconducting nanocircuits [RFB05,PPKF05]

have been already suggested and very likely these implementations can also

be extended to other solid-state systems. In this and in the following chap-

ter we discuss two examples of quantum information process realized with

spin networks. While in this chapter we analyze quantum communication,

in chapter 4 we show how to realize quantum cloning, the imperfect copy of

an unknown quantum state, without (almost) any external control.

In Bose’s proposal the output fidelity, a figure of merit for the quality of a

quantum channel, decays with the length of the chain. There are several ways

to circumvent this limitation: using several spin chains in parallel [BB05], if

local measurements on the individual spins can be implemented [VMDC04],

when communicating parties have access to limited numbers of qubits in a

spin ring [OL04b]. Another way to achieve perfect transfer over arbitrary dis-

tances is to modify Bose’s original proposal by considering a modulated spin

chain. As suggested in Ref. [CDEL04] it is sufficient to engineer a spin chain

with coupling strengths that position dependent. As in all situations in quan-
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tum information, the efficiency of such protocols relies on the capability of iso-

lating the experimental setup from the external world (decoherence) [Zur91].

In the case of the protocols presented in Refs. [Bos03,CDEL04], where no con-

trol is needed on the system during the state transfer, that is, no dynamical

control is applied, the coupling to the environment is supposed to be weak.

In addition to decoherence also static imperfections play an important role

in the destruction of information in quantum computers [GS00, BCMS01a],

especially in solid-state implementations with engineered nanodevices. For

these reasons in this chapter we want to study the effect of static disor-

der in quantum communication protocols and in particular the ideal case in

which perfect state transfer is obtained in Ref. [CDEL04], which has already

been experimentally implemented in Ref. [ZLZ+05] using a three qubit nu-

clear magnetic-resonance quantum computer. Anticipating some results of

the work, we study the stability of the state transfer to random, but time

independent, variations both of the coupling between the spins and of an ex-

ternally applied magnetic field. Similar questions for quantum computation

protocols have been already analyzed in Refs. [GS00,BCMS01a,BCMS01b].

In that case the loss of efficiency of the protocol was related to the appear-

ance of quantum chaos in a quantum computer register. This relation has

been characterized studying the level spacing statistics. Following these lines

we study the transition of the level spacing statistics of the spin chain in the

presence of static imperfections. Even though it is not possible to frame this

problem with the random matrix theory [GMGW98], we show that the level

spacing statistic is still a convenient tool to describe the system efficiency in

performing the state transfer.

The presence of static imperfections leads also to a clear signature of the

modified properties of the time dependence of the fidelity. The degradation

of the state transfer corresponds to the emergence of a fractal signal, i.e., the

fidelity changes from a periodic function of time to a fractal time series. This

behavior has the same origin as the one found in the probability densities of

the quantum evolution in tight-binding lattices [Ber96,AKE04].
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The chapter is organized as follows. In Sec. 3.1 we introduce the model

used throughout this work, we set up the notations, and we briefly review

the quantum state transmission protocol of Refs. [Bos03,CDEL04]. We then

analyze the fidelity of the transferred state (Sec. 3.2), and the level spacing

statistics of the Hamiltonian of the system (Sec. 3.3). Interestingly, the

dependence of the fidelity, as a function of the length of the chain and the

level of disorder, obeys simple scaling laws. In Sec. 3.4 we take a closer look

at the behavior of the fidelity as a function of time. The presence of static

imperfections leads to a fractal behavior of the time signal of the fidelity. In

the same section, we relate the fractal dimension to the amount of disorder

present in the chain. The last section is devoted to the conclusions.

3.1 Model

The protocol introduced in Ref. [Bos03] enables quantum state transfer be-

tween two parties by means of a spin chain: the state of the left-most qubit

is transferred to the right-most qubit after a given time (dictated by the

dynamics of the chain). In Ref. [CDEL04] the approach is the same as in

Ref. [Bos03], but the idea is to use a modulated chain whose Hamiltonian is

given by

H =

N∑

k=1

Bk σ
z
k +

N−1∑

k=1

Jk (σx
kσ

x
k+1 + σy

kσ
y
k+1 + ∆σz

kσ
z
k+1). (3.1)

In Eq. (3.1) N is the number of spins in the chain, σx
k , σy

k , σz
k are the Pauli

operators of the kth spin, and ∆ is the anisotropy parameters. The param-

eters Bk and Jk are, respectively, the local magnetic field and the exchange

coupling constant. In Bose’s proposal [Bos03] ∆ = 1, Jk = J and Bk = B.

The protocol consists of three steps: initialization, evolution and read-out.

The spin chain is initially (at time t = 0) prepared in the state

|Ψ0(ϑ, ϕ)〉 = (cos ϑ|0〉 + sin ϑ eıϕ|1〉) ⊗ |0〉⊗(N−1), (3.2)
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that is, the left-most spin is prepared in a given superposition of its two

levels while the others are in their ground state. The state (3.2) will evolve

according to the dynamics dictated by Eq. (3.1). Since the Hamiltonian

commutes with the total spin component along the z direction, one has to

consider separately the evolution of the projection of (3.2) onto the subspaces

with different total angular momentum. Since |0〉, the chain state with all the

spins in |0〉 is an eigenstate of the Hamiltonian (3.1) it remains to consider

only the evolution of the projection of the initial state onto the sector of the

Hilbert space E1 spanned by the states

|j〉 ≡ |0, 0, · · ·0, 1, 0, · · ·0〉 , (3.3)

which for j = 1, · · · , N represents a state of the chain where the jth spin is

prepared in |1〉 and the other N − 1 ones in |0〉. The evolution of the global

state of the chain at time t can thus be written:

|Ψ(t)〉 = cos ϑ|0〉 + sin ϑeiϕ
N∑

j=1

fj(t)|j〉 , (3.4)

where

fj(t) ≡ 〈j|e−iHt|1〉 . (3.5)

Finally in the read-out stage the accuracy of the state transfer is determined

through the analysis of the fidelity

F(t, ϑ, ϕ) = 〈Ψ0(ϑ, ϕ)|ρN (t)|Ψ0(ϑ, ϕ)〉

where ρN (t) is the reduced density matrix of the Nth spin at time t. We

consider the fidelity averaged over the initial state |Ψ0〉 distributed uniformly

over the Bloch sphere [Bos03],

F(t) = 〈F(t, ϑ, ϕ)〉ϑ,ϕ =
|fN | cos γ

3
+

|fN |2
6

+
1

2
. (3.6)

where γ = arg fN . We ignore the phase of fN as it can be gauged away by a

proper choice of the external field. For convenience we therefore set Bk = 0
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and we choose ∆ = 0 since for ∆ 6= 0 the same conclusions hold choosing

the magnetic field properly [CDD+05]. Let us consider the projection of the

Hamiltonian (3.1) onto the subspace E1:

H̃ =




0 J1 0 · · · 0
J1 0 J2 · · · 0

0 J2 0
. . . 0

... 0
. . .

. . . JN−1

0 0 · · · JN−1 0




(3.7)

For Jk = J
√
k(N − k) in (3.7) H̃ ∝ Sx where Sx is the x component of the

angular momentum operator for a spin ~S = (N − 1)/2. The N basis states

|j〉 of E1 can be put in one-to-one correspondence with the eigenstates of the

angular momentum of this large pseudospin (see Fig. 3.1). The evolution

operator is simply a rotation around the axis x with constant angular velocity

J/2. The initial condition (3.2) corresponds to the eigenstates of Sz with the

largest component and the evolution of the state of the chain corresponds

to a rotation of the pseudospin around the x axis. After half of the period,

Jt = π/4, the pseudospin has minus the largest component of Sz and this

corresponds to the state of the chain to be:

|Ψ1(ϑ, ϕ)〉 = cos ϑ|0〉 + sin ϑeiϕ|N〉, (3.8)

for which the input state is exactly transmitted to the final spin.

Perfect transmission occurs at times tn = (2n + 1)π/4J . (n integer). In

order to analyze the robustness of this protocol to static imperfections, we

model their effects by adding to the Hamiltonian a random perturbation both

in the exchange couplings and in the local variations of the magnetic field.

The coefficients in Eq. (3.1) are replaced with the new values

Bk → bk, Jk → Jk(1 + δk)

where δk and bk are random variables with uniform distribution in the in-

tervals δk ∈ [−εJ , εJ ] and bk ∈ [−εB, εB]. Eventually, we will average over
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. . .

. . .

. . .

t = 0

t =
π
4J

0 < t π
4J

Figure 3.1: Correspondence between the evolution of the initial state (3.2)
in the subspace E1 and the precession of a large spin around a magnetic field.
The transmission of information corresponds to a π rotation of the spin.

different disorder realizations, that is,

F(t) = 〈F(t)〉D (3.9)

where 〈.〉D stands for the average over different imperfection configurations.

The results presented in this paper are obtained by averaging over Nav dif-

ferent disorder realizations.

3.2 Stability of the communication in a dis-

ordered chain

We numerically solve the Schrödinger equation for the dynamical evolution

and compute the fidelity of the rightmost spin with respect to the input state.

In Fig. 3.2 we plot typical results of this evolution both for the ideal case

(Fig. 3.2 a)) and in presence of imperfections (Fig. 3.2 b).). Figure 3.2 c)

is the result of an average over 102 disorder realizations. In the presence of

49



Stability of the communication in a disordered chain Section 3.2



Chapter 3 Transmission in spin chains

0 0.2 0.4 0.6 0.8 1εJ

0.5

0.6

0.7

0.8

0.9

1

F (t1)

1 1.5 2 2.5
log10 (N)

-1.5

-1

-0.5

0
log10 (εJ

c)

N=10

N=500

Figure 3.3: Averaged fidelity at time t1 as a function of the disorder εJ

for different spin-chain lengths and εB = 0, Nav = 103. From right to left
N = 10, 20, 50, 100, 150, 200, 300, 400, 500. Inset: εc

J as a function of N
obtained from the condition F(t1) = 0.9 (circles) and F(t1) = 0.7 (squares).
Straight lines are proportional to N−0.5. Here and in the following figures
the logarithms are decimal.
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disorder the simple periodicity of the fidelity oscillation is lost. Moreover,

the maximal value of the fidelity is less than unity (it is reached at slightly

different time intervals as compared to the ideal case). The periodicity of

the signal of the ideal case is recovered averaging over different disorder

realizations, however, the maxima are progressively suppressed on increasing

time. Therefore the optimal state transfer, in presence of imperfections, is

obtained in correspondence of the first peak at time t1 = π/4J .

In this section we concentrate on the dependence of the optimal fidelity

(F at time t1) as a function of static imperfection strength and of the chain

length.
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log10 (εB
c )
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Figure 3.4: Averaged fidelity at time t1 as a function of magnetic field disorder
εB for different spin-chain lengths and εJ = 0, Nav = 103. From left to right
N = 10, 20, 50, 100, 150, 200, 300, 400, 500. Inset: εc

B as a function of N
obtained from the condition F(t1) = 0.9 (circles) and F(t1) = 0.95 (squares).
Straight lines are proportional to N0.43.

In Fig. 3.3 we report the fidelity as a function of εJ for different chain

lengths assuming, for the moment, that there is no disorder in the local

field (εB = 0). The opposite situation, with disordered local magnetic field

(εB 6= 0) and ideal nearest neighbor interaction (εJ = 0) is shown in Fig. 3.4.
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These sources of disorder lead to a striking different behavior. While in

the first case the error introduced by the imperfections increases with N ,

the effect of the disorder on local magnetic field decreases, becoming less

effective on increasing the chain length. For completeness we show the case

where both εB and εJ are different from zero in Fig. 3.5. The fact that the

two effects are almost independent are related to the fact that we are working

in the sector with one spin up.

The behavior of the fidelity obeys a simple scaling law. We verified nu-

merically that it scales as

F(t1) =
1

2
(1 + e−κJNε2

J−κBε2
B/N ) (3.10)

where κJ ∼ 0.2 and κB ∼ 0.7. The constants κJ (κB) have been obtained

from the dependence, as a function of N , of the value εc
J (εc

B) at which the

fidelity reaches a given threshold value (see the insets of Figs. 3.3 and 3.4).

The scaling given in Eq. (3.10) can be justified in the limit of very small

disorder by means of perturbation theory. In the limit εJt, εBt ≪ 1, the

fidelity reads

F(t) ≈ 1 − ε2
B

3

N∑

k=1

(
2ℜe[Dk,k(t)] − C2

k(t)
)
/3

− ε2
J

3

N∑

k=1

(
2ℜe[Fk,k(t)] − E2

k(t)
)
/3 (3.11)

The coefficients Ck, Dk,k, Ek, and Fk,k as well as the details of the calculation

are given in appendix A. The disorder in the local magnetic field averages

out in the limit of infinite spin chains. In view of the little effect of random

fields on the quantum communication over long chains, from now on we will

consider only the effect of disordered exchange coupling between spins.

The presence of spatial correlation in the disorder is a concrete possibility

in experimental realizations of this protocol, as, for example, with Josephson-

junction chains [RFB05,PPKF05]. We model correlated disorder as follows:
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Figure 3.5: Average fidelity at time t1 as a function of the amplitudes of
disorder εJ , εB for a N = 50 spin network, Nav = 100.

The sign of any single δk, the error on the kth coupling, is correlated with

the previous one following the rule:

δiδi−1 > 0 with probability P,
δiδi−1 < 0 otherwise. (3.12)

The correlations introduced in Eq.(3.12) result in a perfect correlation (an-

ticorrelation) in the signs between the fluctuations among nearest neighbors

if P = 1 (P = 0). Uncorrelated disorder is recovered for P = 0.5. In Fig. 3.6

the fidelity as a function of εJ (εB = 0) for different values of P is plotted.

Notice that the fidelity decay is a monotonic function of P. Anticorrelated

disorder is more dangerous than correlated one.

Within the model of disorder studied in this work, strong fluctuations of

the exchange couplings lead to a degradation of the signal while the same

protocol is not very sensitive (especially for long chains) to fluctuations in

the local magnetic fields.
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Figure 3.6: Fidelity at time t1 as a function of εJ with N = 100, Nav = 200
and from left to right P = 0.1, 0.25, 0.5, 0.75, 0.9.

3.3 Level spacing statistics

The behavior of the fidelity is essentially dictated by the time dependence

of the amplitude fN defined in Eq. (3.5). A deeper insight of its charac-

teristics in disordered chains can be understood by analyzing the statistics

of the level spacing of the spin-chain Hamiltonian in presence of disorder.

The level spacing statistics P (s) is widely used to study complex many-

body systems [Haa91] and quantum systems with classically chaotic coun-

terparts [Izr90] in the framework of random matrix theory [GMGW98]. The

distribution P (s)ds gives the probability that the energy difference between

two adjacent levels (normalized to the average level spacing) belongs to the

interval [s, s + ds]. The only non zero entries in the Hamiltonian (3.1) is a

tridiagonal matrix (thus not a random matrix) however, we will show that

this analysis helps in understanding the behavior of the disordered chain.

The level spacing statistics can still be used to characterize the crossover

that static imperfections induce in the spectrum of the Hamiltonian.

As already said the only non zero entries in the Hamiltonian matrix are
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Figure 3.7: Level spacing statistics P (s) for N = 100, ǫB = 0, Nav = 103

and different values of ǫJ : ǫJ = 10−3 (circles), ǫJ = 2 × 10−2 (squares),
ǫJ = 5 × 10−2 (diamonds), ǫJ = 2 × 10−1 (triangles up), ǫJ = 1 (triangles
down). Inset: magnification of the same figure around s = 1. The dashed
line corresponds to the Poissonian PP (s).

Hk,k+1 = Hk+1,k = λ
√
k(N − k) where N is the chain length and λ a con-

stant. In the absence of any perturbation (ǫJ = ǫB = 0) the energy levels

are then equally spaced, while in presence of strong random perturbations

(|ǫJ | ∼ 1) its eigenvalues are completely uncorrelated. This crossover is de-

tected by the level spacing statistics. It changes from a delta function to a

Poisson distribution given by the formula

PD(s) = δ(s− 1) no disorder (3.13)

PP (s) = exp(−s) strong disorder. (3.14)

Figure 3.7 shows this crossover: P (s) changes from one limiting case to the

other as a function of static imperfection strength. This crossover can be

quantitatively characterized by the parameter:

η =

∫ 1

0
|P (s) − PP (s)|ds

∫ 1

0
|PD(s) − PP (s)|ds

, (3.15)

which varies from η = 1 in the case of a delta function to η = 0 for a Poisson
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distribution [GS00]. In Fig. 3.8 we show the dependence of η on the strength

of the perturbation. The crossover starts at ǫJ ∼ 10−3 − 10−2 depending on

the length of the chain. In the inset of Fig. 3.8 we report the dependence

of the imperfection strength ηc at which the parameter η reaches a given

constant value (η = 0.5, 0.8). The threshold ηc drops with the spin length as

ηc ∼ N−0.5.

Thus it follows the same law found in the previous section regarding the

fidelity of the state transfer.

In the next section, we show that the same crossover is reflected with the

appearance of a fractal behavior in the fidelity time series.
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Figure 3.8: The parameter η as a function of the strength of the static
imperfections ǫJ . Different curves correspond to different spin chain length:
from right to left N = 50, N = 100, N = 200, N = 500. We averaged over
Nav disorder realizations with Nav = 104. Inset: scaling of the parameter
ηc as a function of the chain length N obtained from the condition η = 0.5
(circles) and η = 0.8 (squares). Straight lines are proportional to N−0.5.
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3.4 Fractal dimension of the fidelity

Finally in this section we discuss the temporal behavior of the fidelity in

the presence of disorder. The most striking change in the fidelity is that it

becomes a fractal function of time. In order to measure the fractal dimension

of the signal we used the modified box counting algorithm [SKG+98]. In the

standard box counting algorithm the fractal dimension D of the signal is

obtained by covering the data with a grid of square boxes of size L2. The

number M(L) of boxes needed to cover the curve is recorded as a function

of the box size L. The (fractal) dimension D of the curve is then defined as

D = − lim
L→0

logLM(L). (3.16)

One finds D = 1 for a straight line, while D = 2 for a periodic curve. Indeed,

for times much larger than the period, a periodic curve covers uniformly

a rectangular region. Any given value of D in between of these integer

values is a signal of the fractality of the curve. The modified algorithm of

Ref. [SKG+98] follows the same lines but uses rectangular boxes of size L×∆i

(∆i is the largest excursion of the curve in the region L). Then, the number

M(L) =

∑
i ∆i

L
(3.17)

is computed (the time boxes L are expressed in units of the exchange coupling
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Figure 3.9: M as a function of the interval JL. A numerical fit gives a fractal
dimension D = 1.52. Inset: Temporal evolution of the fidelity up to time
T = 104/J in the presence of disorder for εJ = 0.26, εB = 0, Nav = 1,
N = 500.

different disorder configurations. We instead average over different input

states in order to show that the fractality of the fidelity is a common feature

for all qubit states. The inset of Fig. 3.9 shows the typical fluctuating signal

we analyzed while Fig. 3.9 shows the numerically computed function M(L)

which gives a fractal dimension D = 1.52. It is natural to investigate the

dependence of the fractal dimension with the static imperfection strengths:

the results of numerical simulations are given in Fig. 3.10. The curve changes

gradually its dimension from D ≈ 2 (periodic curve) to D = 1 for very

large imperfection strengths. This last result is due to the fact that for very

large disorder the fidelity drops almost immediately to 0.5 corresponding to

a complete loss of the initial state information: the fidelity remains then

constant, characterized by dimension D = 1. For ǫ ∼ 0 D is not exactly 2

as expected, this is a consequence of the finiteness of the time interval that

we analyze. The most general situation in presence of static imperfections is

a fidelity with fractal dimension: defining, as before, a threshold of disorder
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strength Dc at which the fidelity has a given fractal dimension (between two

and one), we find that this threshold drops as

Dc ∼ N−0.5.

This behavior is shown in Fig. 3.11 and follows exactly the same scaling as

the parameters ηc and ǫcJ .
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Figure 3.10: Fractal dimension D of the signal F(t) as a function of the
perturbation strength εJ for εB = 0, Nav = 1 and, from right to left, N =
100, N = 200, N = 500, N = 1000. The error on the fractal dimension is
of the order of three percent. For εJ < 5 × 10−2 the error on the fractal
dimensions D increases significantly as Lmin . Lmax.

3.5 Conclusions

We have shown that static imperfections in a modulated spin chain destroy,

above a given threshold, the transmission of quantum states if performed

following the protocols presented in Ref. [CDEL04, CDD+05]. We charac-

terize the effects of static imperfections by means of the fidelity of the state

transmission. This transition is reflected in the changing of the level spacing
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statistics (from delta-correlated to completed uncorrelated) and in the be-

havior of the fidelity time series: the perfect state transfer is characterized

by a periodic fidelity with integer fractal dimension while beyond the criti-

cal threshold it is described by a fractal dimension. We characterize these

crossovers by analyzing ǫcJ , ηc, Dc: the imperfection strength needed to reach

this value defines a critical threshold. The three distinct critical thresholds

follow the same scaling as a function of the chain length and imperfection

strength, independently from the critical value chosen. This common be-

havior reflects the profound changes in the quantum system induced by the

presence of static imperfections. The threshold drops as the square root of the

chain length: this is a behavior similar to the one found in Ref. [BCMS01a]

in a different system where it was a consequence of the two body nature of

the interactions. Here, the dependence is mainly due to the fact that the

system is confined to the subspace of one excitation. The conclusion of this

analysis is that it is possible, at least in principle, to tolerate or correct the

errors introduced by static imperfection.
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Figure 3.11: Scaling parameter Dc as a function of chain length N from the
condition D = 1.76, 1.6, 1.4 (from bottom to the top) from Fig. 3.10. The
full straight line is proportional to N−0.5.
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Chapter 4

Quantum cloning
in spin networks

4.1 Introduction

The no cloning theorem [WZ82] states that it is impossible to make per-

fect copies of an unknown quantum state. Differently with the classical

world, where it is possible to duplicate information faithfully, the unitarity

of time evolution in quantum mechanics does not allow to build a perfect

quantum copying machine. This no go theorem is at the root of the secu-

rity of quantum cryptography [GRTZ02], since an eavesdropper is unable to

copy the information transmitted through a quantum channel without dis-

turbing the communication itself. Although perfect cloning is not allowed,

it is nevertheless possible to produce several approximate copies of a given

state. Several studies, starting from the seminal paper by Bužek and M.

Hillery [BH96], have been devoted to find the upper bounds to the fidelity of

approximate cloning transformations compatible with the rules of quantum

mechanics [SIGA05]. Besides the theoretical interest on its own, these works
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ally quantified in terms of the fidelity of each output cloned state with

respect to the input. The largest possible fidelity depends on several pa-

rameters and on the characteristics of the input states. For an N → M

cloner it depends on the number N of the input states and on the num-

ber M of output copies. It also depends on the dimension of the quan-

tum systems to be copied. Moreover, the fidelity increases if some prior

knowledge of the input states is assumed. In the universal cloning ma-

chine the input state is unknown. A better fidelity is achieved, for exam-

ple, in the phase covariant cloner (PCC) where the state is known to lie

on the equator of the Bloch sphere (in the case of qubits). Upper bounds

to the fidelity for copying a quantum state were obtained in Refs. [BH96]

and [BDE+98] in the case of universal and state dependent cloning re-

spectively. The more general problem of copying N → M qubits has been

also addressed [GM97, BEM98, Wer98a]. The PCC has been proposed in

Ref. [BCDM00]. Several protocols for implementing cloning machines have

been already achieved experimentally [CJF+02,LLSHB02,PSS+03,DDZ+03].

In all the above proposals the cloning device is described in terms of quan-

tum gates, or otherwise is based on post-selection methods. For example, the

quantum circuit corresponding to the 1 → 2 PCC consists of two C-NOT

gates together with a controlled rotation [NG99].

In this chapter we show how to realize quantum cloning using a spin net-

work and without the use of quantum gates. The main goal is to find a spin

network and an interaction Hamiltonian such that at the end of its evolution

the initial state of a spin is (imperfectly) copied on the state of a suitable

set of the remaining spins. In this chapter we will show that this is indeed

possible and we will analyze various types of quantum cloners based on the

procedure just described. We will describe a setup for the N → M PCC and

we will show that for N = 1 and M = 2 the spin network cloning (SNC)

achieves the optimal bound. We will also describe the more general situation

of cloning of qudits, i.e. d-level systems. An important test is to compare

the performance of our SNC with the traditional approach using quantum
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gates. We show that in the (unavoidable) presence of noise our method is

far more robust.

The chapter is organized as follows. In Section 4.2 we review the basic

properties of approximate cloning showing the theoretical optimal bounds.

In Section 4.3 we introduce the main results of this chapter, presenting the

models and the networks employed for cloning. Sections 4.4 and 4.5 are

devoted to the analysis of the spin network model to implement the 1 →
M and N → M phase covariant cloning transformations respectively. The

effects of noise are analyzed in Section 4.6, where we compare our cloning

setup with cloning machines based on a gate design. In Sect. 4.7 we study the

possibility of achieving universal cloning with the spin network approach. In

Section 4.8 we generalize the SNC for qutrits and qudits. Finally, in Section

4.9 we propose a Josephson junctions network that realizes the protocol. In

Sec. 4.10 we summarize the main results and present our conclusions.

4.2 Optimal fidelities for Quantum Cloning

In this section we give a brief summary of the results known so far for the

optimal fidelity achievable for different cloning machines.

4.2.1 Cloning of qubits: universal cloner

We start our discussion by considering quantum cloning of qubits. The most

general state of a qubit can be parametrized by the angles (ϑ, ϕ) as discussed

in chapter 1:

|ψ〉 = cos
ϑ

2
|0〉 + eiϕ sin

ϑ

2
|1〉 . (4.1)

Quantum cloning was first analyzed [BH96], where the 1 → 2 universal

quantum cloning machine (UQCM) was introduced. By definition the fidelity

of a UQCM does not depend on (ϑ, ϕ). As already mentioned, the quality

of the cloner is quantified by means of the fidelity F of each output copy,
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described by the density operator ρ, with respect to the original state |ψ〉

F = 〈ψ|ρ|ψ〉 . (4.2)

The value of the optimal fidelity is achieved by maximizing F over all possible

cloning transformations. The result for the 1 → 2 UQCM is F = 5/6 ≃
0.83 [BH96,BDE+98]. The general form of the optimal transformation, which

requires an auxiliary qubit, has been obtained in Ref. [BDE+98].

4.2.2 Cloning of qubits: phase covariant cloner

When the initial state is known to be in a given subset of the Bloch

sphere, the value of the optimal fidelity generally increases. For example,

in Ref. [BDE+98] cloning of just two non orthogonal states is studied and

it is shown that the fidelity in this case is greater than that for the UQCM.

The reason is that now some prior knowledge information on the input state

is available. Another important class of transformations, which will be ex-

tensively analyzed in the present chapter, is the so called phase covariant

cloning (PCC). In this type of cloner the fidelity is optimise
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In the N → M case of PCC, the optimal fidelities were derived in Ref.

[DM03]. For the 1 → M PCC case they read [FMWW02]:

F = 1
2

(
1 + M+1

2M

)
for oddM (4.7)

F = 1
2

(
1 +

√
M(M+2)

2M

)
for evenM (4.8)

4.2.3 Cloning of qudits: phase covariant cloner

Optimal cloning has also been studied for systems with higher dimensions.

The universal case was discussed in Ref. [Wer98b]. The phase covariant

cloner for qudits, i.e. d level systems, acts on input state of the form:

|ψ〉 =
1√
d

d−1∑

i=0

eiϕi |i〉 (4.9)

where ϕ0 = 0, while ϕ1, ϕ2, . . . , ϕd−1 are independent phases.

The case with d = 3, cloning of qutrits, was specifically treated in

Refs. [DLP01, CDG02], where the optimal fidelity for the double phase co-

variant symmetric 1 → 2 cloner was derived. The optimal 1 → M fidelity

in the case of M = 3k + 1 (with k positive integer) is given by the simple

expression [DM03]:

F =
1

3

(
1 + 2

M + 2

3M

)
(4.10)

The fidelity for 1 → 2 PCC in dimension d is given by [FIMW03]

F =
1

d
+

1

4d

(
d− 2 +

√
d2 + 4d− 4

)
. (4.11)

More recently the general N → M case of PCC for qudits was analysed

[BDM05]. Explicit solutions were obtained for a number of output copies

given by M = kd+N , with k positive integer.

The quantum transformations corresponding to the cloning machines de-

scribed above can be implemented by suitably designed quantum circuits. For

qubits, in the 1 → 2 and 1 → 3 cases the circuits implementing PCC were
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derived in Refs. [DDZ+04] and [BBHB97] respectively and they are shown in

Fig.4.1 (note that in these cases no auxiliary qubits are needed). In Fig.4.1b

a.

• Ry

(
π
2

)
•

��������+ • ��������+

b

• • ��������+ ��������+

R1 • ��������+ R3
��������+ •

��������+ R2 • ��������+ •

Figure 4.1: a Circuit implementing 1 → 2 PCC for qubits and experimentally
realized in [DDZ+04]. b. Circuit implementing 1 → 3 PCC [BBHB97].

we defined Ri = Ry(−2ϑi) and ϑ1 = ϑ3 = π/8 and ϑ2 = arcsin
√

1
2
−

√
2

3
.

4.3 The spin network cloning

In this section we show how quantum cloning can be implemented using a

spin network. First let us discuss our Hamiltonian model. We start with the

model defined as

Hλ =
1

4

∑

ij

Jij(σ
i
xσ

j
x + σi

yσ
j
y + λσi

zσ
j
z) +

B

2

∑

i

σi
z (4.12)

where σi
x,y,z are the Pauli matrices corresponding to the i-th site, Jij are the

exchange couplings defined on the links joining the sites i and j and B is

an externally applied magnetic field. We choose to restrict the anisotropy

parameter λ in the range from 0 (XY Model) to 1 (Heisenberg Model). We

discuss separately the two limiting cases λ = 1 and λ = 0. It turns out that

for PCC the λ = 0 case leads always to the highest fidelity. Given the model

of Eq. (4.12) the fidelity is maximized over B/J and Jt. We defined B(M)

and t(M) the values of the parameters leading to the optimal solution. Notice
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that the total angular momentum as well as its z component are always

constants of motion independently of the topology of the network. In all

the cases we consider in this chapter, the couplings Jij 6= 0 only for nearest

neighbors sites i, j, i.e. sites connect with a bond in the corresponding graph.

For the 1 →M PCC we choose M + 1 spins in a star configuration (see fig.

k
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j1 2

k

k

k

b)c)

a)

..

M

.

2
1

1

MN

2

M+1

M−11

Figure 4.2: Different topologies for N →M cloner: a) Spin star network for
1 → M cloner. b) Generic graph for the 1 → M cloner with j intermediate
steps and k links departing from each vertex. c) Spin network for the N →M
cloning

4.2a). The central spin labeled by 1 is initialized in the input state while

the remaining M spins are the blank qubits and are initialized to the state

|0〉 if 0 < ϑ < π/2 and |1〉 if π/2 < ϑ < π. For this network Jij = J

only if one of the two linked sites is the central one. This configuration

has also been studied in a different context [HB02] where the entanglement

properties of the ground state have been analyzed. For the 1 → M case

we have considered also other types of networks. These are represented in

Fig.4.2b. The input state is placed on the top of the tree while the blank

qubits are on the lowest level. The spins at intermediate levels are auxiliary.

Each graph is characterized by the number k of links departing from each

site and the number j of intermediate levels between the top and the blank
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qubits level. The number of blank qubits can be obtained from j and k as

M = kj+1. Notice that for this class of graphs a symmetry property holds:

the global state of the blank qubits is invariant under any permutation of the

M qubits. For the N → M PCC we have considered a generalization of the

star network (see Fig.4.2c). It consists of a star with N centers and M tips so

no auxiliary qubits are present. Also this network is permutation invariant.

The cases defined above are not the only networks and/or model Hamilto-

nian conceivable for N → M cloning. Since the fidelity must be maximized

over the parameters of the Hamiltonian as well as over the network topology

one may wonder whether it is sufficient to consider only the cases introduced

above. In Section 4.4.4 we partially answer to this question by consider-

ing the more general configuration for the 1 → 3 case containing 4 spins

and we believe to have found the best possible scenario for the SNC. As far

as the choice of the model Hamiltonian is concerned, the symmetry in the

XY -plane is suggested by the phase covariance requirement for a PCC. We

checked that the Ising model in transverse field, which is not phase covariant,

gives poorer results for the fidelity. In principle one should also explore the

possibility of multi-bit couplings, but we did not considered this (in principle

interesting) situation. Multi-bit couplings are much more difficult to achieve

experimentally and at the end of this work we want to propose to implement

our scheme using Josephson nanocircuits, where two-qubit couplings with

XY -symmetry are easy to realize.

4.4 1 →M PCC cloning

In this case the Hamiltonian (4.12) can be easily diagonalized because it can

be mapped to the problem of a spin-1/2 interacting with a spin-M/2

Hλ = J
(
S1

xSx + S1
ySy + λS1

zSz

)
+B(S1

z + Sz) . (4.13)

where we have defined S1 = σ1/2 and S = 1/2
∑M+1

2 σi. The operators S

obey the usual commutation relations for an angular momentum operator.
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Notice that the modulus and the z component of the total angular momentum

~F = ~S1 + ~S commute with the Hamiltonian. Thus the evolution is invariant

under rotations around the z axis. This property automatically makes our

model a PCC.

For 0 < ϑ < π/2 (the case for 0 < ϑ < π/2 is equivalent) the initial state

of the star is:

|Ψ(0)〉 = α|0〉 + β|1〉 (4.14)

where α = cos ϑ
2

and β = eiϕ sin ϑ
2
. Here we are using the same notation of

Chap. 3 with M + 1 spins.

Because of the conservation of the total angular momentum the state of

the star at time t will be a linear combination of |0〉 and |j〉 i.e. states with

only one qubit in state |1〉. The state at time t can thus be written in the

form (apart from a global phase factor):

|Ψ(t)〉 = α|0〉 + β1(t)|1〉 + β2(t)
1√
M

M+1∑

j=2

|j〉 (4.15)

where the coefficients β1(t) and β2(t) depend on the particular choice of the

Hamiltonian and can be expressed as:

β1(t) = f1(t) ≡ 〈1|e−iHt|1〉 (4.16)

β2(t) = fj 6=1(t) ≡ 〈j|e−iHt|1〉 (4.17)

In order to calculate the fidelity of the clones we need the expression for

the reduced density matrix of one site. Because of the symmetries of the

underlying network this is independent on the site chosen, the result being

ρ(t) =

(
|α|2 + |β1|2 +

(
1 − 1

M

)
|β2|2 αβ∗

2√
M

α∗β2√
M

|β2|2
M

)
. (4.18)

The fidelity for the SNC is then given by

Fλ = |α|2
[
|α|2 + |β1|2 +

(
1 − 1

M

)
|β2|2

]

+
|β1β2|2
M

+ 2Re

[ |α|2β∗
1β2√
M

]
. (4.19)
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4.4.1 Heisenberg model

Let us start with the Heisenberg model (λ = 1) and let B = 0 (we checked

that a finite external magnetic field is not necessary to achieve the maxi-

mum fidelity). The Hamiltonian can be rewritten in the form H = J ~S1 · ~S
and using ~S1 · ~S = 1/2(F 2 − S2 − S2

1) one finds that the eigenenergies are

given by E(F, S, S1) = J
2

[F (F + 1) − S(S + 1) − S1(S1 + 1)] where F, S, S1

are the quantum numbers associated to the corresponding operators. The

eigenvectors can be found in terms of the Clebsch-Gordan coefficients. The

coefficients βi(t) in this case reduce to:

β1(t) = β
1

1 +M

[
M ei M+1

2
t + 1

]
(4.20)

β2(t) = β

√
M

1 +M

[
1 − ei M+1

2
t
]

(4.21)

The maximum value for the fidelity

F1 =
4 +M (3 +M) + (M − 1)[(3 +M) cos ϑ− cos 2ϑ]

2(1 +M)2 (4.22)

is obtained for the parameters Jt(M) = 2(2k+1)π/(M+1) where k = 1, 2, . . . .

4.4.2 XY model

Now let us turn our attention to the XY model. Solving the eigenvalue

problem as in [HB02] one finds

β1(t) = βeiBt cos
J

2

√
Mt (4.23)

β2(t) = −iβeiBt sin
J

2

√
Mt (4.24)

The fidelity is maximized when B(M)/J =
√
M/2 and Jt(M) = π/

√
M + 2kπ

where k = 1, 2, . . . :

F0 =
(1 +

√
M)2 − (2 − 2M) cosϑ+

(
1 −

√
M
)

cos 2ϑ

4M
(4.25)
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Figure 4.4: The fidelity F for PCC (circle), XY (diamond) and Heisenberg
(triangle) as functions of M for ϑ = π/2.

noise, SNC may be competitive with the quantum circuit approach, where

the number of gates are expected to increase with M . We analyze this point

in more details in Section 4.6.

Recently an implementation based on a multi-qubit cavity has been pro-

posed for the realization of our scheme for the PCC with the star configu-

ration [OCJQ05]. In this proposal the central spin is replaced by a bosonic

mode of the cavity. By restricting the dynamics in the subspace with only one

excitation (one excited qubit or one photon in the cavity) the Hamiltonian

is equivalent to the XY spin star network considered here.

All the results discussed so far have been obtained for the star network.

Obviously this is not the only choice which fulfills the symmetries of a quan-

tum cloning network. In general one should also consider more general graphs

and understand to what extent the fidelity depends on the topology. We an-

alyzed this point by studying the fidelity for the XY model and ϑ = π/2

for M ≤ 32 for the graph b of Fig.4.2 (the fidelity for Heisenberg model in

this case is much worse than in the star configuration). We found that the

optimal fidelity for these graphs is the same as that obtained with the star

configuration though the optimal time is larger.
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4.4.3 Imperfections

To assess the robustness of our protocol, it is important to analyze the ef-

fect of static imperfections [GS00, BCMS01b]. Indeed in a nanofabricated

network, as for example with Josephson nanocircuits, one may expect small

variations in the qubit couplings. Here we analyze the 1 → M cloning as-

suming that the couplings Jij have a certain degree of randomness. For each

configuration of disorder J1i are assigned in an interval of amplitude 2ε cen-

tered around J = 1 with a uniform distribution. First we study the case of

uncorrelated disorder in different links. The values of B and t are chosen to

be the optimal values of the ideal situation. For a given configuration of the

couplings the fidelities of each of the clones are different due to the different

coupling with the central spin. Only the average fidelity is again symmetric

under permutation among the clones. We average the fidelity over the M

sites and over 103 realization of disorder. For ε = 10−1 and M ≤ 10 the mean

fidelity decreases only of the 0.2% compared to the optimal value. The effect

of imperfections is quite weak on the average fidelity. This is because for

certain values of Jij the fidelity of a particular site can become much larger

than the fidelity in the absence of disorder; at the same time for the same

parameters the fidelity in other sites is very small. In figure 4.5 we show the

fidelity for the 1 → 2 SNC with imperfections as a function of ε. We study

also the case with correlations between the signs of nearest neighbor bonds.

We consider samples in which couplings of neighbor sites are shifted from

the unperturbed coupling J in the same direction with probability which

depends on a parameter µ. We thus choose the probability of equal signs

(J1i − J)(J1i+1 − J) > 0 to be proportional to µ ∈ [−1; 1] If µ > 0 than it is

likely that two neighbor couplings are perturbed in the same direction and

vice-versa. The uncorrelated results are recovered for µ = 0. As shown in

figure 4.5, this type of disorder is more destructive.
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Figure 4.5: Mean fidelity for the 1 → 2 case with static imperfections as a
function of the tolerance ǫ with µ = 0 (filled squares) and µ = 0.5 (empty
circles).

4.4.4 The optimal network Hamiltonian for 1 → 3 PCC

As shown in Fig.4.4, the 1 → 2 SNC saturates the PCC optimal bound.

However this is not the case for M > 2, at least for the network topologies

considered up to now. One may wonder whether a different choice for the

network could allow to approach the optimal fidelity. In order to under-

stand this point we studied the simplest non trivial case namely M = 3 and

considered the tetrahedron network shown in Fig.4.6.

4

1

2
3

Figure 4.6: The tetrahedron network analyzed for the 1 → 3 cloning.

We concentrated on the general anisotropic XXZ model presented in (4.12)

in which the local magnetic field and the couplings between the central spin

and the blank spin can be different. This is the most general Hamiltonian
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for 4 spins that fulfills the symmetry and covariance property. For this gen-

eral model we maximized analytically the on-site fidelity diagonalizing the

corresponding Hamiltonian. We found that the maximum fidelity exactly co-

incides with that found with the simple star configuration. It is thus demon-

strated that, at least for M ≤ 3, the star configuration is the optimal network

for cloning.

It is however important to stress that, given the transformation for the

optimal PCC, it is always possible to find a Hamiltonian that generates

this transformation during the dynamical evolution. Therefore, at least in

principle, one should be able to saturate the optimal value by including

other terms in the Hamiltonian (multi-spin coupling for example). Another

possibility is to consider a different initial state of the blank qubits as pointed

out in [CCWD05]. If this is chosen as a multipartite entangled state the

optimal fidelity can be reached. However it is difficult to prepare multipartite

states of many spins without using external control. On purpose we chose to

limit ourselves to a model which however can be realized experimentally.

4.5 N →M PCC cloning

In this section we discuss the generalization of the SNC to the N > 1 case.

A suitable network to accomplish this task is depicted in Fig.4.2c. The

model can be mapped to the problem of the interaction between two higher

dimensional spins, N/2 and M/2 respectively. Since we did not succeed in

finding the analytic solution (for example for 2 → 8 the relevant subspace has

dimension 56), we analyzed it numerically. We have simulated the evolution

of the network in the range B/J ∈ [0.01; 10] and tJ < 5 · 103. We found

the absolute maximum of the fidelity Fabs in this interval. The results are

summarized in Table 4.1 for several values of N and M . We also calculated

the time to reach a value of fidelity slightly lower than Fabs. The time needed

to reach Fabs − δ, δ ≪ 1, is greatly reduced. The fidelity is a quasi periodic

function of time approaching several times values very close to Fabs. In Table
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N M FPCC Fabs Jtc J/B Jtc(10−2)
2 3 0.941 0.938 1516.0 39.5 2.9
2 4 0.933 0.889 53.1 4.5 5.3
2 5 0.912 0.853 774.1 12.8 2.7
2 6 0.908 0.825 563.4 28.7 2.8
2 7 0.898 0.804 156.0 40 4.9
2 8 0.895 0.786 116.6 29.9 6.9
3 4 0.973 0.967 2201.6 47.5 111.8
3 5 0.970 0.931 1585.5 33.1 19.6
3 6 0.956 0.905 8.3 10.6 8.3
3 7 0.954 0.875 8.1 3.4 7.9

Table 4.1: The maximum fidelity F for N →M for the network of Fig.4.2c.
FPCC is the optimal fidelity for the PCC [DM03]. Column 5 (6) reports the
corresponding evolution time tc (interaction strength J). Column 7 reports
the time tc(ǫ = 10−2) at which the fidelity reaches the value Fabs−10−2. The
results refer to the XY model (λ = 0). The value F is found by numerical
maximization in the intervals B/J ∈ [0.01; 10] for N + M < 10 and Jt ∈
[0; 5 · 103].

4.1 both the absolute maximum Fabs (column 4) in the chosen interval and

the time tc(δ = 10−2) (last column in the table) are shown.

4.6 Quantum cloning in the presence of noise

So far we have described the unitary evolution of isolated spin networks. Real

systems however are always coupled to an environment which destroys their

coherence. In this section we will try to understand the effect of noise on the

SNC. We will also compare the performances of quantum cloning machines

implemented with spin networks and with quantum circuits using the same

Hamiltonian. The effect of the environment can be modeled in different ways.

One is to add classical fluctuations to the external magnetic field B or the

coupling J . In Fig. 4.7 we compare the fidelity, averaged over different noise

realizations, F1→2 and ϑ = π/2 as a function of the field variance ∆ for the
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XY model with the optimal average values for fluctuating J (solid) and B

(dashed). The probability distributions are chosen to be Gaussian. Note

that the fidelity is more sensitive to fluctuations of B.

0 0.5 1 1.5
∆/J

0.5

0.6

0.7

0.8

F

Figure 4.7: Fidelity for equatorial qubits in the XY model with a classical
fluctuating field. F is plotted as a function of the variance ∆ for fluctuating
J (solid) and B (dashed).

There are situations in which the environment cannot be modeled as classi-

cal noise and one has to use a fully quantum mechanical description. Follow-

ing the standard approach, we model the effects of a quantum environment

by coupling the spin network to a bosonic bath. Then the time evolution for

the reduced density matrix of the spin system is obtained after tracing out

the bath degrees of freedom in terms of a master equation [CTDRG92]. The

Hamiltonian for the whole system is

H = HS +HR +HI (4.30)

HI =
M+1∑

i=1

∑

k

λi(k) σi
z

[
a†i (k) + ai(k)

]
(4.31)

HR =

M+1∑

i=1

∑

k

ωi(k) a†i (k) ai(k) (4.32)

where HS is the spin Hamiltonian defined in Eq. (4.12). We considered
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the specific case in which the spins degrees of freedom are coupled to the

environment through the σz operator. This kind of interaction induces only

dephasing in the spin system without exchange of energy with the environ-

ment.

The model is presented for generic M but we will discuss the results only

for M = 2 and M = 3. We suppose that each spin is coupled to a different

bath, labeled by i, and that all baths are independent, ωi(k) and λi(k) are

the frequency and the coupling constant of the kth mode of the ith bath.

It is convenient to define the operator Ei =
∑

k λi(k)
[
a†i (k) + ai(k)

]
, the

environment operator to which the system is coupled.

The master equation in the basis of eigenstates of HS can be written as:

d

dt
ρab = −

∑

abcd

Rabcd ρcd (4.33)

where the indexes a, b, c, d run over the energy eigenstates and Rabcd is the

so called Bloch-Redfield tensor in the interaction picture:

Rabcd =
∑

i

∫ ∞

0

dτ {Gi(τ)Σ>
abcd +Gi(−τ)Σ<

abcd} (4.34)

where

Σ>
abcd = δbd

∑

n

(σi
z)an(σi

z)nce
iωcnτ − (σi

z)ac(σ
i
z)dbe

iωacτ (4.35)

and

Σ<
abcd = δac

∑

n

(σi
z)dn(σi

z)nbe
iωndτ − (σi

z)ac(σ
i
z)dbe

iωbdτ (4.36)

with (σi
z)ab = 〈a|σi

z|b〉. The function G(τ) is the correlation function of the

environment operators in the interaction picture:

Gi(τ) = Tr
[
ρF Ẽi(τ)Ẽi(0)

]
(4.37)

The functions Gi(τ) can be related to the spectral density of the bath through

[Gi(τ)]ω = 2Ni(ω)Ji(ω) (4.38)
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where [·]ω indicates the Fourier transform. In Eq.(4.38) Ni(ω) = (eβω − 1)−1

is the mean occupation number of the ωi mode at temperature T = β−1 and

Ji(ω) = π
∑

ωk
|λi(ωk)|2 δ(ω − ωk) is the spectral density of the bath. We

suppose that the bath is Ohmic, i.e. J(ω) has a simple linear dependency at

low frequencies up to some cut-off:

Ji(ω) =
π

2
αωe−ω/ωC (4.39)

The parameter α represents the strength of the noise and ωC is the high

energy cut-off frequency.

In order to to compare SNC with traditional quantum cloning machines we

have to consider a specific system where the required gates are performed.

Obviously this can be done in several different ways: we choose the XY

Hamiltonian as the model system for both schemes. In particular we compare

the two methods for M = 2 and M = 3 equatorial qubits. For the quan-

tum circuit approach quantum gates are implemented by a time dependent

Hamiltonian. It has been shown [KW02, SS03] that the XY Hamiltonian

is sufficient to implement both one and two-qubit gates. The elementary

two-qubit gate is the iSWAP:

U(iSWAP) =




1
0 i
i 0

1


 (4.40)

It can be obtained turning on an XY interaction between the two qubits

without external magnetic field and letting them interact for Jt = π/4. By

applying the iSWAP gate twice, the CNOT operation can be constructed This

means that we need two two-qubit operations for each CNOT. We simulated

the circuits shown in Fig. 4.1 for M = 2 and M = 3 in the presence of

noise and we calculated the corresponding fidelities. We neglected the effect

of noise during single qubit operations. This is equivalent to assume, as it

can happen in real experiments, that the time needed to perform this gates

is much smaller than the typical decoherence time. The resulting fidelity will
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Figure 4.8: Circuit implementing the CNOT from the iSWAP. This circuit
is used to implement the quantum cloning by means of gates.

therefore be overestimated. The results are shown in Fig.4.9 and Fig.4.10.

The fidelity for the quantum gates (squares) and that for the SNC (circles)

are compared as functions of the coupling parameter α. Even for small α the

0 0.01 0.02 0.03 0.04α
0.72

0.74

0.76

0.78

0.8

0.82

0.84

0.86

F
 0

Figure 4.9: 1 → 2 cloning. Comparison of the fidelity F0 obtained by the
spin network method and the quantum circuit (XY interaction) discussed
in [DDZ+04,BBHB97] in the presence of an external quantum noise. Circles
and squares refer to the network and gates case respectively (ϑ = π/2.). The
parameters for the environment are β = 10/J and ωC = 104J .

fidelity for the circuits is much worse than that for the network. Notice that

for M = 3, though without noise (α = 0) the SNC fidelity is lower than the

ideal one, for α > α∗ = 2.5 · 10−3 the situation is reversed. This shows that

our scheme is more efficient than the one based on quantum gates. Moreover
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Figure 4.10: The same as in Fig.4.9 for the 1 → 3 case.

for M > 3 the time required for quantum circuit PCC grows with increasing

M while, as discussed previously, the optimal t(M) of the SNC decreases with

M . This suggests that our proposal might be more efficient for growing M .

By changing the model does not affect these results. The time required to

perform a CNOT using Heisenberg or Ising interactions is just half the time

required for the XY model.

We also believe that in a real implementation the effect of noise on our

system can be very small compared to the that acting on a quantum circuit.

This is because during the evolution the spin network can be isolated from

the environment.

4.7 The universal cloner with spin networks

It would be desirable to implement also a universal quantum cloner by the

same method illustrated here. In this section we briefly report our attempt

to implement the 1 → 2 universal cloner. In the previous sections we demon-

strated that for the models presented the fidelity is invariant on ϕ (phase

covariance) but still depends on ϑ. This axial symmetry relies on the se-

lection of the z-axis for the initialization of the blank spins. In order to
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perform a universal cloner we need a spherical symmetry. This means that

both the Hamiltonian and the initial state must be isotropic. The first con-

dition is fulfilled using the Heisenberg interaction without static magnetic

field that would break the spherical symmetry. The second requirement can

be obtained using for the initial state of the blank qubits a completely ran-

dom state. In other words the complete state of the network (initial state +

blanks) is

ρ(0) = |ψ〉〈ψ| ⊗ 1

4
1l . (4.41)

The maximum fidelity is obtained for Jt = 2π
3

and has the value F =

13/18 ≃ 0.72 that has to be compared with the value 5/6 ≃ 0.83 of the

optimal universal cloner [BH96]. Our model is the most general time inde-

pendent network containing 3 spins and fulfills the symmetry and covariance

symmetries.

4.8 Quantum cloning of qutrits and qudits

The spin network cloning technique can be generalized to qutrits and qudits.

This is what we discuss in this Section starting, for simplicity, with the qutrit

case. The cloning of qudits is a straightforward generalization. Our task is

to find an interaction Hamiltonian between qutrits able to generate a time

evolution as close as possible to the cloning transformation. One obvious

generalization of the qubit case is to consider qutrits as spin-1 systems. In

this picture the three basis states could be the eigenstates of the angular

momentum with z component (-1,0,1). The natural interaction Hamiltonian

would then be the Heisenberg or the XY interaction

HI = Jij
~Si · ~Sj or HI = Jij(S

i
XS

j
X + Si

Y S
j
Y ) (4.42)

Alternatively one can think to use the state of physical qubits to encode

the qutrits. Such an encoding, originally proposed in a different con-
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text [KBDW01], uses three qubits to encode one single logical qutrit:

|0〉L = |001〉
|1〉L = |010〉
|2〉L = |100〉

In Ref. [KW02
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processes are possible. This network is the generalization of the spin star

that we analyzed before in which a single qutrit interacts with the others. It

is easily generalized for the 1 → M case using three spin stars. The single

qutrit Hamiltonian is realized applying magnetic fields to the physical qubits.

In analogy with the qubit cloner we will prepare qutrit 1 in the input state

|ψ〉 = α|0〉L + β|1〉L + γ|2〉L (4.43)

and initialize the other qutrits in a blank state, for example |0〉L. Due to

the interaction, the state will evolve in a restricted subspace of the Hilbert

space:

|ψ(t)〉 = α|000〉L + β1|100〉L + β2|010〉L + β3|001〉L
+ γ1|200〉L + γ2|020〉L + γ3|002〉L (4.44)

To find the fidelity of the clones with respect to the state of Eq.(4.43) we

need the reduced density matrix of one of the clones (for example the third).

The result, in the basis (|0〉L, |1〉L, |2〉L), is

ρ3 =




1 − |β3|2 − |γ3|2 αβ∗
3 αγ∗3

α∗β3 |β3|2 β3γ
∗
3

α∗γ3 β∗
3γ3 |γ3|2


 (4.45)

The coefficients βi(t) and γi(t) can be calculated by diagonalizing the Hamil-

tonian. We consider the PCC of Eq. (4.9) for d = 3: our model is automat-

ically invariant on ϕi because there is no preferred direction in the space of

the qutrits. The maximum fidelity achievable with SNC is:

F3 =
4 + 2

√
2

9
≃ 0.759 (4.46)

This value has been obtained with ∆/J = 1/
√

2 and Jt = π/
√

2. This value

is very close to the optimal one, the maximum difference between the two

values is ∼ 4 · 10−3 for every d ≥ 2.

We calculated also the fidelity for the 1 → M cloning of qutrits using the

star configuration. The maximum fidelity is:

F =
2 + 4

√
M + 3M

9M
(4.47)
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obtained for the same value of the star configuration of qubits (Jt(M) =

π/
√
M and B(M)/J =

√
M/2).

The generalization to qudits is straightforward. Following the same ap-

proach we encode qudits using d qubits to encode each qudit. After some

algebra one finds the general expression for the PCC in d dimensions. The

values t(M) and B(M) are independent from d and the expression for the

fidelity is:

F1→2,d =
(d− 1)(d+ 2

√
2) + 2

2d2
(4.48)

In Fig.4.12 the optimal and SNC fidelities are compared. As we can see, the

fidelity of the spin network implementation is very close to ideal one.
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Figure 4.12: The optimal (square) and the SNC (diamond) fidelities for 1 → 2
PCC in d dimensions are compared.

4.9 Implementation with Josephson nanocir-

cuits

The final section of this chapter is devoted to the possibility of implementing

SNC in solid state devices. Besides the great interest in solid state quan-

tum information, nanofabricated devices offer great flexibility in the design

and allow to realize the graphs represented in Fig.4.2. Here we discuss only

the 1 → 2 cloning for qubits. Generalization to other cases is immediate.
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We analyze the implementation with Josephson nanocircuits which are cur-

rently considered among the most promising candidates as building blocks

of quantum information processors [MSS01,Ave00].

EJ

xV

Jk

Jk

c

d

u

a) b)

Figure 4.13: a) A sketch of the charge qubit. It consists of a superconducting
electron box formed with an applied gate voltage Vx. The device operates
in the charging regime, i.e. the Josephson couplings EJ of the junction
(crossed box in the figure) is much smaller than the charging energy. b)
Implementation of the 1 → 2 Spin Network Cloning by means of Josephson
qubits. The unknown state to be cloned in stored in the central qubit c while
the blank qubits u and d are the ones where the state is cloned. The coupling
between the qubits is via the Josephson junctions of coupling energy JK .

The system we consider is a Cooper pair box (see Fig.4.13a). This con-

sists of a small superconducting island connected by a tunnel junction to a

superconducting gate and connected to a voltage gate through a capacitor.

The electrostatic Hamiltonian describing the system is:

H0 = 4EC(n− ng)2 − EJ cos φ (4.49)

where n is the number of (extra) Cooper pairs on the island, ng = CxVx/2e,

EC is the charging energy of the island, EJ is the Josephson energy and φ

is the phase of the order parameter of the island. The two terms in the

Hamiltonian represent respectively the electric energy of n Cooper pairs in

the island and the Josephson tunneling energy across the junction. In the
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charge regime (EC ≫ EJ) the eigenstates of the Hamiltonian are close to

the states with definite n: |n〉. Close to degeneracy points, i.e. when ng is

half-integer, only two number states differing for one Cooper pair are relevant

for the dynamics. This two levels define the charge qubit. The Hamiltonian

in the qubit subspace can thus be rewritten as

H0 = δECσz −EJσx (4.50)

where δEC = 4EC(1 − 2ng).

There are various ways to couple charge qubits, in order to implement SNC

we couple the qubits via Josephson junctions [SFPS00] (see Fig.4.13b). The c

qubit will encode the state to be cloned while the u and d qubits are initially

in the blank state. All the Josephson junctions are assumed to be tunable by

local magnetic fluxes. The total Hamiltonian of the 3-qubit system is given

by the sum of the Hamiltonians H0 of the qubits plus the interaction between

them Hcou.

The coupling Hamiltonian for the 3-qubit system is

Hcou =
∑

i=u,d

E
(i)
K σ(c)

z σ(i)
z

− (1/2)
∑

i=u,d

J
(i)
K [ σ

(c)
+ σ

(i)
− + h.c. ] (4.51)

Here JK is the Josephson energy of the junctions which couple the different

qubits and σ± = (σx±iσy)/2. If the coupling capacitance between the qubits

is very small as compared to the other capacitances one can assume E
(j)
K to

be negligible. Since in practice the capacitive coupling is always present

it is necessary to have J
(j)
K ≫ 4E

(j)
K . Then the dynamics of the system

approximates the ideal XY dynamics required to perform quantum cloning.

4.10 Conclusions

We have demonstrated that quantum cloning, in particular PCC, can be

realized using no external control but just with an appropriate design of
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the system Hamiltonian. We considered the Heisenberg and XY coupling

between the qubits and we found that the XY model saturates the optimal

value for the fidelity of the 1 → 2 PCC. In all other cases we have analyzed

(N → M PCC, universal cloning, cloning of qudits) our protocol gives a

value of the fidelity of clones that is always within a few percent to the

optimal value. As compared to the standard protocol using quantum gates,

however, there is a major advantage. Our setup is fast and, moreover, its

execution time does not increase with the number of qubits to be cloned. In

the presence of noise this allows to reach a much better fidelity than with the

standard protocol already in the presence of a weak coupling to the external

environment.
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Berry phase in open quantum
systems: a quantum Langevin
equation approach

In his seminal work [Ber84] Berry showed the appearance of a purely geomet-

rical phase factor associated to the non degenerate eigenstates of a Hamilto-

nian undergoing a cyclic adiabatic evolution (see chapter 1 ).

Since the original discovery much work has been done to generalize Berry

phase to non cyclic, non degenerate or non adiabatic evolution [SW89]. The

renewed interest for geometric phases in a quantum computation scenario

[JVEC00, ZR97, FFP+00, FSF03, DCZ01, EEH+00] is due to their supposed

intrinsic fault tolerance. Such hypothesis is corroborated with this simple

argument: since geometrical phases depend only on the area subtended by

the path traversed by the control parameters (the magnetic field components,

in the case of a spin 1/2), then small fluctuations in the parameters will leave

the area unaffected.

This intrinsic robustness has been analyzed in [DCP03] for the case of a

spin in a slowly varying magnetic field with small classical random fluctu-

ations. There it was shown that for small fluctuations, i.e. to first order

in the perturbation, and in the adiabatic limit the main source of decoher-

ence are dynamical fluctuations. Similar conclusions have been reached for
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quantum noise in [CFGSV02] by means of a quantum trajectories approach.

In this chapter we analyze the problem using a quantum Langevin equation

approach. Our system consists of a pseudospin interacting with a quantized

bosonic field. The spin free Hamiltonian is assumed to undergo a slow cyclic

evolution. The geometric phase appears in a natural way in terms of the so

called adiabatic Hamiltonian [VW91, BP94]. Once such Hamiltonian is in-

troduced the Heisenberg equations of motion are derived and from them the

quantum Langevin equations. This approach allowed us to analyze the effects

of the quantum fluctuations on both the decay constants and on the overall

phase acquired by the spin energy eigenstates in their cyclic evolution. Sim-

ilar questions have been addressed by some recent papers [WG03,WMSG05]

where the effect of quantum fluctuations have been analyzed using the mas-

ter equation formalism. We will show how our approach allows to obtain in

a simple and straightforward way the corrections to the overall phase. Fur-

thermore we will provide a simple physical picture of the results obtained.

The effect of noise on geometric phases in different scenarios from the one

described above has been studied in [BT03,NSM02].

This chapter is organized as follows: in Section 5.1 we introduce the model

for the system and the environment and derive the adiabatic Hamiltonian.

In Section 5.2 we derive the Langevin equations for the spin operators and

in Section 5.3 we discuss the results for decay constants and energy shifts

and give a geometric interpretation. Finally in Section 5.4 we summarize the

results.

5.1 The adiabatic Hamiltonian

The system we consider consists of a pseudospin in a slowly varying static

magnetic field interacting with an environment modeled as a bath of har-

monic oscillators. The overall system Hamiltonian is assumed to be of the
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standard form

Ĥ =
1

2
B · σ +

∑

k

ωkâ
†
kâk +

∑

k

gkσz

(
âk + â†k

)
(5.1)

where σ ≡ (σx, σy, σz) are the Pauli operators and B(t) ≡
B0(sinϑ cosϕ, sinϑ sinϕ, cosϑ) is a three dimensional vector, which we as-

sume to be time dependent and â†k(âk) are bosonic creation (annihilation)

operators for mode k.

The first step to obtain the Heisenberg equation of motion for the spin

and bath operators is the introduction of the so called adiabatic Hamilto-

nian [VW91,BP94] i.e. of the Hamiltonian whose eigenstates, in the absence

of interaction with the environment, after a cyclic evolution acquire the dy-

namical and geometrical phase predicted by Berry. Let us rewrite the free

spin Hamiltonian in the form

ĤS ≡ 1

2
B · σ =

B0

2
(| ↑n (t)〉〈↑n (t)| − | ↓n (t)〉〈↓n (t)|) (5.2)

where | ↑n (t)〉 and | ↓n (t)〉 are the eigenstates of ĤS at time t i.e. they are

the eigenstates of the operator σ · n̂ where n̂ ≡ (sinϑ cosϕ, sinϑ sinϕ, cosϑ)

is a unit vector pointing in the instantaneous B direction. Let us then define

the following time dependent unitary operator:

U(t) = | ↑n (0)〉〈↑n (t)| + | ↓n (0)〉〈↓n (t)| (5.3)

In the absence of any coupling with the environment the time evolution of

the state vector |ψ̃(t)〉 = U(t)|ψ(t)〉 is generated by the Hamiltonian

ˆ̃HS = U(t)ĤSU
†(t) − iU(t)

d

dt
U †(t) (5.4)

When the Hamiltonian varies slowly enough i.e. when the adiabatic approx-

imation holds, we can set 〈↑ (t)| d
dt
| ↓ (t)〉 = 0. This amounts to assume that

transitions between states | ↑n (t)〉 and | ↓n (t)〉 are negligible. The adiabatic

Hamiltonian is therefore
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Ĥad
S =

(
B0

2
− i〈↑n (t)| d

dt
| ↑n (t)〉

)
| ↑n (0)〉〈↑n (0)|

+
(
−B0

2
− i〈↓n (t)| d

dt
| ↓n (t)〉

)
| ↓n (0)〉〈↓n (0)| (5.5)

Note that when B undergoes a cyclic evolution the eigenstates of (5.5) cor-

rectly acquire the dynamical plus the geometrical phase predicted by Berry.

In the basis of the eigenstates of the σz operator we have

| ↑n〉 = e−iϕ/2 cos
ϑ

2
| ↑z〉 + eiϕ/2 sin

ϑ

2
| ↓z〉

| ↓n〉 = e−iϕ/2 sin
ϑ

2
| ↑z〉 − eiϕ/2 cos

ϑ

2
| ↓z〉 (5.6)

from which it follows that

i〈↑n (t)| ∂
∂t

| ↑n (t)〉 = −i〈↓n (t)| ∂
∂t

| ↓n (t)〉 = ϕ̇
1

2
cos ϑ (5.7)

which is just the expression of the connection for the two eigenstates of the

Hamiltonian.

The adiabatic Hamiltonian takes therefore the form

Ĥad
S =

B0 − ϕ̇ cosϑ(t)

2
n̂(0) · σ (5.8)

For the sake of simplicity, and with no loss of generality, we will consider the

case most discussed in literature in which B(t) precesses slowly with angular

velocity Ω = 2π/T i.e. ϕ(t) = Ωt, ϕ(0) = 0, ϑ(t) = ϑ(0). Furthermore we

will rotate our axis so that [cosϑ(0)σz + sin ϑ(0)σx] → σz In this case the

adiabatic Hamiltonian takes the following simple form

Ĥad
S =

ω0

2
σz (5.9)

where ω0 = B0 + Ω cosϑ(0). The full, time independent, adiabatic spin -

boson Hamiltonian then reads:

Ĥ =
ω0

2
σz +

∑

k

ω(k)â†kâk +
∑

k

gk

(
âk + â†k

)
(σz cos ϑ− σx sinϑ) (5.10)
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5.2 Langevin equations

The derivation of the quantum Langevin equations of motion for a two level

systems coupled with a harmonic bath is well known in literature [CTDRG92,

AE74]. Here, for the sake of clarity, we will sketch its main steps. The

starting point are the Heisenberg equations of motion (Ȯ = i[Ĥ, O]) for the

spin Pauli operators σz, σ+ = (σx + iσy)/2 and the bath operators âk, â
†
k

which are

σ̇z = 2i sinϑ
∑

k

gk (σ+ − σ−)
(
âk + â†k

)
, (5.11a)

σ̇+ = iω0σ+ + i
∑

k

gk

(
âk + â†k

)
(sin ϑσz + 2 cosϑσ+) , (5.11b)

˙̂ak = −iωkâk − igk (cosϑσz − sinϑ(σ+ + σ−)) . (5.11c)

which can be cast in the following equivalent integral form

σz(t) − σz(0) = 2i sinϑ
∑

k

gk

∫ t

0

(σ+ − σ−)
(
âk + â†k

)
dt

′

, (5.12a)

σ+(t) − eiω0tσ+(0) = i
∑

k

gk

∫ t

0

eiω0(t−t
′
)
(
âk + â†k

)
(sin ϑσz + 2 cosϑσ+) dt

′

,

(5.12b)

âk(t) − e−iωktâk(0) = −igk

∫ t

0

e−iωk(t−t
′
) (cosϑσz − sin ϑ (σ+ + σ−)) dt

′

.

(5.12c)

A standard assumption in the derivation of a quantum Langevin equation

is that the timescale of the decay processes is much slower than the free

evolution so that, in the above integrals, we can put

σz(t
′

) = σz(t) (5.13a)

σ+(t
′

) = e−iω0(t−t
′
)σ+(t) (5.13b)

âk(t
′

) = eiωk(t−t
′
)âk(t). (5.13c)

95



Langevin equations Section 5.2

Eqs. (5.12) then become

σz = σz(0) + 2i sinϑ
∑

k

gk

[
σ+âkζ

⋆(ω0 − ωk) + σ+â
†
kζ

⋆(ω0 + ωk)−

− σ−âkζ(ω0 + ωk) − σ−â
†
kζ(ω0 + ωk)

]
, (5.14a)

σ+ = eiω0tσ+(0) + i sinϑ
∑

k

gkσz

[
âkζ(ω0 + ωk) + â†kζ(ω0 − ωk)

]
+

+ 2i cosϑ
∑

k

gkσ+

[
âkζ(ωk) + â†kζ

⋆(ωk)
]

, (5.14b)

âk = e−iωktâk(0) − igk [cosϑσzζ(ωk) − sinϑ (σ+ζ
⋆(ω0 + ωk) + σ−ζ(ω0 − ωk))] .

(5.14c)

where

ζ(x) = lim
t→∞

∫ t

0

eixt
′

dt
′

= P
i

x
+ πδ(x), (5.15)

P denotes principal part and δ(x) is the Dirac delta function. The integration

limit t → ∞ is justified on the ground that we are interested at times t ≫
ω−1

0 .

By inserting Eqs.(5.14) into Eqs.(5.11) and taking care of a consistent

choice of all operator products [CTDRG92, AE74], one obtains the desired

equations of motion for the spin operator expectation value

〈σ̇z〉 = − 2 sin2 ϑ (γ⊥〈σz〉 + γ⊥vac1l ) − 2 sin 2ϑγ‖ (〈σ+〉 + 〈σ−〉) , (5.16)

〈σ̇+〉 =iω0〈σ+〉 + sin 2ϑξ1l − 1

2
sin 2ϑ(iλ + γ⊥)〈σz〉

+ sin2 ϑ{(iλ− γ⊥)〈σ+〉 − (+iλ+ γ⊥)〈σ−〉)} − 4 cos2 ϑγ‖〈σ+〉,
(5.17)

where

γ⊥ = π
∑

k

|gk|2 (2nk + 1) δ(ω0 − ωk) (5.18)

γ‖ = π
∑

k

|gk|2 (2nk + 1) δ(ωk) (5.19)

λ =
∑

k

|gk|2(2nk + 1)

(
P

ω0 − ωk

+
P

ω0 + ωk

)
(5.20)

ξ =
1

2

∑

k

|gk|2
[
i

(
2P

ωk

− P

ω0 − ωk

+
P

ω0 + ωk

)
− πδ(ωk − ω0)

]
(5.21)
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nk is the mean number of photon in field mode k and γ⊥vac is γ⊥ for nk = 0.

5.3 Dissipation and energy shifts

The above equations allow us to clearly identify the effects of the adiabatic

evolution on the physical quantities which characterize the spin dynamics,

namely the decay constants and the energy shift. First of all let us consider

the decay constant γ‖ which describes the decoherence mechanism due to

fluctuations “parallel” to the instantaneous direction of B. As expected it

is not modified by the adiabatic change of such direction. Furthermore the

value of γ‖ depends on the density of field modes at zero frequency which, in

most situations of physical interest is equal to zero.

The decay constant γ⊥ describes the dissipation mechanism due to the

exchange of energy between system and bath and depends on the density of

modes at the resonance frequency ω = ω0. If we assume that the density

of modes is a slowly varying function of ω near resonance, we can safely

assume for very small Ω, i.e. in the adiabatic limit,
∑

k |gk|2 (2nk + 1) δ(ωk −
ω0) ≈

∑
k |gk|2 (2nk + 1) δ(ωk−B). This confirms that the timescale of dipole

decay is not modified by the adiabatic evolution, a result which has been

obtained with different techniques, from classical stochastic noise [DCP03],

to quantum jump [CFGSV02]. We should point out that in order to observe

the geometric phase we must have

γ⊥ ≪ Ω ≪ ω0 (5.22)

Let us consider now the change in the energy shift λ. In the adiabatic limit

we must consider terms up to order O(Ω) and therefore

λ =
∑

k

|gk|2(2nk + 1)

[(
P

B0 − ωk

+
P

B0 + ωk

)

+ Ω cosϑ
∂

∂ω0

∣∣∣∣
ω0=B

(
P

ω0 − ωk

+
P

ω0 + ωk

)]
≈ λ0 + δλ. (5.23)
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The quantity sin2 ϑλ0 is the Lamb Shift [CTDRG92,AE74], while

δλ = −Ω cosϑ
∑

k

|gk|2(2nk + 1)

[
1

(B0 − ωk)2
+

1

(B0 + ωk)2

]
(5.24)

gives information on the the effect of the quantum fluctuations on the geo-

metric phase. This is in agreement with the result obtained by [WMSG05].

The observable overall phase difference between the two energy eigenstates

at the end of their cyclic evolution, i.e. at time T = 2πΩ−1, will be

Φ(T ) = ΦD + ΦG (5.25)

where the dynamical phase ΦD

ΦD =

[
B0 + sin2 ϑ

∑

k

|gk|2(2nk + 1)

(
P

B0 − ωk
+

P

B0 + ωk

)]
T (5.26)

is simply due to the renormalized energy splitting, while the geometric phase

ΦG is

ΦG = 2π cos ϑ

{
1 − sin2 ϑ

∑

k

|gk|2(2nk + 1)

[
1

(B0 − ωk)2
+

1

(B0 + ωk)2

]}
.

(5.27)

The expression (5.27) is amenable to a straightforward intuitive geometric

interpretation. As we said before the Berry phase for a spin 1/2 is propor-

tional to the solid angle spanned by the time varying magnetic field B on

the Bloch sphere. As opposite energy eigenstates acquire opposite geometric

phases the overall phase difference between them will be, for a slowly precess-

ing field at an angle ϑ, equal to ΦBerry = 2π cosϑ. In the presence of a weak

coupling with the bosonic bath however each energy eigenstate will undergo

virtual transitions, responsible for the Lamb Shift, with a probability

Probvt = sin2 ϑ
∑

k

|gk|2(2nk + 1)

[
1

(B0 − ωk)2
+

1

(B0 + ωk)2

]
. (5.28)

During such transition the spin state parallel (antiparallel) to the direction

of the field B “jumps” to the antiparallel (parallel) spin state, acquiring an
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opposite geometric phase. The overall geometric phase difference between the

energy eigenstates will be therefore decreased by an amount proportional to

Probvt, as shown in (5.27). Notice that the correction to the Berry phase is of

order O(g2). In [DCP03], where the effects of classical noise were considered,

no analogous correction was obtained because only contributions to first order

in the fluctuating field were considered.

5.4 Conclusions

In this chapter we have shown how the corrections to the Berry phase and

the decay constants for a spin 1/2 undergoing an adiabatic cyclic evolution

can be obtained in terms of quantum Langevin equation once the adiabatic

Hamiltonian is introduced. We have confirmed that the main source of de-

coherence is due only to the dynamical fluctuations, a result which has been

obtained with different techniques, from classical stochastic noise [DCP03],

to quantum jump [CFGSV02] and which emerges in a straightforward way in

our approach. From the Langevin equations we have inferred the decay rates

which are not modified by the adiabatic evolution. The Heisenberg equations

of motion give also the correction to the geometric part of the overall phase

difference between the energy eigenstates at the end of the cyclic evolution

due to the coupling with the bath. We have also shown how such corrections

are amenable to a straightforward geometrical interpretation.
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Chapter 6

Phase diagram of spin-1 bosons
on one-dimensional lattices

The experimental realization of optical lattices [AK98, CBF+01, BCF+01,

MMC+01] has paved the way to study strongly correlated many-particle sys-

tems with cold atomic gases (see e.g. the reviews [JZ05,MST+04]). The main

advantages with respect to condensed matter systems lie on the possibility

of a precise knowledge of the underlying microscopic models and an accurate

and relatively easy control of the various couplings. Probably one of the

most spectacular experiments in this respect is the observation [GME+02] of

a Superfluid - Mott Insulator transition previously predicted in [JBC+98] by

a mapping onto the Bose-Hubbard model [FWGF89].

Optical lattices have received great attention from the quantum informa-
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A quantum computer based on atoms in an optical lattice can be used not

only for quantum computation but also for quantum simulations. This is

reminiscent of Feynman’s original vision [Fey82] and recently some realistic

proposals have been put forward [GRMDC04]. It is indeed possible to simu-

late a variety of models of quantum spin chains and ladders. Different models

can be realized by tuning electrical and magnetic fields applied to the atoms.

More recently the use of far-off-resonance optical traps, has opened the

exciting possibility to study spinor condensates [SKK99]. Spin effects are

enhanced by the presence of strong interactions and small occupation num-

ber, thus resulting in a rich variety of phases characterized by different

magnetic ordering. For spin-1 bosons it was predicted that the Mott in-

sulating phases have nematic singlet [DZ02] or dimerized [Yip03] ground

state depending on the mean occupation and on the value of the spin

exchange. Since the original paper by Demler and Zhou [DZ02] several

works have addressed the properties of the phase diagram of spinor conden-

sates trapped in optical lattices (see [
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a dimerized phase.

6.1 The model and the numerical method

The effective Bose-Hubbard Hamiltonian, appropriate for S = 1 bosons, is

given by

Ĥ =
U0

2

∑

i

n̂i(n̂i − 1) +
U2

2

∑

i

(
Ŝ2

i − 2n̂i

)
− µ

∑

i

n̂i

− t
∑

i,σ

(
â†i,σâi+1,σ + â†i+1,σâi,σ

)
. (6.1)

The operator â†i,σ creates a boson in the lowest Bloch band localized on site

i and with spin component along the quantization axis σ: n̂i =
∑

σ â
†
i,σâi,σ

and Ŝi =
∑

σ,σ′ â
†
i,σTσ,σ′ âi,σ′ are the total number of particles and the total

spin on site i (T̂ are the spin-1 operators). The first term in Hamiltonian

(6.1) is the Hubbard repulsion between different atoms on the same site,

the second term comes from the difference in energy between different spin

configurations on the same site. In the third µ is the chemical potential which

controls the mean number of particles in the system. Finally the fourth term

proportional to t is responsible for the hopping of atoms between neighboring

lattice sites with the same angular momentum.

Atoms residing on the same lattice site have identical orbital wave function

and their spin function must be symmetric. This constraint imposes that

Si +ni must be even. The uniqueness of the completely symmetric state with

fixed spin and number makes it possible to denote the single site states with

|ni, Si, S
z
i 〉 (Sz

i is the z-projection of the i-th spin). The coupling constants,

which obey the following constraint

−1 <
U2

U0
<

1

2
,

can be expressed in terms of the appropriate Wannier functions [ILD03].

From now on U0 is set as the energy scale unit (U0 = 1). Furthermore we

discuss only the anti-ferromagnetic case (0 < U2 < 1/2).
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In the absence of spin dependent coupling a qualitative picture of the

phase diagram can be drawn starting from the case of zero hopping (t = 0).

The ground state is separated from any excited state by a finite energy gap.

For finite hopping strength, the energy cost to add or remove a particle

∆E± (excitation gap) is reduced and at a critical value t±c (µ) vanishes. This

phase is named the Mott insulator (MI). For large hopping amplitudes the

ground state is a globally coherent superfluid phase (SF). When the anti-

ferromagnetic coupling U2 is different from zero, states with lowest spins

(compatible with the constraint ni+Si = even) are favoured. This introduces

an even/odd asymmetry of the lobes. More precisely, the amplitude of lobes

with odd filling is reduced as compared with the lobes corresponding to even

fillings [DZ02]. In the first lobe, for example, the extra energy required to

have two particles on a site (instead of one) is 1 + 2U2 −µ, thus lowering the

chemical potential value where the second lobe starts. On the other hand,

having no particles on a site gives no gain due to spin terms, accounting for

the nearly unvaried bottom boundary of the lobe.

In order to determine the phase diagram of Eq.(6.1) we use the finite-size

Density Matrix Renormalization Group (DMRG) with open boundary condi-

tions [Whi92,Whi93]. The strategy of the DMRG is to construct a portion of

the system (called the system block) and then recursively enlarge it, until the

desired system size is reached. At every step the basis of the corresponding

Hamiltonian is truncated, so that the size of the Hilbert space is kept man-

ageable as the physical system grows. The truncation of the Hilbert space is

performed by retaining the eigenstates corresponding to the m highest eigen-

values of the block’s reduced density matrix (DMRG is extensively discussed

in appendix B).

The DMRG has been employed, for the spinless case, in [KM98,KWM00].

The presence of the spin degree of freedom makes the analysis considerably

more difficult. In the numerical calculations the Hilbert space for the on-

site part of the Hamiltonian is fixed by imposing a maximum occupation

number nmax. As the first lobe is characterized by an insulating phase with
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n = 1 particle per site we choose nmax = 3 in this case. Already at this

level the dimension of the Hilbert space per site becomes d = 20. We have

checked, by increasing the value of nmax, that this truncation of the Hilbert

space is sufficient to compute the first lobe. In each DMRG iteration we

keep up to m = 300 states in order to guarantee accurate results. The

numerical calculations of the second lobe (n = 2 particles per site) have

been performed with nmax = 4 (which corresponds to a local Hilbert space

of dimension d = 35). Using the DMRG algorithm with such large local

site dimensions d is particularly time and memory consuming. It is thus

necessary to take advantage of good quantum numbers. In our case both

the total number of particle and the total angular momentum are conserved.

Using these conserved operators we can label basis states according to their

quantum numbers and rearrange the Hamiltonian in blocks of symmetry.

6.2 Phase Diagram

In the insulating phase the first excited state is separated by the ground state

by a Mott gap. In the limit of zero hopping the gap is determined by the

extra-energy ∆E± needed to place/remove a boson at a given site. The finite

hopping renormalizes the gap which will vanish at a critical value. Then the

system becomes superfluid. This method has been employed for the spinless

case by Freericks and Monien [FM96], and in [KM98,KWM00] where it was

combined with the DMRG. Here we use it for the spinor case. Three itera-

tions of the DMRG procedure are performed, with projections on different

number sectors; the corresponding ground states give the desired energies E0,

E± = E0 + ∆E±. As target energies we used those obtained by the mapping

of the Bose-Hubbard system into effective models as described in [ILD03].

We considered chains up to L = 128 sites for the first lobe, and L = 48 for

the second lobe. The extrapolation procedure to extract the asymptotic val-

ues was obtained by means of linear fit in 1/L, as discussed in [KWM00]. A

comparison with a quadratic fit shows that O(1/L2) corrections are negligible
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on the scale of Fig.6.1.

The plot of the phase diagram in the (µ, t) plane for different values of

the spin coupling U2 is shown in Fig.6.1. The first lobe tends to reduce its

size on increasing the spin coupling; in particular the upper critical chemical

potential at t = 0 is µ+
c (0) = 1 − 2U2, while the t∗ value of the hopping

strength over which the system is always superfluid is suppressed as U2 in-

creases. On the other hand, the second lobe grows up when U2 increases.

This even/odd effect, predicted in [DZ02], is quantified in Fig.6.1. In the

following we concentrate on the first Mott lobe.

6.3 Magnetic properties of the first Mott

lobe

The first lobe of the spinor Bose lattice has a very interesting magnetic

structure. In the presence of small hopping t boson tunneling processes

induce effective pairwise magnetic interactions between the spins described

by the Hamiltonian [ILD03]

Ĥeff = κ
∑

〈ij〉

[
cos θ (Ŝi · Ŝj) + sin θ (Ŝi · Ŝj)

2
]

(6.2)

with

tan θ =
1

1 − 2U2
κ =

2t2

1 + U2

√
1 + tan2 θ . (6.3)

The absence of higher order terms, such as (Ŝi·Ŝj)
3, is due to the fact that the

product of any three spin operators can be expressed via lower order terms.

In the case of anti-ferromagnetic interaction in Eq.(6.1), the parameter θ

varies in the interval θ ∈ [−3/4π,−π/2[. Because of the form of the magnetic

Hamiltonian, each bond tends to form a singlet-spin configuration, but singlet

states on neighbouring bonds are not allowed. There are two possible ground

states that may appear in this situation. A nematic state can be constructed

by mixing states with total spin S = 0 and S = 2 on each bond. This con-

struction can be repeated on neighbouring bonds, thereby preserving trans-
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Figure 6.1: Phase diagram in the (µ, t) plane for the first two lobes of the one-
dimensional Bose-Hubbard spin 1 model with nearest-neighbour interactions.
The different panels correspond to different values of U2: U2 = 0 (upper-
left), 0.1 (upper-right), 0.2 (lower-left), 0.3 (lower-right). The curves for
U2 = 0 coincide with the first two lobes for the spinless model computed in
Refs. [KM98,KWM00].
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lational invariance. This state breaks the spin-space rotational group O(3),

though time-reversal symmetry is preserved. The expectation value of any

spin operator vanishes (〈Ŝα
i 〉 = 0, α = x, y, z), while some of the quadrupole

operators have finite expectation values. The tensor Qab = 〈ŜaŜb〉 − 2
3
δab is

a traceless diagonal matrix, due to invariance under spin reflections. Since it

has two identical eigenvalues (〈(Ŝx
i )2〉 = 〈(Ŝy

i )2〉 6= 〈(Ŝz
i )2〉), it can be written

as Qab = Q
(
dadb − 1

3
δab
)

using an order parameter 〈Q̂〉 ≡ 〈(Ŝz
i )2〉−〈(Ŝx

i )2〉 =
3
2
〈(Ŝz

i )2〉 − 1 and a unit vector d = ±z. However, since [Q̂, Ĥeff ] = 0, it is

not possible to get Q 6= 0 in finite size systems, analogously to what happens

for the magnetization without external field. Therefore we characterized the

range of nematic correlations in the ground state by coupling this operator

to a fictitious “nematic field”

Ĥλ = Ĥeff + λQ̂

and then by evaluating the nematic susceptibility χnem as a function of the

system size:

χnem ≡ − d2E0(λ)

dλ2

∣∣∣∣
λ=0

=
∑

γ

|Q0,γ|2
Eγ −E0

, (6.4)

where E0(λ) is the ground energy of Ĥλ, Q0,γ is the matrix element between

the ground and an excited state of Ĥeff (respectively with energy E0 and

Eγ).

On the other hand a possibility to have SO(3) symmetric solution stems

from breaking translational invariance. Indeed, a dimerized solution with sin-

glets on every second bond satisfy these requirements. Dimerization could be

described looking at the differences in expectation values of the pair Hamil-

tonian Ĥ(ij)
eff on adjacent links (Ĥeff =

∑
〈ij〉 Ĥ

(ij)
eff ). On any finite chain some

inhomogeneity exists, thus leading to a finite DL even if D = 0. Quantita-

tively, an order parameter DL could be defined by evaluating Eq. (6.5) in the

middle of the finite size chain. The order parameter D has to be extrapolated

in the thermodynamic limit: D ≡ limL→∞DL. The order parameter D reads

D ≡
∣∣∣〈Ĥ(i−1,i)

eff − Ĥ(i,i+1)
eff 〉

∣∣∣ . (6.5)
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Figure 6.2: Finite size scaling of DL for selected values of θ: circles
(θ = −0.65π), squares (−0.7π), diamonds (−0.72π), triangles up (−0.73π),
triangles down (−0.735π), triangles left (−0.74π). In order to extrapolate
the order parameter D, numerical data have been fitted with DL = D+cL−α

(straight lines). DMRG simulations are performed with m ≃ 140 for
θ > −0.73π, and m ≃ 250 for θ ≤ −0.73π.
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Figure 6.3: Behaviour of the dimerization order parameterD of Eq. (6.5) near
the ferromagnetic boundary: solid line shows a power law fit D ∼ (θ−θF )γ of
numerical data with an exponent γ ≃ 6.15; dashed line shows an exponential
law fit D ∼ exp[−a/(θ − θF )−1/2] with a ≃ 2.91. The linear fit is done over
data for θ < −0.7π, while the exponential fit is for θ ≤ −0.73π. DMRG
calculations are performed with up to m ≃ 300 states. The inset shows the
extrapolated scaled gap ∆2−0 = (L − 1)(E2 − E0) at the thermodynamic
limit, for some points at θ ≤ −0.74π.

It has been proposed [Chu91] that a narrow nematic region exists between

the ferromagnetic phase boundary (θF = −3π/4, i.e. U2 = 0) and a critical

angle θC ≈ −0.7π (i.e. U2 ∼ 10−2), whereas a dimerized solution is favoured

in the remaining anti-ferromagnetic region θC ≤ θ ≤ −π/2. This implies

that the dimerization order parameter D should scale to zero in the whole

nematic region. This possibility has been analyzed in Ref. [FS95] where it

was suggested that D might go to 0 in an exponential way near the ferro-

magnetic boundary, making it difficult to detect the effective existence of the

nematic phase. This interesting challenge has motivated numerical investiga-

tions with different methods [FS95,Kaw02,PVC05,LST03]. Here we present

new DMRG results which, in our opinion, clarify the magnetic properties of

the first Mott lobe (for sufficiently small hopping) and consequently of the
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Heisenberg chain with biquadratic interaction.

According to our numerical calculation there is no intermediate nematic

phase, indeed we found a power law decay of the dimerization order param-

eter near θF = −3π/4. The simulations of the bilinear-biquadratic model

(6.2) are less time and memory consuming than Bose-Hubbard ones, since

the local Hilbert space has a finite dimension d = 3. The number of block

states kept during the renormalization procedure was chosen step by step in

order to avoid artificial symmetry breaking. This careful treatment insures

that there are no spurious sources of asymmetry like partially taking into

account a probability multiplet. Here we considered up to m ≃ 300 states

in order to obtain stable results. Raw numerical data are shown in Fig.6.2,

where the finite size dimerization parameter D(L) is plotted as a function of

the chain length L (see Eq. 6.5). Finite size scaling was used to extrapolate

to the thermodynamic limit. After the extrapolation to the L → ∞ limit,

see Fig. 6.3, we fitted the dimer order parameter with a power law

D =

(
θ − θF

θ0

)γ

(6.6)

where γ ∼ 6.1502 and θ0 ∼ 0.09177 π (Fig. 6.3, solid line). We also tried to

fit our data by an exponential law of the form

D = D0 e
−a/

√
θ−θF (6.7)

as suggested in [FS95], with a ∼ 2.911, D0 ∼ 9.617; this fit seems to work

for narrower regions (Fig. 6.3, dashed line), however from our numerics we

cannot exclude an exponential behaviour of D in the critical region. The

dimerized phase thus seems to survive up to the ferromagnetic phase bound-

ary, independently from the chosen fitting form. This is also confirmed by

the fact that the scaled gap between the ground state E0 and the lowest

excited state E2 (which is found to have total spin ST = 2) seems not to

vanish in the interesting region θ > −0.75π (see the inset of Fig. 6.3). To

further characterize the behaviour of the system we analyzed the susceptibil-

ity of the chain to nematic ordering χnem. The numerical data, presented in

111



Magnetic properties of the first Mott lobe Section 6.3

16 32 48 64 80 96

L

10
2

10
3

10
4

10
5

10
6

10
7

χnem

-0.75 -0.725 -0.7 -0.675 -0.65

θ/π

2

2.5

3
αnem

Figure 6.4: Nematic susceptibility χnem as a function of the system size L.
The various symbols refer to different values of θ: circles (θ = −0.65π),
squares (−0.7π), diamonds (−0.73π), triangles up (−0.74π), triangles down
(−0.745π), triangles left (−0.7475π). Straight lines are the result of a power
law fit χnem = cLα of numerical data. In the inset the exponent α is plotted
as a function of θ.

Fig. 6.4, show a power law behaviour χnem(L) ∝ Lα as a function of the sys-

tem size. The exponent α (shown in the inset) approaches the value α = 3 as

θ → θF . This can also be confirmed by means of a perturbative calculation

around the exact solution available at θF ; indeed one obtains |Q0,γ |2 ∼ L2

and (Eγ−E0) ∼ L−1 to be inserted in Eq. (6.4). The increase of the exponent

for θ → θF indicates, as suggested in [PVC05], that a tendency towards the

nematic ordering is enhanced as the dimer order parameter goes to zero. We

conclude this chapter by remarking that our results indicate that the Mott

insulator is always in a dimerized phase.
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A scheme for entanglement
extraction from a solid

It was a common belief that entanglement cannot exist on a macroscopic

scale. This is because decoherence effects from many particles interaction

would destroy all quantum correlations. However it has been predicted

that macroscopic entanglement can exist in solids in the thermodynamical

limit [GRAC03] even at high temperature [Ved04]. In a typical magnetic

solid the orbitals of electrons in different atoms overlap and because of the

Coulomb interaction this gives rise to the exchange interaction between spins.

The interaction between spin degrees of freedom is therefore described by a

Heisenberg Hamiltonian whose thermal states are entangled [ABV01]. There

are many works inferring the existence of macroscopic entanglement at var-

ious temperatures up to room temperature. The evidence comes from ex-

periments measuring different thermodynamic properties such as magnetic

susceptibility and heat capacity [BV04,BVZ04,VB05]. Until now however it

was not clear whether this entanglement can be useful as a resource in quan-

tum computation. The crucial question therefore is: can this macroscopic

entanglement in solids be extracted? In particular, can this entanglement be

transferred to a pair of particles and subsequently used for quantum com-

putation or to violate Bells’s inequalities? Here we propose an experimental

setup to demonstrate entanglement extraction with present-day technology
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using optical lattices. In this chapter we show that this entanglement can

be extracted and therefore used for quantum information processing. This

makes macroscopic entanglement a physical resource extractable from solids

in the same way as heat can be exchanged between different systems and

used for work in thermodynamics.

In the next two paragraphs we outline the basic idea behind our proposal

which is then elaborated in the remaining part of the chapter.

The entanglement of a pair of spins inside a solid can be transferred to

another pair of probe particles using only local swap operations. We need to

send simultaneously two probes toward entangled spins in a chain such that

each probe interacts with different sets of spins (cf. Fig.7.1). We emphasize

that the two probes will not interact with each other nor will they experience

an interaction mediated by the solid (cf. [Bra02]). The entanglement between

the probes has been transferred from the spin chain and cannot exist without

entanglement in the chain. This is a genuine non local process between

the two probes like in the case of entanglement swapping [ZZHE93]. We

mention that in the continuum limit our procedure can be used to extract

entanglement from vacuum (some steps in this direction have been taken

by [RCR05]). The scattering interaction between probes and spins must be

capable of (at least partially) swapping their state. This is the case of very

common interactions like Heisenberg or XY. It could happen that after one

scattering event entanglement swapping is only partial. In this case it is

interesting to investigate whether by repeating this collision procedure many

times the entanglement between the two probes can increase.

7.1 The model

Let us now introduce the detailed description of the interaction between

the probes and the spins in the solid. All aspects of this analysis can be

implemented with different quantum systems: it is necessary that individual
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Figure 7.1: Schematic drawing of the entanglement extraction process. Two
probe particles initially prepared in a product state are sent toward a solid
whose spins are entangled. Each probe interacts with only one spin in the
solid. During the collision, due to the exchange interaction between probe
and spin, their state is swapped. The two probes come out from the solid in
an entangled state.

probe particles can be coherently sent to interact with the spin chain. In

Sec. 7.3 we propose to simulate the extraction process with optical lattices.

Two probes are sent toward a spin chain in a solid. We assume initially

that each of the probes interact with a single spin in the chain as shown

in Fig. 7.1. We suppose that the interaction Hamiltonian is given by an

anisotropic XXZ model between probe i = L,R and spin j = 1, 2:

H(λ)ij = J
(
σi

xσ
j
x + σi

yσ
j
y + λσi

zσ
j
z

)
(7.1)

where σx,y,z are the Pauli matrices. We assume that the coupling J is con-

stant during the collision that lasts for a time τ . The total Hamiltonian is

therefore HT = H(λ)1L + H(λ)2R. This Hamiltonian comes from the same

exchange mechanism that gives rise to the interaction between spins in the

solid. We will concentrate on two important limits: λ = 1, which is the

Heisenberg (exchange) interaction; λ = 0, the XY interaction. The initial

state of the pair of spins in the solid is assumed to be a mixed state. We

consider two possibilities for the form of the density matrix of the two spins.
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The first possibility is to consider a Werner state, often encountered in many

situations in quantum information theory [Wer89]. The second is to consider

the reduced density matrix of two spins of a XXZ chain in terms of the

spin-spin correlation functions.

7.1.1 Werner state

Here we suppose that the entangled pair of spins in the solid is in a Werner

state described by the density matrix:

ρW =
η

4
1l + (1 − η)|ψ−〉〈ψ−| (7.2)

where |ψ−〉 = 2−1/2(|01〉−|10〉) is the singlet state and 0 ≤ η ≤ 1. This state

is entangled when the mixedness parameter 0 ≤ η < 2/3. Werner states are

mixtures of symmetric and antisymmetric subspaces and naturally arises in

systems of indistinguishable particles, i.e. solids.

Let us first consider what happens in a collision between the probes in a

pure product state e.g. |00〉 and the spins in a maximally entangled state

η = 0 when λ = 1, 0. After the collision the global state of the four particle

reads (apart from a global phase factor):

|Ψ(t)〉 = cos 2Jτ |00〉LR|ψ−〉12 − i sin 2Jτ |ψ−〉LR|00〉12. (7.3)

This state is a superposition of the initial state and of the swapped state.

By tracing out the two spins one obtains the reduced density matrix ρLR of

the two probes. We use the concurrence [Woo98] to measure the extracted

entanglement. The concurrence for the two probes is simply C = sin2 2Jτ

and is equal to 1 when Jτ = π/4. Thus no matter how small τ is, it is still

possible to extract some entanglement from the singlet state.

When η > 0 the global state is mixed and the concurrence for λ = 0, 1

is plotted in Fig. 7.2. As it is shown in the plot the entanglement between

probes decays with η which represents the mixedness of the initial state of

the spins. This is an intuitively expected result because the higher mixedness
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of the spins implies that there is less entanglement and this in turn means

that less can be transferred to the probes. The full SWAP transformation

between spins and the probes is obtained when Jτ = π/4 and the entan-

glement extracted is maximum. We also note that entanglement oscillates

with τ which reflects the fidelity of the SWAP operation. The state is always

entangled for η < (3 −
√

5)/2 ≃ 0.38 no matter how small τ is. However

when (3 −
√

5)/2 < η < 2/3, τ must be chosen appropriately as shown in

Fig. 7.2 in order to obtain some entanglement. Notice that no entanglement

can be extracted for η ≥ 2/3 when the two spins are not entangled. This

result for entanglement has been maximized among product states of the two

qubits. We can infer from Fig. 7.2 that whenever the state of the spins is

entangled (η < 2/3) our procedure is capable of transferring entanglement

to the probes.

Figure 7.2: Entanglement, measured by the concurrence C, of the two probes
after one collision as a function of η and τ . Notice how C decays with the
mixedness η and oscillates with the time of interaction τ .
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7.1.2 Ground state of the XXZ model

Since Werner state is not the most general mixed entangled state for two

spins, here we suppose that the global state of the chain is the ground state

of the XXZ spin chain. The reduced density matrix of the entangled pair can

be written in terms of spin-spin correlation functions by using translational

invariance and conservation of angular momentum. The full derivation is

presented in [AOP+04] and the result is:

ρ =




1
4

+ gzz 0 0 0
0 1

4
− gzz 2gxx 0

0 2gxx
1
4
− gzz 0

0 0 0 1
4

+ gzz


 (7.4)

where gzz = 〈σzσz〉/4 and gxx = 〈σxσx〉/4 are spin-spin correlation functions

and can be numerically estimated for the Heisenberg model. The concurrence

of ρ, assuming |gxx| ≥ gzz, is:

C = Max[0,−1

2
+ 4 |gxx| − 2gzz] (7.5)

We numerically evaluated the concurrence for λ = 1 and gxx = gzz which

is plotted in Fig. 7.3. The correlation function g gives a direct physical

information on the entanglement stored in the chain even at temperature

different from zero. As it is shown in the plot the entanglement between

probes decays when gzz decreases, i.e. when the initial entanglement of the

spin pair is less. As before the full SWAP is obtained when Jτ = π/4 and

the entanglement extracted is maximum. Again the entanglement oscillates

with τ . The state is always entangled for gzz . −0.16 no matter how small

τ is. However when −0.16 < gzz < −1/12, τ must be chosen appropriately

as shown in Fig. 7.3 in order to obtain some entanglement. This result for

entanglement has been maximized among product states of the two qubits.

We can infer from Fig. 7.3 that whenever the state of the spins is entangled

(gzz < −1/12) our procedure is capable of transferring entanglement to the

probes. Similar results applies also to the XY model λ = 0.
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Figure 7.3: Entanglement, measured by the concurrence C, of the two probes
after one collision as a function of gzz and τ . Notice how C increases with
the correlation gzz and oscillates with the time of interaction τ .

7.2 Repeated collisions

Once τ is fixed for a specific experimental setup the amount of entanglement

extracted is less than the entanglement in the pair of spins as long as Jτ <

π/4. Is it possible to extract more entanglement by repeating the collision

process many times [SZS+02]? At first sight it seems that this is related to

the homogenization process [SZS+02], however we cannot use their results

because the transformation induced by the interaction Hamiltonian (7.1) is

not a global partial SWAP transformation. Indeed with a local interaction

generated by the spin Hamiltonian (λ = 1) the full transformation of the

four spins is:

U12LR = PSW1L ⊗ PSW2R, where (7.6)

PSW = eiJt (cos 2Jt 1l − i sin 2Jt SWAP ) , and (7.7)

SWAP = |00〉〈00| + |01〉〈10| + |10〉〈01| + |11〉〈11| swaps two qubits.(7.8)
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The transformation PSW is called partial swap and has been analyzed

in [SZS+02]. Here the authors are interested in modeling the decoherence

process induced by a bath with a collision setup. The environment is con-

stituted by a set of spins all in a state |χ〉 and they want to study the

decoherence process of a qubit initially prepared in a different state |ψ〉. At

each collision the qubit interact for a time τ with a single spin and its reduced

density matrix ρn after n collisions is:

ρn = Tr
(
Uρn−1|χ〉〈χ|U †) (7.9)

Using the Banach-Caccioppoli theorem about the fixed point of the contrac-

tive map U , in [SZS+02] it can be shown that for each initial state |ψ〉 the

state of the qubit approaches that of the bath: ρn → |χ〉〈χ| for n→ ∞. The

theorem applies not just to qubits but to arbitrary finite dimension systems

as for example two qubits. In our case however the theorem does not ap-

ply because the transformation considered (7.6) is the tensor product of two

swap operations and not a swap operation of the systems {12} ↔ {LR}. For

this reason it is not expected in general that the fixed point, if any, of U12LR

will be the initial state of LR.

It is easy to demonstrate that the state |ψ+〉LR|ψ−〉12 is an eigenstate

of HT with λ = 0 (XY model). It is thus a fixed point of the evolution

transformation and the state of the probes will approach the state |ψ+〉 as

the number of collisions goes to infinity, independently of the input state and

of how small τ is. This is a counter-intuitive result: the state of the probes

do not converge to the state of the bath but to an orthogonal state. The

reason is that XY interaction does not generate a partial SWAP operation

but something similar to a partial iSWAP operation:

iSWAP = |00〉〈00| + i|01〉〈10| + i|10〉〈01| + |11〉〈11| (7.10)

that swaps the state of the two qubits but with a i factor. The composition

of two of these transformation produces a minus sign that transform ψ+ in

ψ−. The same holds for the pair φ±. In Fig. 7.4 we show how the concurrence
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Figure 7.4: Concurrence between the probes as a function of the number of
collisions. We supposed the initial state (7.2) with η = 0 and Jτ = 0.2.
The data are well described by the fit function C(n) = 1 − exp(−κn) where
κ = −8.3 10−3.

grows increasing the number of collision with the spins. For λ = 1 (Heisen-

berg model) there is not an eigenstate of the total Hamiltonian that is the

tensor product of a maximal entangled state of the probes times a maximal

entangled state of the two spins.

Let us come back to λ = 0. When η > 0 the transformation has still a fixed

point whose entanglement depends on η and τ . We want to emphasize that

even if the maximum entanglement can not be achieved, the many-collision

scheme is capable of extracting some entanglement. This is illustrated in

Fig 7.5.

We can modify the interaction between the four spins 1, 2, L, R in order to

fulfill the hypothesis of Banach-Caccioppoli theorem: it is sufficient to build

a Hamiltonian that generates a global SWAP transformation:

PSW1L,2R = eiJt (cos 2Jt 1l 1L ⊗ 1l 2R − i sin 2Jt SWAP1L ⊗ SWAP2R)

(7.11)

This can be found by inspection and reads in the computational basis of
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Figure 7.5: Concurrence between the probes as a function of the number
of collisions n for various values of η = 0.01, 0.1, 0.2, 0.4 (plots 1., 2., 3. ,4.
respectively) and τ = 0.1 (dot-dashed), 0.3 (dotted), 0.5 (dashed), 0.7 (solid).

12LR:

H12LR = |0000〉〈0000| + |0101〉〈0101| + |1010〉〈1010| + |1111〉〈1111|
+ |0001〉〈0100| + |0010〉〈1000| + |1011〉〈1110| + |1101〉〈0111|
+ |0011〉〈1100| + |1001〉〈0110| + h.c. (7.12)

Notice that the elements of the first two rows can be generated by pairwise

interactions as in (7.1). The elements of the third row instead are four spin

processes. With this interaction it is possible to demonstrate that the probes

state will approach the state of the spins no matter the initial state.
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Chapter 7 Extraction of entanglement

7.3 Extraction of entanglement in optical lat-

tices

The most natural way to extract entanglement from entangled spins in solids

would be to scatter pairs of neutrons off the solid. We will present a pro-

posal for simulation of this process of entanglement extraction with opti-

cal lattices [GME+02] that we hope can be implemented in the near fu-

ture. Optical lattices are a very useful tool for simulating many quantum

effects in solids and have been employed in demonstrating quantum phase

transition [GME+02], Bose-Einstein condensation [GMHB02] and quantum

gates [MGW+03] (see also chapter 6). For our purposes we need to simu-

late both the interaction in the solid system as well as the interaction with

the external probes. Hamiltonians of entangled spin chains or ladders can

be realized using cold neutral atoms trapped in potential wells generated

by counter-propagating lasers [GRMDC04, DDL03, GRC03]. Bosonic atoms

(black in Fig. 7.6), loaded onto the lattice, can be described by means of the

Bose-Hubbard model (see Chapter 6). For our proposal we assume that the

system is in the Mott insulator phase with only one atom per lattice site.

This ensures that the number of atoms per site is fixed because hopping of

atoms between different sites is inhibited. In order to simulate the electronic

spin degrees of freedom of a typical solid we use longlived atomic states.

These are usually chosen among hyperfine levels, as in the case of 87Rb or
23Na which have nuclear spin 3/2. In this case the states can be chosen as

|0〉 = |F = 1, mf = 1〉 and |1〉 = |F = 2, mf = 2〉 [JBC+99]. These two

states are the simulated spin 1/2 states that we need for the simulation.

The interaction between different spins can be simulated by changing the

interaction between atoms. This in turn is varied by adjusting the laser

parameters and by means of electric and magnetic fields. In this way we

can produce a variety of common spin Hamiltonians for solids [GRC03]. For

probe particles we use different atoms (white in Fig. 7.6), called marker

qubits [CDJ+04]. The main idea is first to construct the optical lattice,
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Figure 7.6: Simulation of the entanglement extraction using optical lattices.
Cold neutral atoms (black) are loaded onto an optical lattice generated by
counter-propagating lasers in such a way that each potential well is occupied
by only one atom. These atoms represent the spins degrees of freedom in a
typical solid. To the first potential a second one is superimposed (wireframe)
onto which different atoms (white), called markers, are loaded. It is possible
to move the markers across the solid by moving adiabatically the second
potential.

loading the atoms in a register that constitutes the simulated solid (black

in Fig. 7.6) and then to superimpose a second optical lattice (wireframe in

Fig. 7.6) loading auxiliary atoms onto it as shown in Fig. 7.6. The auxiliary

marker atoms need not to be of the same atomic species as the atoms in

the solid. The marker atoms can be moved through the solid by varying

adiabatically laser parameters of the second optical lattice. These operations

do not affect the register atoms that remain confined in their potential wells.

In this way collisions between the probes and the spins in the solid can be

simulated by moving a marker atom close to a register atom letting their

orbitals overlap which realizes swap operations needed for our protocol.

Two marker atoms are moved using the superimposed potential to col-

lide with the register atoms as shown in Fig. 7.6. This we believe can be

performed with high precision and efficiency as in the case of cold controlled

collisions [MGW+03]. Such an operation can be repeated many times moving

the markers forward to collide with other register atoms.
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Chapter 7 Extraction of entanglement

In the model discussed above we supposed that the probes interact each

with one spin in the chain. This is in certain cases, such as neutron scattering,

very unrealistic. It is difficult with present day technology to address a single

spin in a solid. What happens in neutron scattering experiments is that the

spin of the incoming neutron interacts with the total angular momentum of

a bunch of spins in the solid [RW00]. It is thus more realistic to analyze a

model in which two probes interact with many spins. Let us consider a chain

of L spins and that each neutron, being a wavepacket of a certain width,

interacts with a different subset of N spins. We will assume that the spin of

the probe is coupled to the total angular momentum of the N spins, which

is equivalent to assume that each probe is equally coupled to each of the N

spins in the chain. This model is equivalent to the ones considered in others

contexts [HB02] (see chapter 4), and for λ = 0, 1 its eigenstates are known.

Let the initial state of the chain be a W state (see Sec. 1.2):

|WL〉 =
1√
L

(|100 · · ·0〉 + |010 · · ·0〉 + · · · + |000 · · ·1〉) (7.13)

W states can be ground states of some Hubbard related Hamiltonians

[dBKS95], critical spin chains [OAFF02,BDE+04] and fermionic lattice mod-

els of high Tc superconductivity [Ved04]. The concurrence for λ = 0 is

C = 2N
L

sin2 2J
√
Nτ and reaches the maximum value 2N

L
for Jτ = π/(4

√
N)

(the entanglement for the Heisenberg model λ = 1 is greater than zero but

is always less than that of the XY model). We note that these results have

been obtained only for a W state of the chain. This state contains long

range correlations. However for Heisenberg and XY chain models long range

correlations are very small and the entanglement extracted should decrease

with N and with the distance between the two beams of neutrons.
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7.4 The extraction of multipartite entangle-

ment and interaction with many spins

Until now we concentrated on extracting entanglement between only two

spins. But our scheme can also be adapted to the extraction of genuine

multipartite entanglement. Let us consider n spins in a chain and scatter off

of each spin only one probe. Let us suppose that the initial state of the chain

be a W state and the probes be in state |0〉 = |00 · · ·0〉. The state of the

system at time τ is the analogue for n spins of eq.(7.3) with |Wn〉 instead of

|ψ−〉. Thus the reduced density matrix for the n probes reads:

ρ = cos2 2Jτ |0〉〈0| + sin2 2Jτ |Wn〉〈Wn| (7.14)

Notice that when Jτ = π/4 the state of the chain is fully swapped onto

that of the probes as in the case with n = 2. For any value of Jτ 6= kπ/2

where k is an integer it can be shown that the above state contains genuine

multipartite entanglement [BDE+04] (i.e. it cannot be written as a mixture

of biseparable state).
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Chapter 8

Entanglement Entropy
dynamics in Heisenberg chains

Applications of quantum information theory in condensed matter [Pre00]

have produced many interesting results for both disciplines. It is hard

to list all the numerous problems addressed so far. Here we only men-

tion the study of entanglement in quantum critical systems (see for ex-

ample [OAFF02, ON02, VLRK03, LRV04, VMDC04, VPC04a, JK04, VPM04,

CZWZ04, CC04, LEB04, Kor04, FKR04, WSL04, IJK05, SOB+04, DHH+05,

RVF+04, EC05, OLEC05, KM05, KM04, PZ05, AGMT05, GT05, WDM+05,

HRP05] and references therein).

Among all the various ways to quantify entanglement here we consider

the block entropy which has recently analyzed in several different situations

(see e.g. [VLRK03,CC04,Kor04,EC05,KM05,PZ05,PEDC05,Lev04,ZBFS05,

LORV05]). It has been demonstrated [HLW94, VLRK03, CC04] that the

entropy of a block of spins Sℓ in the ground state of a spin chains is very

sensitive to its critical properties. In the case of a block with one boundary

with the rest of the chain Sℓ, for ℓ≫ 1, diverges at the critical point as Sℓ =

(c/6) log2 ℓ where c is the central charge of the corresponding conformal field

theory (CFT) of the model considered. In contrast in non critical systems

the entropy saturates to the finite value Sℓ = (c/6) log2 ξ, with ξ ≫ 1 the

127



Section 8.0

correlation length [CC04]. In the presence of quenched disorder the properties

of the block entropy for critical chains remain remarkably universal. For

the models analyzed in Ref. [RM04] using real-space renormalization group,

it still diverges logarithmically with a “renormalized” central charge ceff =

c ln 2 [RM04], where c is the central charge of the corresponding pure model.

It has been conjectured that such an effective central charge characterizes

generically the critical systems with quenched disorder [RM04,Laf05].

The interest in the properties of entanglement in condensed matter has also

extended to understand its dynamical behaviour. Like for the case of prop-

agation of excitations in condensed media, it recently became of interest to

know how entanglement could propagate through spin chains. This question

was studied by looking at two-particle [MBF03,AOP+04,Kcz04,SSL05] and

many-particle entanglement [CC05, MV05]. The dynamics of entanglement

was studied either by preparing the system in a state (not an eigenstate)

with all the entanglement localized in a given part of the chain or after a

sudden quench of some of the couplings of the model Hamiltonian.

In this chapter we consider static and dynamical properties of the entropy

of a block of spins for an anisotropic Heisenberg chain both in the clean and in

the disordered case. We investigate the problem by means of DMRG [Sch05a]

for the static part and its time-dependent version [DKSV04,WF04] for the dy-

namical evolution (for an introduction to DMRG and t-DMRG see appendix

B). The static entropy of the Heisenberg model was considered numerically

in Ref. [VLRK03, PZ05, ZPW06, ZBFS05, LSCA05] and some exact results

are known in the isotropic ferromagnetic limit [PS04,PSS05] and in the XX

and Ising limits [JK04, IJK05, PZ05, KM05]. In this work we consider again

this case for completeness. In addition it serves as an important check for the

other cases considered (see Sections 8.2.1, 8.2.2, 8.3.1, 8.3.2) for which these

are, to the best of our knowledge, the first numerical calculations available

for the Heisenberg model. The results of the dynamics of an ordered chains

are compared with the CFT results of Ref. [CC05]. In the static disordered

case we confirm the prediction of [RM04]. Section 8.3.2 is devoted to the
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dynamics of a disordered Heisenberg chain. Here we predict a slow evolution

for the dynamics of entanglement which hints at some sort of entanglement

localization.

8.1 The model

The model that we consider is a spin chain of length N with open boundary

conditions described by the Heisenberg Hamiltonian [LM66]

H =

N−1∑

i=1

Ji(σ
i
xσ

i+1
x + σi

yσ
i+1
y + ∆σi

zσ
i+1
z ) (8.1)

where σi
x,y,z are the Pauli matrix operators relative to the ith spin; Ji are

the coupling constants that we assume time independent but possibly space-

dependent in the random case; finally ∆ is the anisotropy parameter. The

homogeneous chain is critical for −1 ≤ ∆ ≤ 1. The corresponding Conformal

Field Theory (CFT) is described using a central charge c = 1.

We study the properties of the Von Neumann entropy Sℓ of a block con-

taining the first ℓ spins. The block is described by the reduced density matrix

ρℓ = Tri>ℓρ and Sℓ is defined as:

Sℓ = −Trℓ (ρℓ log2 ρℓ) (8.2)

We used the t-DMRG algorithm with a second order Trotter expansion of

H as described in Refs. [DKSV04, WF04]. We checked the precision of the

numerics by comparing the results with the case ∆ = 0 where Eq. (8.1) is

mapped onto a free fermion model [LM66].

We first present the result for the homogeneous case and then that for the

disordered one.
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8.2 Homogeneous chain

8.2.1 Ground state properties

The CFT prediction for a block of length ℓ in an open chain of total length

N is [CC04]

Sℓ =
c

6
log2

[
N

π
sin
( π
N
ℓ
)]

+ A (8.3)

where A is a non-universal constant related to the analogous one in the system

with periodic boundary condition [CC04, ZBFS05]. As already mentioned

the static properties of the Heisenberg model was considered numerically in

Ref. [VLRK03,PZ05,ZPW06,ZBFS05] and here for completeness we present

the result of our DMRG calculations. They are shown in Fig. 8.1. The main

plot shows the difference in the entropy for a critical and a non critical value

of ∆ and the comparison to the CFT prediction. For large ℓ (i.e. ℓ > 10)

where Eq. (8.3) is expected to work, the agreement is very good. In the

lower inset we show our results for the central charge, obtained through a

fit of numerical data with Eq. (8.3), for different values of ∆ in the critical

interval. The fitted c shows small non-universal variations with ∆ which

decrease increasing N and are expected to vanish in the thermodynamic limit.

This is shown in the top inset for the worst case ∆ = 0.5. The extrapolated

value of the central charge (upper inset) has been obtained fitting c(1/N)

with a quadratic polynomial and taking the limit 1/N → 0. The result is

c = 1.01 ± 0.05. Note that since we are using open boundary conditions

the entropy oscillates with the parity of the block. This can be explained

with a simple argument. Because of the XXZ interaction, neighbor spins

tend to form spin singlets, so the oscillations in the entropy of block reflect

the breaking or not of one of these singlets. Such an alternating behaviour

has been observed also in Ref. [LSCA05]. Though this behavior disappears

increasing N we fitted numerical data for even ℓ because the convergence is

faster.

130



Chapter 8 Entanglement Entropy dynamics in Heisenberg chains

1 10 100

0.8

1

1.2

1.4

1.6

10

3

10

2

1/N

1

1.02

1.04

1.06

1.08

1.1

c

0.50 0.5 1
∆

0.96

0.98

1

1.02

1.04

c

ℓ

Sℓ

Figure 8.1: The Block entropy Sℓ for N = 200 for a critical value ∆ = 0.0
(circles) and non-critical value ∆ = 1.8 (squares) and m = 120. The critical
data compared with the CFT prediction Eq. (8.3) (dashed line). Lower
inset: central charge extrapolated by fitting the numerical data Sℓ with Eq.
(8.3) for different values of ∆. The data are for N = 1000 and m = 120.
Upper inset: scaling of c extrapolated as a function of 1/N for the worst case
∆ = 0.5 and compared to a quadratic fit (dashed line).

8.2.2 Dynamical behaviour

To date the only results obtained for the evolution of block entropy after a

quench have been obtained in Ref. [CC05]. By means of CFT it was shown

that a quench of the system from a non critical to a critical point leads

the block entropy to increase in time until a saturation point is obtained.

For periodic boundary conditions, the time at which the entropy saturates is

given by t∗ = ℓ/(2v) where v is the spin wave velocity: v = ∂Ek/∂k|k=0. This

phenomenon has a simple interpretation in terms of quasiparticles excitations

emitted from the initial state at t = 0 and freely propagating with velocity v.

This explanation holds even for non critical systems, as it has been confirmed
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by the exact solution of the Ising chain dynamics [CC05]. However, since in

lattice models there are particles moving slower than v, after t∗ the entropy

does not saturate abruptly, but is a slowly increasing function of the time.

We now consider the dynamics of the Heisenberg model with open boundary

conditions, and we will find that t∗ = ℓ/v. At the end of this section we will

interpret this result in terms of quasiparticles and we will derive it within

CFT.
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Figure 8.2: Evolution of the entropy S6 with various quenches. ∆0 = 1.5
while ∆1 = 0.0, 0.2, 0.4, 0.6, 0.8 as a function of v(∆1)t. Inset: initial slope
value of S6 as a function of ∆1 and comparison to a linear fit with slope
−0.85 ± 0.02 (dashed line).

In the case of the Heisenberg Hamiltonian in the critical regime the spin

wave phase velocity is given by v(∆) = 2Jπ sin θ/θ with cos θ = ∆ [VEKI93].

The initial state of the system is chosen as the ground state of Hamiltonian

Eq. (8.1) with ∆ = ∆0 > 1, after a quench the system evolves with same

Hamiltonian but with a different anisotropy ∆ = ∆1 ∈ [0; 1]. In the simu-
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lations we considered chains with N = 50, a Trotter slicing Jδt = 5 · 10−2

and a truncated Hilbert space of m = 200. The block was chosen to be of 6

sites which is large enough, as we show, to confirm the CFT prediction. We

have checked convergence with m and δt. For the special case ∆0 = +∞ and

∆1 = 0 we compare our data with the exact result obtained diagonalizing

the XX model as shown in C.
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Figure 8.3: Evolution of the entropy S6 with various quenches. ∆0 =
1.2, 1.5, 3.0,∞ while ∆1 = 0.0 as a function of v(∆1)t and shifted so to
coincide in t = 0. For ∆0 = ∞ we show also the exact result obtained by
diagonalization (circles ). Inset: initial slope value of S6 as a function of ∆1.

Various quenches have been considered. First of all we present the results

with ∆0 fixed and ∆1 variable shown in Fig. 8.2. As in Ref. [CC05] the

entropy grows linearly in time S ∼ sJt and finally saturates. At t = t∗ = ℓ/v,

the entropy does not saturate abruptly. As discussed for the Ising model, this

is due to slow quasiparticles [CC05]. The inset of Fig. 8.2 shows the initial

slope as a function of ∆1. The dashed line is a linear fit with slope 0.85 on

133



Homogeneous chain Section 8.2

the data except ∆1 = 0. In Fig. 8.3 the time evolution of the entropy is

shown for quenches starting from different values of ∆0 and ending with the

same ∆1 = 0. The case in which both ∆0 and ∆1 are varied (keeping their

difference fixed, ∆0 − ∆1 = 1.5) is shown in Fig. 8.4.
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Figure 8.4: Evolution of the entropy S6 with fixed quench as a function of
v(∆1)t. Fixed quench ∆0 − ∆1 = 1.5 for ∆0 = 1.5, 1.7, 1.9, 2.1. Inset: initial
slope value of S6 as a function of ∆0.

The behaviour of the slope s (the entropy for t ≤ t∗ goes as S ∼ sJt ) for

ℓ = 20 as a function of ∆0 and ∆1 can be fitted for a large portion of values

by the law

s = 1.50∆0 − 0.84∆1 − 0.90 .

In Fig. 8.5 the fit and the numerical data are compared. Following the simple

model introduced in [CC05], the initial slope of the entropy increase is a non-

trivial function of both ∆0 and ∆1 as it depends both on the crossection for

producing the quasiparticles and their velocity.

134



Chapter 8 Entanglement Entropy dynamics in Heisenberg chains



Disordered chain Section 8.3

8.3 Disordered chain

8.3.1 Ground state properties

The striking prediction of Refael and Moore [RM04] that the block entropy

of random chains has a logarithmic divergence with an effective (universal)

central charge has been confirmed by numerical calculations on the XX

model [Laf05]. Here we extend these results to the model defined in Eq.

(8.1) where the randomness is introduced through the couplings Ji chosen

to be random numbers with a uniform distribution in the interval [0; 1]J .

According to Ref. [RM04], the block entropy should scale with an effective

central charge ceff = ln 2 ≃ 0.69. In Fig. 8.6 we show for N = 50 the entropy

of a block of length ℓ for the random model for ∆ = 1 averaged over 104

different configurations of disorder. From the scaling of the entropy as a
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1.1

1.15

1.2

ℓ

Sℓ

Figure 8.6: The Block entropy Sℓ for the random model for a critical value
∆ = 1.0 (circles) for N = 50 and m = 50. These are compared with the
Refael and Moore prediction Eq. (8.3) (dashed line). The data have been
averaged over 104 realizations.
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function of ℓ we can extract the effective central charge for this model. The

result is cfit = 0.67 ± 0.05 in very good agreement with Refael and Moore

proposal.

8.3.2 Dynamical behaviour

No analytic results are known so far for the dynamics of block entropy in

the case of disordered systems. This, in our opinion may be an interesting

question as it is well known that in the presence of disorder the ballistic prop-

agation of quasiparticles turns into diffusion and, in certain circumstances,

into localization. It is therefore to be expected that entanglement itself will

be affected by the presence of static randomness. At the level of the ground

state properties the effect of disorder manifests in a “renormalization” of the

central charge. As we will show below the dynamical behaviour, instead, is

strikingly different in the clean and disordered cases.

As in the clean case we analyzed the evolution of a random chain with a

quench in the anisotropy from a non-critical ∆0 to a critical value ∆1 for

various cases. Interestingly now the entropy does not grow linearly as in the

non-random case. Although it is very difficult, in the absence of any analytic

result, to ascertain the exact time dependence of the entropy, our data clearly

indicate that the entropy grows logarithmically as a function of time. This is

shown in Fig. 8.7 where we report the t-DMRG results for several quenches.

After a transient behaviour, all the curves in Fig. 8.7 behave like

Sℓ ∼ κ lnJt , (8.4)

where κ depends on the details of the quench. For example we find κ ∼ 0.5

for ∆0 = ∞ and ∆1 = 0, and κ ∼ 0.22 for ∆0 = 2 and ∆1 = 0 (with

ln the natural logarithm). Clearly such logarithmic growth cannot continue

indefinitely, but with t-DMRG it is hard to investigate times larger than

those reported.

To shed some light on the long time behaviour of Sℓ, we consider extensively
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Figure 8.7: Dynamics of the entropy for the random Heisenberg model ob-
tained using the t-DMRG for various quenches. The solid line is a quench
from ∆0 = ∞ to ∆1 = 0 for a block of ℓ = 10. The dotted and dashed lines
are quenches from ∆0 = 2 to ∆1 = 0 for two block sizes ℓ = 10, ℓ = 20
respectively. In the three cases we considered N = 50. Inset: the same plot
but in semi-logarithmic scale. The parameters of the DMRG calculation are
m = 60 and Jδt = 5 · 10−2. The data have been averaged over 103 for the
quench from ∆0 = +∞ and 400 for those with ∆0 = 2.

the diagonalization of the XX model starting from ∆0 = ∞, as described in

appendix C. The exact diagonalization of theXX model allows us to consider

chain up to 120 sites, blocks of up to 50 sites and to follow the dynamical

evolution to longer times as presented in Fig. 8.8. The analysis on the XX

model was used furthermore to check the accuracy of the t-DMRG data.

This is shown in the inset of Fig. 8.8 where the discrepancy is below 3%.

Interestingly, Fig. 8.8 shows the end of the logarithmic growth of Sℓ, even

if the complete saturation is not yet reached. All the data of Fig. 8.8 are
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t → ∞ the entanglement entropy saturates to ν/2 ln ℓ. Thus for infinitely

large times the entanglement entropy saturates to a value that is reminiscent

of the one in the ground state, but the prefactor of the logarithm seems to

be different (if our fit holds for large times it is exactly the half).

Several considerations are in order at this stage. As compared to the clean

case (Figs. 8.2, 8.3, 8.4) the increase of the entropy as a function of time is

much slower. The logarithmic behaviour does not follow from an extension of

the argument for the clean case [CC05] assuming that pair of particles that

are emitted diffuse rather than moving ballistically. At this stage we cannot

present arguments to derive the logarithmic increase of entropy in disordered

chain. This behaviour is probably associated with a sort of entanglement

localization.
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Figure 8.9: Scaling of the coefficient a(ℓ) of Eq.(8.5) with the dependence
of the length of the block. A power law behaviour a(ℓ) ∼ ℓ−ν (with ν =
0.16 ± 0.01) fits well all the range considered. In the inset we show an
example of a fit with the logarithmic behaviour suggested in Eq. (8.5); the
accuracy shown in the figure is obtained for all the cases analyzed in this
work
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Summary

My research during the three years of PhD was twofold: on one hand we ana-

lyzed methods for protecting quantum information from environmental noise

and on the other hand we studied ground state properties, like entanglement,

in critical systems.

Protecting quantum information is of crucial importance in QIT especially

when dealing with noisy implementation. This is the case in solid state sys-

tems, where decoherence is the main drawback to the realization of a quan-

tum computer. We analyzed different areas of QIT. First, in the context of

QEC, we analyzed the evolution of a quantum register interacting with a cor-

related environment. We showed how information stored in the register can

be better protected against decoherence induced by the environment. Fur-

thermore when the time between two subsequent corrections is large enough,

the correction procedure is able to amplify the entanglement produced. The

entanglement creation rate with QEC is larger, in certain regimes, than the

case in which no QEC is performed. In this scenario we are in a situation in

which the entanglement induced by the unitary dynamics generated by the

correlated bath is enhanced by the QEC protocol which prevents the dephas-

ing effects of the coupling with the bath. Note that such enhancement in the

production rate of entanglement is achieved by means of local measurements

and conditional local unitary operations on the logical qubits, in other words

the entanglement is not induced by joint measurements on the pair of logical

qubits.

The second issue we studied was the possibility to achieve certain compu-
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tational tasks, such as quantum communication or quantum cloning, using a

network of interacting spins. With this setup the free evolution of the net-

work is sufficient to perform the desired protocol. In the case of quantum

communication we analyzed a protocol capable of perfect state transfer be-

tween two distant parties. Even if decoherence can be kept under a sufficient

level, static imperfections in the system parameters cannot be avoided. This

kind of errors seems to represent a serious problem for quantum computation

because of the appearance of quantum chaos. This is not the only change

in the presence of disorder: the temporal dependence of the output fidelity

becomes fractal.

In the context of quantum cloning, we demonstrated how to realize PCC

using a spin network and that for the 1 → 2 PCC our protocol saturates the

optimal bound. Comparing the noise effect in the network and in a quan-

tum circuit that realizes PCC we found that our protocol is more efficient

because the time needed to perform it is greatly reduced. In addition we

expect that the system in the SNC is better isolated from the external envi-

ronment because no gate pulses are needed. Finally we proposed a possible

implementation of our scheme using superconducting devices available with

present day technology. This would be the first experimental realization of

quantum cloning in solid state systems. We want to stress that our results on

cloning together with others on communication and computation open new

perspectives in the realization of a quantum processor, reducing the effect of

noise on the system. It would be interesting to consider if it is possible to

realize other quantum information protocols or quantum algorithms, using

time independent spin networks.

Spin chains are not only a working tool for quantum communication in solid

state systems, but also a useful benchmark for studying quantum physics:

foundations of quantum mechanics and quantum phase transitions. En-

tanglement plays a remarkable role in quantum mechanics, apart from its

practical use in QIT. It is thus interesting to study under which conditions

entanglement can be found in but even extracted from solid state systems.
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We studied a general scheme to extract entanglement from spin chains by

means of a scattering process in which two incoming particles get entangled

by extracting it from the entangled state of a chain. In this way macroscopic

thermal entanglement of solids can be extracted and used for quantum com-

putation. We have proposed an optical lattice implementation where all

aspects of our procedure can be realized with present-day technology. In this

context optical lattices offer only a simulation of entanglement extraction.

This is why we have discussed how neutron scattering can be used to achieve

entanglement extraction from a real solid as well as the physical limitations

of this process. We hope that our ideas in the long run will lead to an entan-

gling procedure for neutrons in the same way as parametric down conversion

is for creating entangled photons.

Quantum phase transition can have an effect on the ground state entan-

glement of one dimensional spin chains. It was known that the entanglement

entropy of a block of ℓ sites diverges logarithmically with ℓ. Remarkably the

prefactor is proportional to the central charge of the corresponding conformal

field theory. We studied the production of entanglement in the XXZ model

after a quench of the system from a non-critical to a critical point. In the

homogeneous case the block entropy grows linearly until saturating at a par-

ticular time, which has a simple interpretation in terms of emission of quasi

particles. In the disordered model the block entropy grows only logarithmi-

cally in time signaling the onset of entanglement localization. Most of the

calculations have been performed using the density matrix renormalization

group (DMRG) and its time dependent version, developed during my PhD.

DMRG was used also in the study of the ground state properties of the

spin-1 Bose Hubbard model. Apart from the quantitative calculation of the

phase diagram of this model, we studied also the magnetic properties of the

ground state. Our results indicate that the Mott insulator is always in a

dimerized phase.

Finally we also analyzed the effect of quantum noise on Berry phase, this
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made us understand what is the geometrical contribution to the dephasing

rate and on the Lamb shift. We approached the problem using the quantum

Langevin equations. In our opinion this is a simple straightforward method

for the calculation of physical quantities such as decays and shifts. We showed

that the decay rate is only slightly modified with the adiabatic evolution.

Furthermore we gave a geometrical interpretation to the correction of the

Berry phase induced by the environment.
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Calculus of the fidelity using
perturbation theory

We are interested in evaluating the fidelity (3.9) averaged over different disor-

der realizations. Equation (3.6) shows that it depends on the matrix element

fN (t) = 〈N |e−ı(H+HI)t|1〉 (A.1)

= 〈N |e−ıHtT
[
exp

(
−ı
∫ t

0

dt eıHtHIe
−ıHt

)]
|1〉

= 1 + O(HI) + O(H2
I )

where T is the time ordered product, ~ = 1, and HI is the part of the

Hamiltonian that describes the static imperfections bk, δk. We first consider

the case where δk = 0, that is, only random local magnetic fields are present.

We develop the time ordered product up to the second order in HI . The first

order term reads

O(HI) = −ı
∫ t

0

dt〈1|eıHtHIe
−ıHt|1〉 (A.2)

= −ı
N∑

ℓ=1

bℓ

∫ t

0

dt(1 − 2|U1
ℓ (t)|2) ≡ −ı

N∑

ℓ=1

bℓCℓ(t),

where Uk
ℓ (t) ≡ 〈ℓ|e−ıHt|k〉 [FLS65]. The second order is given by

O(H2
I ) = −

∫ t

0

∫ t

0

dtdt′〈1|eıHtHIe
−ıH(t−t′)HIe

−ıHt′ |1〉
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= −
N∑

ℓ=1

N∑

m=1

bℓbm

∫ t

0

∫ t

0

dt dt′
[
1 − 2

∣∣U1
m(t)

∣∣2

− 2
∣∣U1

ℓ (t′)
∣∣2 + 4U1∗

m (t)U1
ℓ (t′)

N∑

k=1

Uk
m(t)U ℓ∗

k (t′)

]

≡ −
N∑

ℓ=1

N∑

m=1

bℓbmDℓ,m(t). (A.3)

The fidelity (3.9



Appendix B

Brief introduction to DMRG

The advent of information era has been opening the possibility to perform

numerical simulations of quantum many-body systems, thus revealing com-

pletely new perspectives in the field of condensed matter theory. Indeed,

together with the analytic approaches, numerical techniques provide lot of

information and details otherwise inaccessible. However, the simulation of a

quantum mechanical system is generally a very hard task; one of the main rea-

sons is related to the number of parameters required to represent a quantum

state. This value usually grows exponentially with the number of constituents

of the system [Fey82], due to the corresponding exponential growth of the

Hilbert space. This exponential scaling drastically reduces the possibility of

a direct simulation of many-body quantum systems. In order to overcome

this limitation, many numerical tools have been developed, as Monte Carlo

techniques [LB00,SK91] or efficient Hamiltonian diagonalization methods as

Lanczos and Davidson procedures [vdV02].

The Density Matrix Renormalization Group (DMRG) method has been

introduced by White in 1992 [Whi92, Whi93]. It was originally devised

as a numerical algorithm useful for simulating ground state properties of

one-dimensional quantum lattices, such as the Heisenberg model or Bose-

Hubbard models; then it has also been adapted in order to simulate small

two-dimensional systems [PWKH99,Sch05a]. DMRG traces its roots to Wil-
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son’s numerical Renormalization Group [Wil75] (RG), which represents the

simplest way to perform a real-space renormalization of Hamiltonians. Start-

ing from a numerical representation of some microscopic Hamiltonian in a

particular basis, degrees of freedom are iteratively added, typically by increas-

ing the size of the finite system. Then less important ones are integrated out

and accounted for by modifying the original Hamiltonian. The new Hamil-

tonian will thus exhibit modified as well as new couplings; renormalization

group approximations consist in physically motivated truncations of the set

of couplings newly generated by the elimination of degrees of freedom. In

this way one obtains a simplified effective Hamiltonian that should catch the

essential physics of the system under study. Very recently, influence from

the quantum information community leads to a DMRG-like algorithm which

is able to simulate the temporal evolution of one-dimensional quantum sys-

tems [Vid03,Vid04,DKSV04,WF04,FW05,MMN05,GR06].

Quantum information theory has also allowed to clarify the situations

in which this method can be applied efficiently. Indeed, it has been

shown [Vid03] that the efficiency in simulating a quantum many-body sys-

tem is strictly connected to its entanglement behavior. More precisely, if the

entanglement of a subsystem with respect to the whole is bounded (or grows

logarithmically with its size) an efficient simulation with DMRG is possible.

Up to now, it is known that ground states of one dimensional lattices (whether

critical or not) satisfy this requirement, whereas in higher dimensionality it is

not fulfilled as the entanglement is subject to an area law [VLRK03,LRV04].

On the other hand, the simulation of the time evolution of critical systems

may not be efficient even in one dimensional systems as the block entangle-

ment can grow linearly with time and block size (see [CC05] and chapter

8. In a different context, it has also been shown that in a quantum com-

puter performing an efficient quantum algorithm (Shor’s algorithm and the

simulation of a quantum chaotic system) the entanglement between qubits

grows faster than logarithmically [OL04a, Mon04]. Thus, t-DMRG cannot

efficiently simulate every quantum one dimensional system; nonetheless, its
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range of applicability is very broad and embraces very different subjects.

In this appendix we introduce the last development of DMRG codes, briefly

but in a comprehensive way. In Sec. B.1 we describe the basics of time

independent DMRG algorithm, in Sec. B.2 we introduce the measurement

procedure (a more detailed exposition is given in Ref. [Sch05a] and references

therein). In Sec. B.3 the time dependent DMRG algorithm is explained.

Finally, in Sec. B.4 we provide some numerical examples, and in Sec. B.5

we discuss some technical issues regarding the implementation of a DMRG

program code. In the last section we include the schemes of the DMRG

algorithms, both for the static and time dependent case.

B.1 The static DMRG algorithm

As yet pointed out in the introduction, the tensorial structure of the Hilbert

space of a composite system leads to an exponential growth of the resources

needed for the simulation with the number of the system constituents. How-

ever, if one is interested in the ground state properties of a one-dimensional

system, the number of parameters is limited for non critical systems or grows

polynomially for a critical one [VLRK03]. This implies that it is possible to

rewrite the state of the system in an more efficient way, i.e. it can be de-

scribed by using a number of coefficients which is much smaller than the

dimension of the Hilbert space. Equivalently, a strategy to simulate ground

state properties of a system is to consider only a relevant subset of states of

the full Hilbert space. This idea is reminiscent of the renormalization group

(RG) introduced by Wilson [Wil75].

In the RG procedure one typically begins with a small part of a quantum

system (a block B of size L, living on an m-dimensional Hilbert space), and

a Hamiltonian which describes the interaction between two identical blocks.

Then one projects the composite 2-block system (of size 2L) representation

(dimension m2) onto the subspace spanned by the m lowest-lying energy
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eigenstates, thus obtaining a new truncated representation for it. Each op-

erator is consequently projected onto the new m−dimensional basis. This

procedure is then iteratively repeated, until the desired system size is reached.

RG was successfully applied for the Kondo problem, but fails in the descrip-

tion of strongly interacting systems. This failure is due to the procedure

followed to increase the system size and to the criterion used to select the

representative states of the renormalized block: indeed the decimation pro-

cedure of the Hilbert space is based on the assumption that the ground state

of the entire system will essentially be composed of energetically low-lying

states living on smaller subsystems (the forming blocks) which is not always

true. A simple counter-example is given by a free particle in a box: the

ground state with length 2l has no nodes, whereas any combination of two

grounds in l boxes will have a node in the middle, thus resulting in higher

energy.

A convenient strategy to solve the RG breakdown is the following: before

choosing the states to be retained for a finite-size block, it is first embedded in

some environment that mimics the thermodynamic limit of the system. This

is the new key ingredient of the DMRG algorithm; the price one has to pay is

a slowdown of the system growth with number of iterations of the algorithm:

from the exponentially fast growth Wilson’s procedure to the DMRG linear

growth (very recently there has been a proposal to recover the exponential

growth [Vid05]). In the following, we introduce the working principles of the

DMRG, and provide a detailed description to implement it in practice (for a

pedagogical introduction see for example [Mal03,NM05]).

B.1.1 Infinite-system DMRG

Keeping in mind the main ideas of the DMRG depicted above, we now for-

mulate the basis structure of the so called infinite-system DMRG for one-

dimensional lattice systems.The typical scenario where DMRG can be used

is the search for an approximate ground state of a 1D chain of neighbor in-
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teracting sites, each of them living in a Hilbert space of dimension D. As in

Wilson’s RG, DMRG is an iterative procedure in which the system is pro-

gressively enlarged. In the infinite system algorithm we keep enlarging the

system until the ground state properties we are interested in (e.g. the ground

state energy per site) have converged.

The system Hamiltonian is written as:

Ĥ =
∑

i

∑

q

J(q)Ŝi(q)T̂i+1(q) + B̂(q)V̂i(q) (B.1)

where J(q) and B(q) are coupling constants, and {Ŝi(q)}q, {T̂i(q)}q and

{V̂i(q)}q are sets of operators acting on the ith site. The index q refers to

the various elements of these sets. For example, in a magnetic chain these

can be angular momentum operators. For simplicity we will not describe the

case of position dependent couplings, since it can be easily reduced to the

uniform case.

The algorithm starts with a block composed of one site B(1, D) (see

Fig. B.1a); the arguments of B refer to the number of sites it embodies,

and to the number of states used to describe it. From the computational

point of view, a generic block B(L,mL) is a portion of memory which con-

tains all the information about the block: the block Hamiltonian, its basis

and other operators that we will introduce later. The block Hamiltonian ĤB

for B(L,mL) includes only the local terms (i.e. local and interaction terms

where only sites belonging to the block are involved). The next step consists

in building the so called left enlarged block, by adding a site to the right of the

previously created block. The corresponding Hamiltonian ĤE is composed

by the local Hamiltonians of the block and the site, plus the interaction term:

ĤE = ĤB + ĤS + ĤBS . (B.2)

The enlarged block is then coupled to a similarly constructed right enlarged

block. If the system has global reflection symmetry, the right enlarged block
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Hamiltonian ĤE′ can be obtained just by reflecting the left enlarged block 1.

By adding the interaction of the two enlarged blocks, a super-block Hamilto-

nian ĤsupB is then built, which describes the global system:

ĤsupB = ĤE + ĤE′ + ĤSS′ . (B.3)

From now on, we refer to the sites S and S ′ as the free sites. The matrix

ĤsupB should finally be diagonalized in order to find the ground state ψG,

which can be rewritten in ket notation as:

|ψG〉 = ψaαβb|aαβb〉. (B.4)

Hereafter Latin indexes refer to blocks, while Greek indexes indicate free

sites; implicit summation convention is assumed. From |ψG〉 one evaluates

the reduced density matrix ρ̂L of the left enlarged block, by tracing out the

right enlarged block:

ρ̂L = TrR|ψG〉〈ψG| = ψaαβb ψ
∗
a′α′βb|aα〉〈a′α′| (B.5)

The core of the DMRG algorithm stands in the renormalization procedure

of the enlarged block, which eventually consists in finding a representation

in terms of a reduced basis with at most m (fixed a priori) elements. This

corresponds to a truncation of the Hilbert space of the enlarged block, since

mL+1 = min(mLD,m). If m is bigger than D2 we do not truncate the basis

at the first step. The truncation starts when m < DL and L is the number

of spins in the enlarged block. These states are chosen to be the first mL+1

eigenstates of ρL, corresponding to the largest eigenvalues. This truncated

change of basis is performed by using the mLD ×mL+1 rectangular matrix

ÔL→L+1 (where the subscripts stand for the number of sites enclosed in the

input block and in the output renormalized block), whose columns, in matrix

representation, are the mL+1 selected eigenstates. To simplify notations, let

us introduce the function g(a, α) = D(a−1)+α, which acts on a block index

1If mirror symmetry does not hold the right enlarged block must be built up indepen-

dently.
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a and on the next free site index α and gives an index of the enlarged block

running from 1 to mLD. The output of the full renormalization procedure

is a truncated enlarged block B(L + 1, mL+1), which coincides with the new

starting block for the next DMRG iteration. This consists in the new block

Hamiltonian:

Ĥ ′
B = Ô†

L→L+1 ĤE ÔL→L+1 = (B.6)

= O
∗ g(a,α) c
L→L+1 H

g(a,α) g(a′,α′)
E O

g(a′,α′) c′

L→L+1 |c〉〈c′| (B.7)

and in the local operators:

Ŝ ′
L+1(q) = Ô†

L→L+1 ŜL+1(q) ÔL→L+1 (B.8)

written in the new basis. These are necessary in the next step, for the

construction of the interaction between the rightmost block site and the free

site. The output block B(L+1, mL+1) includes also the matrix ÔL→L+1 which

identifies the basis states of the new block.

It is worth to emphasize that we can increase the size of our system without

increasing the number of states describing it, by iteratively operating the

previously described procedure.

We now summarize the key operations needed to perform a single DMRG

step. For each DMRG step the dimension of the super-block Hamiltonian

goes from 2L to 2L + 2, thus the simulated system size increases by 2 sites.

The infinite-system DMRG, with reflection symmetry, consists in iterating

these operations:

1. Start from left block B(L,mL), and enlarge it by adding the interaction

with a single site.

2. Reflect such enlarged block, in order to form the right enlarged block.

3. Build the super-block from the interaction of the two enlarged blocks.

4. Find the ground state of the super-block and the mL+1 = min(mLD,m)

eigenstates of the reduced density matrix of the left enlarged block with

largest eigenvalues.
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Figure B.1: Schematic procedure for the DMRG algorithm. On the left part
(a) one iteration of the infinite-system DMRG algorithm is shown: starting
from the system block B(L,mL) and adding one free site to it, the enlarged
block B(L,mL) • is formed. Here for simplicity we assume that the system is
reflection-symmetric, thus the environmental right block is taken equal to the
left block. Then, after having created the super-block B(L,mL) • •B(L,mL),
a renormalization procedure is applied in order to get the new block for the
next DMRG iteration.
On the right part (b) the scheme of a complete finite-system DMRG sweep
is depicted.

5. Renormalize all the relevant operators with the matrix ÔL→L+1, thus

obtaining B(L + 1, mL+1).

Notice that at each DMRG step the ground state of a chain whose length

grows by two sites is found. By contrast, the number of states describing

a block is always m, regardless of how many sites it includes. This means

that the complexity of the problem is a priori fixed by m and D (while D

is imposed by the structure of the simulated system, m ≥ D is a parameter
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which has to be appropriately set up by the user, in order to get the desired

precision for the simulation; see also Sec. B.4). In Sec. B.5 we will discuss

how it is possible to extract the ground state of the super-block Hamiltonian

without finding its entire spectrum, by means of efficient numerical diago-

nalization methods like Davidson or Lanczos algorithms. We stress that at

each DMRG step a truncation error ǫtr is introduced:

ǫtr =
∑

i>m

λi (B.9)

where λi are the eigenvalues of the reduced density matrix ρL in decreasing

order. The error ǫtr is the weight of the eigenstates of ρL not selected for

the new block basis. In order to perform a reliable DMRG simulation, the

parameter m should be chosen such that ǫtr remains small, as one further

increases the system size. Usually one should keep ǫtr < 10−6. For critical

1D systems ǫtr decays as a function of m with a power law, while for 1D

systems away from criticality it decays exponentially, thus reflecting the en-

tanglement properties of the system in the two regimes: a critical system is

more entangled, therefore more states have to be taken into account.

B.1.2 Finite-system DMRG

The output of the infinite-system algorithm described before is the (approx-

imate) ground state of an “infinite” 1D chain. In other words, one increases

the length of the chain by iterating DMRG steps, until a satisfactory conver-

gence is reached. However, for many problems, infinite-system DMRG does

not yield results accurate up to the wanted precision. For example, the strong

physical effects of impurities or randomness in the Hamiltonian cannot be

properly accounted for by infinite-system DMRG, as the total Hamiltonian

is not yet known at intermediate steps. Moreover, in systems with strong

magnetic fields, or close to a first order transition, one may be trapped in a

metastable state favoured for small sizes (e.g. by edge effects).

Finite-system DMRG manages to eliminate such effects to a very large
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degree, and to reduce the error almost to the truncation error [Whi92]. The

idea of the finite-system DMRG algorithm is to stop the infinite-system al-

gorithm at some preselected super-block length Lmax, which is subsequently

kept fixed. In the following DMRG steps one applies the steps of infinite-

system DMRG, but only one block is increased in size while the other is

shrunk, thus keeping the super-block size constant. Reduced basis transfor-

mations are carried out only for the growing block.

When the infinite-system algorithm reaches the desired system size, the

system is formed by two blocks B(Lmax/2 − 1, m) and two free sites, as

shown in the first row of Fig. B.1b. The convergence is then enhanced by

the so called “sweep procedure”. This procedure is illustrated in the se-

quent rows of Fig. B.1b. It consists in enlarging the left block with one

site and reducing the right block correspondingly in order to keep the length

fixed. In other words, after one finite-system step the system configuration is

B(Lmax/2, m) • •B(Lmax/2 − 2, m) (where • represents the free site). While

the left block is constructed by enlarging B(Lmax/2 − 1, m) with the usual

procedure, the right block is taken from memory, as it has been built in a

previous step of the infinite procedure and saved. Indeed, during the ini-

tial infinite-system algorithm one should save the matrices Ôi→i+1, the block

Hamiltonians ĤB(i) and the interaction operators Ŝi(q) for i = 1, Lmax/2−1.

The finite-system procedure goes on increasing the size of the left block until

the length Lmax − 4 is reached. At this stage a right block B(1, D) with one

site is constructed from scratch and the left block B(Lmax −3, m) is obtained

through the renormalization procedure. Then, the role of the left and right

block are switched and the free sites start to sweep from right to left. Notice

that at each step the renormalized block B(i,mi) has to be stored in mem-

ory. During these sweeps the length of the chain does not change, but the

approximation of the ground state improves. Usually two or three sweeps

are sufficient to reach convergence in the energy output.

Up to now we concentrated on a single quantum state, namely the ground

state. It is also possible to find an approximation to a few number of states
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(typically less than 5): for example, the ground state and some low-excited

state [Whi92]. These states are called target states. At each DMRG step,

after the diagonalization, for each target state ψk one has to calculate the cor-

responding reduced density matrix ρk, by tracing the right enlarged block.

Then a convex sum of these matrices with equal weights [Sch05a] is per-

formed:

ρ =
1

nk

nk∑

k=1

ρk (B.10)

Finally ρ has to be diagonalized in order to find the eigenbasis and the

transformation matrices Ô. In this way the DMRG algorithm is capable of

efficiently representing not only the Hilbert space “around” the ground state,

but also the surroundings of the other target states. It is worth noting that

targeting many states reduces the efficiency of the algorithm because a larger

m has to be used for obtaining the same accuracy. An alternative way could

be to run as many iterations of DMRG with a single target state as many

states are required.

B.1.3 Boundary conditions

The DMRG algorithm, as it has been depicted above, describes a system

with open boundary conditions. However, from a physical point of view,

periodic boundary conditions are normally highly preferable to the open ones,

as surface effects are eliminated and finite-size extrapolation gives better

results for smaller system sizes. In the presented form, the DMRG algorithm

gives results much less precise in the case of periodic boundary conditions

than for open boundary conditions [CP00, VPC04b, Sch05a]. Nonetheless,

periodic boundary conditions can be implemented by using the super-block

configuration B • B •. This configuration is preferred over B • •B because

the two blocks are not contiguous.
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B.2 Measure of observables

Besides the energy, DMRG is also capable to extract other characteristic

features of the target states, namely to measure the expectation values of a

generic quantum observable M̂ . Properties of the Lmax-site system can be

obtained from the wave functions |ψ〉 of the super-block at any point of the
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For non local observables, like a correlation function P̂ (i) Q̂(j), the eval-

uation of expectation values depends on whether i and j are on the same

block or not. The most convenient way in order to perform such type of

measurements is to use the finite-system algorithm. Let us first consider the

case of nearest neighbor observables P̂ (i) and Q̂(i+ 1). We can measure the

expectation value 〈P̂ (i) Q̂(i+ 1)〉 when i and i+ 1 are the two free sites. In

this case the dimensions of the matrices P̂ and Q̂ are simply (D × D) and

we do not have to store these operators in block representation. The explicit

calculation of this observable is then simply:

〈P̂ (i) Q̂(i + 1)〉 = ψ∗
aαβb Pαα′ Qββ′ ψaα′β′b . (B.13)

In general, measures like 〈P̂ (i) Q̂(j)〉 (where i and j are not nearest neighbor

sites) can also be evaluated. This task can be accomplished by firstly storing

the block representation of P̂ (i) and Q̂(j), and then by performing the mea-

sure when i belongs to a block and j is a free site or vice-versa. Analogously,

it is possible to evaluate measures in the case when i belongs to the left

block, while j to the right one. What should be avoided is the measure of

〈P̂ (i) Q̂(j)〉 when i and j belong to the same block. The reason is that, due

to the truncation, the representation of the product P̂ (i) Q̂(j) is imprecise.

To overcome this difficulty one can use the compound operators as described

in [Whi92,Sch05a].

Finally, we stress that usually the convergence of measurements is slower

than that of energy, since more finite-system DMRG sweeps are required

in order to have reliable measurement outcomes (typically between five and

ten).

B.3 Time dependent DMRG

In this section we describe an extension of the static DMRG, which incorpo-

rates real time evolution into the algorithm. Various different time-dependent

simulation methods have been recently proposed [WF04, Vid03, DKSV04,
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CM02,CM03], but here we restrict our attention to the algorithm introduced

by White and Feiguin [WF04].

The aim of the time-dependent DMRG algorithm (t-DMRG) is to sim-

ulate the evolution of the ground state of a nearest-neighbor one dimen-

sional system described by a Hamiltonian Ĥ , following the dynamics of a

different Hamiltonian Ĥ1. In few words, the algorithm starts with a finite-

system DMRG, in order to find an accurate approximation of the ground

state |ψ〉G of Ĥ . Then the time evolution of |ψ〉G is implemented, by using a

Suzuki-Trotter decomposition [Suz76,Tro59] for the time evolution operator

Û = e−iĤ1t.

The DMRG algorithm gives an approximation to the Hilbert subspace

that better describes the state of the system. However, during the evolution

the wave function changes and explores different parts of the Hilbert space.

Thus, the truncated basis chosen to represent the initial state will be even-

tually no more accurate. This problem is solved by updating the truncated

bases during the evolution. The first effort, due to Cazalilla and Marston,

consists in enlarging the effective Hilbert space, by increasing m, during the

evolution [CM02,CM03]. However, this method is not very efficient because

if the state of the system travels sufficiently far from the initial subspace, its

representation becomes not accurate, or m grows too much to be handled.

Another solution has been proposed in [WF04]: the block basis should be

updated at each temporal step, by adapting it to the instantaneous state.

This can be done by repeating the DMRG renormalization procedure using

the instantaneous state as the target state for the reduced density matrix.

In order to approximately evaluate the evolution operator Û = e−iĤ1t we

use a Suzuki-Trotter decomposition [Suz76,Tro59]. The first order expansion

in time is given by the formula:

e−iĤ1t ≈
(

Lmax−1∏

L=1

e−iĤ1(L,L+1)dt

)n

, (B.14)

where n = t/dt gives the discretization of time t in small intervals dt, and
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ĤL,L+1 is the interaction Hamiltonian (plus the local terms) between site

L and L + 1. Further decompositions at higher orders can be obtained by

observing that the Hamiltonian can be divided in two addends: the first,

F̂ =
∑

L even Ĥ1(L,L + 1), containing only even bonds, and the second Ĝ =
∑

L odd Ĥ1(L,L + 1), containing only odd bonds. Since the terms in F̂ and

Ĝ commute, an even-odd expansion can be performed:

e−iĤ1t ≈
(
e−iF̂ dt

2 e−iĜdt e−iF̂ dt
2

)n

. (B.15)

This coincides with a second order Trotter expansion, in which the error is

proportional to dt3. Of course, one can enhance the precision of the algorithm

by using a fourth order expansion with error dt5 [Sch05b]:

e−iĤt =
5∏

i=1

(
e−ipi F̂ dt

2 e−ipi Ĝ dt e−i pi F̂ dt
2

)n

+O(dt5) , (B.16)

where all pi = 1/(4 − 41/3), except p3 = 1 − 4p1 < 0, corresponding to

evolution backward in time.

Nonetheless, the most serious error in a t-DMRG program remains the

truncation error. A nearly perfect time evolution with a negligible Trotter

error is completely worthless if the wave function is affected by a relevant

truncation error. It is worth to mention that t-DMRG precision becomes

poorer and poorer as time grows larger and larger, due to the accumulated

truncation error at each DMRG step. This depends on Lmax, on the number

of Trotter steps and, of course, on m. At a certain instant of time, called

the runaway time, the t-DMRG precision decreases by several order of magni-

tude. The runaway time increases with m, but decreases with the number of

Trotter steps and with Lmax. For a more detailed discussion on the t-DMRG

errors and on the runaway time, see Gobert et al. [GKSS05].

The initial wave function |ψ〉G can be chosen from a great variety of states.

As an example, for a spin 1/2 chain, a factorized state can be prepared by

means of space dependent magnetic fields. In general, it is also possible

to start with an initial state built up by transforming the ground state as
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|ψ〉A =
∑Lmax

i=1 Âi|ψ〉G, where Âi are local operators. The state |ψ〉A can

be obtained by simply performing a preliminary sweep, just after the finite-

system procedure, in which the operators Âi are subsequently applied to the

transforming wave function, when i is a free site [WF04].

In summary, the t-DMRG algorithm is composed by the following steps:

1. Run the finite-system algorithm, in order to obtain the ground state

|ψ〉G of H .

2. If applicable, perform an initial transformation in order to set up the

initial state |ψ〉A.

3. Keep on the finite-system procedure by performing sweeps in which at

each step the operator e−iĤ1(L,L+1)dt is applied to the system state (L

and L + 1 are the two free sites for the current step).

4. Perform the renormalization, following the finite-system algorithm, and

store the matrices Ô for the following steps.

5. At each step change the state representation to the new DMRG basis

using White’s state prediction transformation [Whi96] (see below).

6. Repeat points 3 to 5, until a complete dt time evolution has been

computed.

White’s prediction transformation is computed as follows: at any DMRG,

one has the left block B(L−1, m) and right block B(Lmax−L−1, m) descrip-

tion. To transform a quantum state |ψ〉 of the system in the new basis for

the next step (corresponding to the blocks B(L,m) and B(Lmax −L− 2, m))

one uses the matrices Ô: ÔL−1→L and Ô†
Lmax−L−2→Lmax−L−1. The first matrix

transforms a block of length L − 1 in a block of length L and it has been

computed in the current renormalization. The second one transforms a block

of length Lmax − L − 1 in a block of length Lmax − L − 2; this matrix is re-

covered from memory, since it has been computed at a previous step. The
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transformed wave function then reads:

ψ̃aαβb = O
∗ g(a′,α′) a
L−1→L O

g(β,b) b′

Lmax−L−2→Lmax−L−1 ψa′α′αb′ . (B.17)

To compute the system time evolution using the second order Trotter ex-

pansion of Eq. (B.15), one should perform 3/2 sweeps for each time interval

dt: in the first e−iF̂ dt
2 is applied, in the second e−iĜdt, finally a third half sweep

is needed to apply e−iF̂ dt
2 again. Since at each step the operator e−iĤ1(L,L+1)dt

is computed on the two current free sites L and L + 1, its representation is

given in terms of a D2 × D2 matrix, and most remarkably it is exact. As

stated before, to increase the simulation precision, one can expand the time

evolution operator to the fourth order as in Eq. (B.16). The implementation

of this expansion requires 5 · 3
2

sweeps; thus the computational time is five

times longer than the one needed using Eq. (B.15).

Finally, we remark that this algorithm for the time evolution is a small

modification of the finite-system algorithm: the main difference is the com-

putation of a factor of the Trotter expansion instead of performing the di-

agonalization procedure at each step. Notice that the measurements are

performed in the same way as in the finite-system algorithm.

B.4 Numerical examples

In this section we report some numerical examples on the convergence of the

DMRG outputs with respect to the user fixed parameters m, and (t, dt).

Let us first focus on the static DMRG algorithm. The main source of error

is due to the step-by-step truncation of the Hilbert space dimension of the

system block from m×D to m. The parameter m then must be set up very

carefully, since it represents the maximum number of states used to describe

the system block. It is clear that, by increasing m, the output becomes closer

and closer to the exact solution, which is eventually reached in the limit of

m ∼ DL (in that case the algorithm would no longer perform truncation,

and the only source of error would be due to inevitable numerical roundoffs).
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As an example of the output convergence with m, in Fig. B.2 we plotted

the behavior of the ground state energy in the one-dimensional spin 1 Bose-

Hubbard model as a function of m (see chapter 6 for a detailed description

of the physical system). The convergence is exponential with m as can be

seen in the figure. In the inset the CPU-time dependence with m is shown

and the dashed line shows a power law fit of data, mα with α ∼ 3.2.
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with the Hamiltonian of the XX model from an initial product state to an

entangled one. This entanglement can be measured by the von Neumann

entropy of the reduced density matrix of the block ρ(t):

S(t) = −Trρ(t) log2 ρ(t) (B.18)

In the example we calculate S(t) for a block of size 6 in a chain of length

50. The time evolution has been calculated form t = 0 to t = 3 with a

fixed Trotter time step dt = 5 · 10−2 that ensures that the Trotter error is

negligible with respect to the truncation error. Since the XX model can be
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the CPU-time as a function of m, which behaves as a power-law mα with α ∼
3.14, confirming the estimate given in the inset of Fig. B.2. The deviation

ε = |Sexact − Sm|/Sm as a function of m and of time is shown in Fig. B.4.

The typical fast convergence of the DMRG result with m is recovered only

when m is greater than a critical value mc (two distinct regimes are clear in

Fig. B.4). This is due to the amount of entanglement present in the system:

an estimate of the number of states needed for an accurate description is

given by mc ∝ 2S(t). Thus, it is always convenient to keep track of entropy

to have an initial guess for the number of states needed to describe the

system [GKSS05]. On the other hand, if m is increased too much, the Trotter

error will dominate and smaller dt is needed to improve accuracy.
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B.5 Technical issues

In this section we explain some technicalities regarding the implementation

of DMRG and t-DMRG code. They are not essential in order to understand

the algorithm, but they can be useful to anyone who wants to write a code

from scratch, or to modify the existing ones. Some of these parts can be

differently implemented, in part or completely skipped, depending on the

computational complexity of the physical system under investigation.

B.5.1 Hamiltonian diagonalization

The ground state of the Hamiltonian is typically found by diagonalizing a

matrix of dimensions (mD)2 × (mD)2. Typically the DMRG algorithm

is used when one is only interested in the the ground state properties (at

most in few low-energy eigenstates). The diagonalization can thus be greatly

optimized by using Lanczos or Davidson methods: these are capable to give

a small number (. 10) of eigenstates close to a previously chosen target

energy in much less time than exact diagonalization routines. Moreover they

are optimized for large sparse matrices, (that is the case of typical super-

block Hamiltonians) and they do not require as input the full matrix. What

is needed is just the effect of it on a generic state ψ, which lives in a (mD)2

dimensional Hilbert space. The Hamiltonian Eq. (B.1) can be written as:

Ĥ =
∑

p

Â(p) ⊗ B̂(p) , (B.19)

where Â(p) and B̂(p) act respectively on the left and on the right enlarged

block. Thus, only this matrix multiplication has to be implemented:

ψout
aαβb =

∑

p

Â(p) g(a,α) g(a′,α′) B̂(p) g(b,β) g(b′,β′) ψin
a′α′β′b′ (B.20)

In this way it is possible to save a great amount of memory and number of

operations, since the dimensions of Â(p) and B̂(p) are (mD) × (mD), and

not (mD)2 × (mD)2. As an example, the typical m value for simulating the
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evolution of a Lmax = 50 spin 1/2 chain (D = 2) is m ∼ 50. This means that,

in order to store all the ∼ 108 complex numbers of ĤsupB in double precision,

∼ 1.6 Gbytes of RAM is needed. Instead, each of the two matrices Â and B̂

requires less than 200 kbytes of RAM.

B.5.2 Guess for the wave function

Even by using the tools described in the previous paragraph, the most time

consuming part of a DMRG step remains the diagonalization procedure. The

step-to-step wave function transformation required for the t-DMRG algo-

rithm, which has been described in the previous section, can also be used

in the finite-system DMRG, in order to speed up the super-block diagonal-

ization [Whi96]. Indeed the Davidson or Lanczos diagonalization methods

are iterative algorithms which start from a generic wave function, and then

recursively modify it, until the eigenstate closest to the target eigenvalue is

reached (up to some tolerance value, fixed from the user). If a very good ini-

tial guess is available for the diagonalization procedure, the number of steps

required to converge to the solution can be drastically reduced and the time

needed for the diagonalization can be reduced up to an order of magnitude.

In the finite-system algorithm the system is changing much less than in

the infinite algorithm, and an excellent initial guess is found to be the final

wave function from the previous DMRG step, after it has been written in

the new basis for the current step. White’s prediction is used in order to

change the basis of the previous ground state with the correct operators Ô,

as in Eq. (B.17). It is also possible to speed up the diagonalization in the

infinite-system algorithm, but here the search for a state prediction is slightly

more complicated (see e.g. [Sch98,SZQL02]).
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B.5.3 Symmetries

If the system has a global reflection symmetry, it is possible to take the en-

vironment block equal to the system block, in the infinite-system procedure.

Namely, the right enlarged block is simply the reflection of the left one. To

avoid the complication of the reflection we can consider an alternative la-

belling of the sites, as shown in Fig. B.5. In this case left and right enlarged

blocks are represented by exactly the same matrix.

1 L/2

LL/2+1
L/2+11 L/2 L

Figure B.5: Alternative labelling of sites, to be used in the environment
reflection procedure (in case of globally reflection-symmetric systems).

If other symmetries hold, for example conservation of angular momentum

or particle number, it is possible to take advantage of them, such to con-

siderably reduce the CPU-time for diagonalization. The idea is to rewrite

the total Hamiltonian in a block diagonal form, and then separately diago-

nalize each of them. If one is interested in the ground state, he simply has

to compare the ground state energies inside each block, in order to find the

eigenstate corresponding to the lowest energy level. One may also be inter-

ested only in the ground state with given quantum numbers (for example in

the Bose-Hubbard model one can search for the system ground state with

a given number of particles), in this case the diagonalization of the block

Hamiltonian corresponding to the wanted quantum numbers is sufficient. In

order to write the Hamiltonian in block diagonal form the eigenstates of the

reduced density matrix have to be labelled according to the various quantum

numbers. Attention must be paid when truncating to the reduced basis: it

is of crucial importance to retain whole blocks of eigenstates with the same

weight, inside a region with given quantum numbers. This helps in avoiding

unwanted artificial symmetry breaking, apart from numerical roundoff errors.
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B.5.4 Sparse Matrices

Operators typically involved in DMRG-like algorithms (like block Hamilto-

nians, updating matrices, observables) are usually represented by sparse ma-

trices. A well written programming code takes advantage of this fact, thus

saving large amounts of CPU-time and memory. Namely, there are standard

subroutines which list the position (row and column) and the value of each

non null element for a given sparse matrix.

B.5.5 Storage

Both the static and the time dependent DMRG require to store a great

number of operators: the block Hamiltonian, the updating matrices, and if

necessary the observables for each possible block length. One useful way to

handle all these operators is to group each of them in a register, in which

one index represents the length of the block. Operatively, we store all these

operators in the fast-access RAM memory. However, for very large problems

one can require more than the available RAM, therefore it is necessary to

store these data in the hard disk. The read/write operations from hard disk

dramatically slow down a program performance, thus they should be avoided,

if possible.

B.5.6 Algorithm Schemes

Figures B.6-B.7 show a schematic representation of DMRG and t-DMRG

code.
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Figure B.6: Basic scheme of the infinite/finite DMRG algorithm. Here we
have supposed, for simplicity, that the system is globally reflection symmet-
ric (thus the environment block is taken equal to the system block). The
shadowed rectangle is the basic renormalization stage that will be used also
in the t-DMRG algorithm (see Fig. B.7).
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Figure B.7: Basic scheme of the time-dependent DMRG algorithm. The
index i refers to the discretized time and n = t/dt.
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Appendix C

Calculus of the entropy for the
XX model

For completeness in this appendix we sketch how to calculate the entropy for

the XX model with open boundary conditions. For ∆ = 0 the Hamiltonian

Eq. (8.1) can be rewritten, using the Jordan-Wigner transformation [LM66],

as:

H = 2

N−1∑

j=1

Jj

(
c†jcj+1 + h.c.

)
(C.1)

where c†j = (σj
x − iσj

y). It is possible to rewrite Hamiltonian Eq. (C.1) in

diagonal form

H =
N∑

k=1

Ekb
†
kbk (C.2)

where the new ladder operators are connected to the old ones with an or-

thonormal transformation:

bk =
N∑

j=1

akjcj (C.3)

The matrix {akj} contains the normalized eigenvectors of the N × N ad-

jacency matrix {Jkj} whose elements are defined as J1j = 2J1δj,2, JNj =

2JN−1δj,N−1 Jkj = 2Jkδk,j+1 + 2Jk−1δk,j−1 for k = 2, . . . , N − 1.

175



To calculate the entropy of a block of size ℓ we use [Laf05]:

S = −
ℓ∑

α=1

λα log2 λα + (1 − λα) log2(1 − λα) (C.4)

where λα are the eigenvalues of the correlation matrix Cij = 〈c†icj〉, i, j =

1, ℓ.

As an example we consider the time dependence of the block entropy after

a quench from ∆0 = ∞ to ∆1 = 0. The initial state is the antiferromagnetic

state:

|ψ0〉 = c†1c
†
3 · · · c†N−1|0〉 (C.5)

The correlations are easily evaluated using the transformation {akj} with the

result

〈c†i(t)cj(t)〉 =
∑

k,k′

aikajk′e−i(Ek−E′
k
)t〈ψ0|b†kbk′ |ψ0〉 =

=
∑

k,k′

∑

i′j′

aikajk′a∗i′ka
∗
j′k′e−i(Ek−E′

k
)t〈ψ0|c†i′cj′|ψ0〉 =

=
∑

k,k′

N−1∑

i′=1,3

aikajk′a∗i′ka
∗
i′k′e−i(Ek−E′

k
)t (C.6)

By using Eq.(C.6) to calculate the eigenvalues of the correlation matrix, the

block entropy in readily evaluated from Eq.(C.4). For example when the

chain is homogeneous Ji = J we obtain:

akj =

√
2

N + 1

N∑

j=1

sin kj (C.7)

and the corresponding energy levels are Ek = 4J cos kn where kn =

(πn)/(N + 1), n = 1, 2, . . . , N .
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