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Abstract

The purpose of this thesis is to address aspects of digital signal processing for
multi-channel ASICs employed to read out radiation sensors. These detectors are
characterized by a high degree of segmentation and they are coupled to integrated
front-end electronics embedding many channels operating in parallel. The number
of channels found on a typical front-end ASICs ranges from 16 to 128, but some
applications require up to thousands of processing block integrated on the same die.
In these systems, low power consumption is often at a premium. In tracking detectors
used in particle physics, for instance, the mechanical infrastructure needed to cool
down the system adds a significant material on the particle path that can blurry the
reconstructed tracks. In satellite-based applications, power consumption is always a
primary concern for obvious reasons.

Modern deep-submicron CMOS technologies allow to achieve densely packed
systems, but the non-recurring engineering costs can be problematic. It is therefore
preferable to develop flexible circuits that can be re-used for different sensors, thus
serving multiple experimental setups. Consequently, multi-channel mixed-signal
ASICs where fast ADCs are mated to digital processors become increasingly inter-
esting in the radiation instrumentation community. In the following, this architecture
will be referred to as a full sampling system to distinguish it from other more special-
ized topologies. Although very common in mainstream electronics, the full sampling
approach has not been widely used so far in radiation instrumentation because the
power consumption of fast ADCs prevented their use in most multi-channel systems,
where the power consumption has to be kept well below 10 mW/channel. The typi-
cal resolution required to these converters in the applications of interest in this thesis
is between 8 and 12 bits, while the sampling frequencies ranges from 10 MS/s to
more than 1 GS/s. A sampling frequency in the 10 - 100 MS/s range is however
already adequate in many cases. The digital processor must be able to extract signal
features such as the energy of the impinging particle and the time of occurrence of
the event. Compared to commercial products, the design of these systems is chal-
lenging. For instance, on the analog side the distribution of a clean reference voltage
for the ADCs is very critical, as many ADCs have to operate in parallel, thus heavily
loading the reference voltage. On the digital side a very low-power consumption and
fast processing must be simultaneously achieved. Additionally, radiation hardness to
both total ionizing dose and single event effects are required to guarantee the circuit
functionality. Hence, all these aspects have to be taken into account, requiring the
development of custom solutions.



The aim of this work was to investigate digital signal processing solutions for
low-power radiation detector systems. The work focused in particular on the appli-
cation of ADC digital calibration algorithms optimized for the radiation detection
environment and on the design of low power processors for feature extraction. A
custom high-level simulation environment that allows to compare different options
was also deployed.

The thesis is organized as follows. Chapter 1 introduces key concepts about ra-
diation sensors which are relevant to discuss key issues addressed in the rest of the
work. The most frequently used topologies in the implementation of multi-channel
front-end ASICs for radiation detectors are briefly reviewed, with an emphasis on
the state of the art of full sampling circuits.

Chapter 2 starts with the discussion of ideal analog-to-digital converter character-
istics and the causes of the error conversion such as the quantization error, thermal
noise, jitter and capacitance mismatch. The discussion focuses in particular on SAR
ADCs, which are of particular interest for this work. A high-level code that allows
to model the relevant ADC errors was developed on purpose to provide inputs to test
different error correction strategies.

In Chapter 3 key techniques used in digital calibration of ADCs are reviewed. A
section describes in detail the chosen digital algorithm, named Offset Double Con-
version, selected to mitigate the non-linearities of a converter. A following section
explains how the calibration processor was implemented, describing the finite state
machine, all its functionalities and the developed solutions for an on-chip implemen-
tation.

Chapter 4 discusses the digital signal processor which in a full sampling system
follows the ADC. A dedicated section considers the difference between the FIR and
IIR filters implementation. An overview on the digital signal processor is presented
with the description of the circuit at block level. All the features implemented in
this unit are described, starting from the anti-glitch system based on self-adjustable
thresholds. The bisection algorithm for the square root computation is discussed.
This algorithm is used to prepare to the baseline restoration which benefits of the
same dynamic thresholds. A pile-up unit to manage the rejection of events too close
in time has also been developed. The mathematical description of a digital CR−RC4

pulse shaper is derived and its signal-to-noise ratio performance is discussed. The
trapezoidal filter used belongs to the deconvolution filter class and it is referred to
as mobile window deconvolution. Its explanation is reported as well as the circuit
employed for the energy extraction of the signal. A snippet code is provided to show



in more detail the strategy adopted in the calculation of this feature. The chapter
ends with a descriptions of the digital filters implemented to calculate the time of
occurrence of the event.

Chapter 5 is divided in two parts to separately show the physical implementation
of the calibration block and the digital signal processor. For both circuits the post
P&R simulation carried out in the typical corner are reported. The power analysis
was only executed for the 65 nm CMOS technology, highlighting the contribution
of each sub-block in the total power budget. For what concerns the calibration cir-
cuit, a prototype has been realized in 110 nm CMOS process. This chip includes a
segmented SAR ADC with a nominal resolution of 12 bits, the correction block, two
serializers and LVDS banks. A section reports the experimental results and discusses
their analysis. Finally, a protection against single event upset and multiple bit upsets
is presented.

Chapter 6 is reserved to data compression topics and three different techniques are
discussed. These methods were used in a preliminary study about data compression
for RD53A which is a pixel readout integrated circuit designed for the CMS exper-
iment upgrade at CERN and fabricated on silicon. The last chapter summarizes the
key outcome of the work, presenting conclusion and outlooks.
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Chapter 1

ASIC architectures for radiation sensor
read-out

A radiation detector is a device designed to capture the interaction of an impinging
particle, converting part of its energy into a suitable electrical signal. This event is
characterized by some features such as signal amplitude and time of occurrence that
can be extracted with appropriate data manipulation. To get the idea we can think
of a common digital camera. The light source coming from the environment is col-
lected, then it is converted into an image that freezes its information on a memory
bank. The image contains a representation of space features related to the status of
the surrounding world at a given time. Radiation detectors are widely used in many
fields, from astrophysics to high-energy physics or medical applications. In order
to record and analyze the interactions, an appropriate front-end electronics coupled
with the sensor is necessary. To achieve high performance in terms of energy dis-
crimination, spatial accuracy and timing resolution, the sensor area is partitioned into
many independent channels. This implies a massive parallelism in the processing of
the generated data. Such technological challenge can be fulfilled through the imple-
mentation of Application Specific Integrated Circuits (ASIC), in Very Large Scale of
Integration (VLSI) technologies.
Figure 1.1 depicts a typical acquisition channel that is primary formed by the sensor
which is the sensitive area where the interaction occurs. In the case represented in
the picture, the sensors are organized in a pixel matrix where each unit is indepen-
dent from the others. When the signal is formed, its amplitude could be too small to
be directly manipulated by the following electronics. Thus, a first stage amplifies the
original signal to be fed to the next blocks. In the image this role is accomplished by
a Charge Sensitive Amplifier (CSA). In a straightforward implementation, the CSA
output is filtered and digitized by an Analog-to-Digital converter (ADC). Therefore,
the data can be further elaborated on-chip with a Digital Signal Processor (DSP) to
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2 CHAPTER 1. ASIC ARCHITECTURES FOR RADIATION SENSOR READ-OUT

extract the features of interest . Eventually, also data compression schemes can be
applied on the processed values to satisfy specific data transmission requirements.
Alternatevely, the converted samples can be directly sent out off chip and acquired
by a Field Programmable Gate Arrays (FPGA).

  100101
11011101
10010011
  110100

Sensor CSA CR-RCn ADC DSP

PIXEL MATRIX

Figure 1.1: Block representation of a typical read-out channel composed by a sensor, a preamplifier
stage (CSA), a pulse shaper (CR-RC), an analog-to-digital converter (ADC) and a digital signal
processor (DSP).

1.1 Radiation sensors

Many different types of radiation sensors are employed, depending on the applica-
tion and its requirements. Due to the complexity and broadness of the topic, only
key aspects relevant to front-end electronics design are discussed here. More de-
tailed explanations about these devices can be found in the references quoted in the
bibliography [1] [2] [3]. An interesting description of the history of particle de-
tectors is also available in [4]. The basic understanding of the sensor properties
as well as of the specific application needs is a critical step to properly optimize
the design of the front-end. In Figure 1.2 a representation of a ionization chamber
is reported, where two conductive plates (the grey darker strips) confine a sensi-
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tive material (the grey lighter zone). In order to maintain an electric field within
this volume, a voltage Vbias is applied between the two electrodes. The volume
which defines the sensitive part of detector can be filled by gasses or their mixture.

+
-

+
+
++

++

----
---

+
V
bias

Figure 1.2: Representation of an ionization cham-
ber.

However, semiconductor materials,
and silicon in particular, became
more and more popular in the re-
cent decades. Insulator materials
are not suitable to be employed
because of the polarization phe-
nomenon. When a charged particle
or a photon crosses the sensor, its in-
teraction with the atoms of the device
generates electron-ion pairs if the vol-
ume is formed by a gas and electron-
hole pairs in case of a semiconduc-
tor. If a photon is energetic enough, it
can set an electron free. This electron
loses in turn its energy by ionization

in the medium, thus creating a detectable signal. It is fundamental to highlight that
the detected signal is due to the induction of the charge carriers that move inside the
sensitive volume and it is not formed by their collection at the electrodes. Indeed,
when the conductive plates gather all the charges, the signal is no longer observable
by the front-end electronics. For a comprehensive analysis of this process the reader
is referred to [5]. If the sensor is not equipped with an internal amplification sys-
tem, the signal is generated by the primary charges originated after the interaction.
The charge released can be considerably small. For instance, in a silicon detector,
the charge can be 5 · 10−17C in case of 1 keV x-ray and 4 · 10−15C for a minimum
ionizing particle traversing a 300 µm thick device. When the sensor is composed by
a gas, the signal is not strong enough to be detected therefore a further ionization is
required. The process that strengthens the signal is the avalanche one which takes
place when the weak primary charge is driven into a region of a high electric field.
A third class of sensor is represented by multi-stage systems. An example is given
by a scintillator crystal which absorbs a gamma ray, partially converting its energy
into visible or near UV photons. The latters are thus collected by a photon detector
exploiting the well-know photo-electric effect.
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Figure 1.3: Modelling of a generic radiation sensor with an equivalent small signal circuit.

In general, a sensor can be modelled with the equivalent small signal circuit re-
ported in Figure 1.3. Here, the current source Is represents the sensor signal, while
Cl is the capacitive load that the sensor presents to the front-end electronics. The
electronic noise is closely related to this capacitance, thus sensors with smaller ca-
pacitance allow for better Signal-to-Noise ratio (SNR). IL is another current source
that models the leakage current. This quantity is also important to consider because
in some application the sensor is DC coupled to the front-end amplifier. The leakage
current is especially relevant for semiconductor devices since thermal process pro-
duces electron-hole pairs inside the depletion region that are later collected by the
electrodes. In some cases, such as with Germanium detectors, a cooling system is
mandatory to keep the leakage current low enough. The leakage current contributes
also to the noise because the generation of the pairs is in itself a random process.
Furthermore, it can even determine a sizeable shift of the DC operating points of the
front-end amplifier. This issue can be fixed either by AC coupling or by adopting
dedicated methods to compensate this undesired effect [6] [7] [8]. Rs is used to de-
scribe the intrinsic output impedance of the sensor or the physical resistor adopted
to provide the bias voltage. Lastly, Lc takes into account the parasitic inductance
and Rc the parasitic resistance of the connections. The model introduced so far is
a generalization suitable for a large number of detectors, however the value of the
parameters depends on the specific sensor design and its operating conditions. For
instance, the Is which models the timing evolution of the signal can be described by
a Dirac-delta in the simplest case or can be defined as a composition of exponential
terms.

In the following, three examples of radiation sensors will be discussed to show
the validity of the presented model. The first one belongs to the composite class and
as introduced before it is formed by two parts. Figure 1.4 illustrates the concept of
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a vacuum Photomultiplier Tube (PMT) which is still today one of the most popular
devices to detect single photons.

γ

Visible or UV

V

AnodeDinodesPhotocathode

Focusing 
electrode

Scintillator

Figure 1.4: Representation of a vacuum photomultiplier tube (PMT).

The scintillator is composed by a material that absorbs the gamma ray and re-
emits photons at a lower energy along the ionization path. When one of these visible
or near UV photons reaches the photocathode an electron is emitted and it is focused
toward the inner part of the tube by an electrode. Other electrodes named dynodes
are located between the photocathode and the anode and their task is to generate
a second emission. Each dynode is connected to an increasingly intense voltage
in order to produce an exponential multiplication due to the avalanche process. In
this way from a single photoelectron a million of electrons that are collected at the
anode can be produced. The induced current on this last electrode forms the signal
observed. The model previously described works well to represent this device. Here
the capacitance is composed by that one between the last dinode and the anode and
the capacitance generated by the interconnections.

A second example of detectors is represented by the gas-based sensors that are
still very interesting for the scientific community due to the their low cost compared
to the instrumented area. As explained before, this kind of devices suffers of a weak
signal when implemented without an amplification mechanism. Thus also in this
case a suitable electric field is applied to exploit an avalanche effect in order to gen-
erate more carriers. The intent is to guarantee a proportionality between the primary
charge originated by the initial interaction and the detectable signal. Since the length
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of the avalanche is a function of the creation point of the initial charge, if an equiva-
lent energy is deposited in different regions of the detector the output signals will be
characterized by different amplitudes. In other words, it will no longer be possible
to maintain a linear measurement. Therefore, the strategy is to bound the avalanche
process to a defined region and this result can be obtained with a cylindrical geom-
etry, where the multiplication effect is confined to a volume around a thin wire that
acts as the anode. If more than one wire is used, the device is referred as multi-wire
proportional chamber (MWPC) where the charges are drifted towards the anodes by
the applied electric fields, inducing the signal with a multiplication factor between
104 and 105. Other solutions have been developed to increase the space resolution
as well as the rate such as the Gas Electron Multiplier (GEM). These devices in-
clude in the sensitive volume a series of Kapton foils coated with Copper. Holes are
opened on these surfaces that are held at a high potential difference. The diameter
of the holes is typically in the range of 50 - 70 µm with a pitch between 150 µm
and 200 µm. The generated electric field collects the primary charges by drift and
when they cross the first foil the multiplication starts. The process is iterated on the
second Kapton surface and goes on until the collecting electrode where the signal is
induced. The sensor capacitance Cl is around 50 pF, depending on the area of the
landing pad.

Semiconductor-based detectors are the last class of detectors considered. Their
basic structure is shown in Figure 1.5 where a so called pn junction representation
is reported [9]. This is formed by the doping process of a semiconductor crystal,
namely, when a certain concentration of impurities are introduced into the crys-
talline structure to improve its conductivity. The concentration range is between
1012 - 1018cm−3. Silicon is a tetravalent atom. If a pentavalent atom is introduced in
the lattice, at room temperature the extra electron can be easily promoted to the con-
duction band due to thermal process and it becomes free to move along the lattice.
In this case the dopant, named donor, assumes a positive charge and when the semi-
conductor is doped with this kind of atoms it is referred to as n-type. Conversely,
if doping atom is trivalent, a vacancy in the atomic bonds occurs and an additional
state is available in the bandgap. Since the energy of this new state is close to the
valence band it is particularly easy for the dopant, referred as acceptor, to get an
electron. Therefore, when the state is filled, a further negative charge is assigned
to this atom. At room temperature almost all the dopants states are occupied and
the valence band is populated with holes. When the semiconductor is doped with
acceptors it is named p-type. Very common semiconductors employed for this kind
of detectors are Silicon (Si) and Germanium (Ge), but also compound materials have
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been explored such as Cadmium Zinc Telluride (CdZnTe). To realize a n-type Phos-
phorus (P), Arsenic (As) and Antimony (Sb) are commonly used, while Boron (B),
Aluminium (Al), Gallium (Ga) and Indium (In) are usually chosen for p-type doping.

+
-

V
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++
+ ++
+ ++
+ ++
+ ++
+
+
+

-
- -
-
- -
-
- -
-
- -
-
- -
-
-

n-type

p-type

Depleted 
region

Figure 1.5: Representation of a reverse-biased
semiconductor junction.

When these dopants are implanted on
the same semiconductor (we consider
here silicon) a junction is formed. At
the beginning, each side is neutral
from an electric point of view. How-
ever, the diffusion starts to transport
the holes from the p-region towards
the n-side, while electrons migration
occurs in the opposite direction. As
illustrated in the figure, this process
leaves a positive charge on the n-side
and a negative counterpart on the p-
type region, respectively. Therefore,
this process builds up a potential and
the equilibrium is established when
the force exerted by the uncovered

dopant atoms compensates the thermal diffusion, limiting further migration of the
carriers. Thus, the built-in potential creates a region across the junction named de-
pletion region where the net current is zero. This voltage exhibits a dependence on
the dopants concentration and the temperature. The depleted volume is almost free
of mobile carriers, therefore it acts as a dielectric, and the undepleted sides behave as
conductive electrodes since they are populated by free carriers. Because the internal
electric field of the depleted volume sweeps the mobile carriers towards the plates,
this device is actually an ionization chamber where the width of the depletion re-
gion can be increased by applying a reverse bias voltage VR as shown in Figure 1.5.
Hence, when a particle releases energy into the active volume electron-hole pairs are
generated and their number is proportional to the deposited energy. When the mobile
charged carriers are moving in the sensitive region, a current signal is inducted on the
electrodes and the event can be detected. Since this kind of sensors provide a better
energy resolution than the previous described classes, they are exploited for X and
gamma-ray spectroscopy. In these studies the highly penetrating radiation is inves-
tigated, so the sensor must be thick enough to offer a suitable stopping power. For
energy below 30 keV the Silicon can be adequately prepared for this task by drifting
Lithium ions into the substrate. In this way the impurities trapped in the bulk are
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compensated and the Silicon acts as an extremely pure crtystal leading to a depletion
depth of several millimiters. To explore higher energy the Silicon must be substi-
tuted with Germanium, but these detectors demand a cooling system. Compound
semiconductor solutions are located halfway between an acceptable efficiency in the
high energy range and room temperature operation and an examples is represented
by Cadmium Zinc Telluride (CdZnTe).
Silicon detectors are also suitable for the detection of low-level light, an example
being provided by avalanche photodiode (APD). Similarly to the previous processes
described for the other detectors, the electric field drives the electron-hole pairs cre-
ated by the photons towards an avalanche region where the impact ionization deter-
mines the extraction of other charged carriers with a gain in the range of 100 - 1000.
This interval is sufficient to spot a small number of photons, however single photon
sensitivity is not achieved. To detect even the single interaction the electric field of
these devices can be appropriately strengthened. These detectors are called Single
Photon Avalanche Diode (SPAD) or Geiger-mode Avalanche Photodiode (GAPD).
They incorporate a quenching resistor RQ in series with the diode to suppress the
avalanche process. The voltage at the cathode equals a bias voltage when there is no
current. If the latter is increased, the voltage across RQ brings the cathode voltage
below the breakdown point. Unfortunately, this implementation returns a constant
output which is independent of the photons in the sensitive volume. To recover an
output proportional to the number of incident photons a segmentation of the detector
can be adopted. The analog Silicon PhotoMultipliers (SiPMs) presents a structure
composed by array of parallel and independent units named microcells whereas the
output is obtained as the sum of the signals produced by each diode. To have a small
probability of more than one interaction into a single cell, the cell area is around
50 µm x 50 µm. In this topology, the number of firing microcells is equivalent to
the number of incident photons and due to their high spacial resolution the SiPMs
replaced the photomultiplier tubes in those applications where high granularity and
high magnetic field are required. Both the space and time resolution can be exploited
to obtain 3D images, deriving the third coordinate with time of arrival measurements.
A large number of microcells can be accomodated in parallel, thus the capacitance
of these detectors is between 30 pF and 300 pF and the model previously discussed
is not valid anymore because the rise time of the signal could be overstimated. How-
ever, the literature offers more accurate model description of SiPMs [10]. Finally,
CMOS technologies can be used to implement GAPD and they are referred to as
digital silicon photomultiplier. Each cell of these device is read-out separately with
a very small capacitance which improves the timing performance. In general, the
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electrodes of a detector can be arranged in different segmentations to obtain a space
information about the event. The simplest structure is the partition of the electrodes
into strips where the position of a hit is intrinsically one-dimensional. When a tilted
particle deposits its charge on more than one strip it is possible to get a better spatial
resolution through an interpolation exploiting the ratio between the collected charges
on those strips. To increase the spatial resolution up to two-dimensions a further or-
thogonal segmentation can be implanted. The distance between the centers of two
adjacent strips is named pitch. Its value is between 25 and 100 µm in colliding-
beam experiments, while the lengths of the strips array starts from centimeters up to
30-40 cm. This sensors organization may suffer of "ghosts" hits at high densities,
but this problem can be mitigated adopting a small-angle stereo, where the strips
are not perfectly located at 90° as further described in [9]. Another way to achieve
two-dimensional information without this kind of compromise is the pixelization of
the sensor such as in the case of Charge Coupled Device (CCD) and random ac-
cess pixel device. Thus, in a possible implementation, the electrodes are segmented
into a surface that resembles a chessboard and each partitioned volume is physi-
cally connected with solder bumps to a dedicated readout electronics organized in
a specular segmentation. The pitch of the pixels is typically between 30 and 100
µm, however the pixel size is constrained by the associated readout unit. Moreover
an additional electronics is required to manage the readout control system which
means more area is demanded. Furthermore, the split manufacturing increases the
cost because the sensors have to be separately produced from the readout chain. In
the case of hybrid pixel detectors, this additional budget is due to the bump bonding
process which absorbs around half of the cost. From this point of view, a mono-
lithic structure would be preferable because the sensor shares the same pixel area of
the electronics, thus their connections are made during the fabrication, requiring a
lower material budget. The pixel pitch is reduced down to 5 - 10 µm and the charge
collection occurs in a very thin layer, of order µm. When these device are fully
depleted (FD), their are named FD-Monolithic Active Pixel Sensors (MAPS) and in
the last three decades they became increasingly of interest for particles detection,
high-energy photons imaging as well as tracking in space experiments and medical
applications. Some examples can be found in [11] [12] [13]. In the next section,
some of the architectures developed for the front-end electronics will be discussed,
leaving to Section 4.7.1 the discussion about analog amplifiers as a brief prologue to
the digital filters.
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1.2 Front-end architectures

As well as the sensors, many front-end architectures have been developed due to
the variety of possible applications. Indeed, the purpose of the measurement deter-
mines the implementation of a specific electronics to execute a required task. For
instance, in High Energy Physics (HEP) tracking detectors the aim is to provide a
set of space-points to identify a particle track. In this case, a threshold comparator
providing a yes/no decision followed by digital memories can be adequate. By con-
trast, if the energy evaluation is the main target of the experiment, such as in nuclear
spectroscopy, the signal amplitude needs to be sampled with adequate resolution, so
a high performance ADC is required. Another possible application is represented by
Positron Emission Tomography (PET) where both the time information and the am-
plitude of the event must be derived. Thus, this section will present a not exhaustive
list of common front-end solutions.

• The first architecture presented is also the simplest one and it is named binary
[14] [15]. Basically, the signal is monitored by a comparator and when it is
above a configured threshold a digital pulse is generated, neither processing nor
storing the amplitude. Therefore, this system is suitable to get space information
about the hit channels of a detector. The hits are then stored in digital memories
and queued for readout. In most cases, a sparsified approach is adopted, and
only the channels that fired within a given time window are readout, suppressing
the zeroes.

• As introduced before, some applications require the extraction of other infor-
mations rather than the position of an event. In the case of X-ray imaging the
quantity of interest is the intensity of the incident radiation [16] [17]. A count-
ing architecture can address this need equipping the comparator with a counter
to record the number of events occurred in a desired time frame. In this imple-
mentation two critical aspects must be considered when designing the counter.
The first one is due to the switching activity because if many bits switch at the
same time they can generate an higher noise. The other possible issue concerns
the storage of the counter value when it is sampled since an error during this
step can result into an incorrect extracted value. To get the idea, let’s consider
a 4-bits counter and the transition from 0111 to 1000. If a bit-flip occurs to
the first bit which is the most significant one, the data recorded will be 0000.
This means that the error is quantifiable as half of the whole dynamic range. To
fix this potentially severe problem, pseudo-random counters can be adopted to
limit the number of simultaneous transitions. Using Gray codes is useful as well
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because the Hamming distance between two consecutive counts is always equal
to one.

• A simple approach to derive the amount of charge released by the particle in
the sensor is to measure the time spent over a preset threshold by the amplifier
signal. Under appropriate conditions, this time interval is proportional to the
magnitude of the detected signal. Thus in binary front-ends the width of the
comparator pulse can be measured to infer the charge information. In these
systems, a common time-stamp is generated and distributed to the channels.
The time-stamp is very often provided by a Gray counter driven by a reference
clock. The time at which the leading and trailing edges of the comparator signal
occur are then captured by dedicated registers in the firing channel. This method
is referred to as Time over Threshold (ToT) and it widely reported in the literature
[19] [18].

• Time pick-off systems must be employed when timing information are crucial
in the application [20] [21]. This is the case of the particle identification in
HEP and PET, where the time of flight of charge particles or photons needs to
be measured with a resolution better than 100 ps. In this scenario a counting
mechanism as the one described above is unsuitable because the clock frequen-
cies would be in the range 5 - 10 GHz. Hence, while a counter still provides
a coarse time base, the time elapsing between the event and a suitable clock
transition must be measured by an interpolating circuit. A Time-to-Digital Con-
verter (TDC) is a device able to assign this kind of digital tag to a selected time
window with a resolution that today can even exceed 1 ps.

• While the previous architectures only store digital information, there are other
approaches in which substantial more analog signal processing is carried out.
A typical example is provided by the sample and hold systems where a hold
capacitor is located between the front-end output and the read-out circuit. Its
connections with the input stage and the output one are controlled by switches.
As their name suggests, this topology works in two steps: during the acquisition
process the input switch of the capacitor is closed, directly connecting it to the
front-end, while the output switch is open. If a peak is observed, its value can
be stored on the capacitor by opening the first switch. When the detected values
have to be read, the output switch is closed in order to digitize it on-chip or to
send it out still in analog form. The peak of a signal is the sample-target of a
front-end designed with a continuous-time transfer function because this point
has the highest SNR. To detect it, both the peaking and the sampling times must
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be synchronized.
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Figure 1.6: Representation of a peak detector

Figure 1.6 illustrates the concept of the peak detectors that are used for this
purpose. At the non-inverting input (+) of the operational amplifier the front-
end output Vi is presented, while the output of the op-amp forms a negative
feedback with the inverting terminal (-) where an unidirectional component is
added (shown as a simple diode in the figure). The switch S acts as a reset
for the hold capacitor Ch, thus when it is closed Ch is discharged to ground.
If Vi 6 0 no signal is coming from the front-end and the diode is off, namely,
the inverting input of the op-amp is zero. Otherwise, the diode is turned on
because the difference between Vi and the negative terminal is amplified. Thus,
the circuit works as a voltage follower and the voltage on Ch tracks the input
one. Once the peak is overstepped, the derivative of the signal becomes negative
since Vi is returning back to the baseline. Now the voltage on the hold capacitor
will not follow the input signal. In fact, to track again the amplifier input the
voltage on Ch should be reduced, but this would imply to sink current from the
feedback path. Since the diode is unidirectional, the voltage on the inverting
terminal becomes fast larger than Vi. Consequently, the output of the amplifier
is pulled down and the diode itself turns quickly off while the peak value is
stored in the hold capacitor. In a CMOS implementation, the diode function is
implemented with a transistor and on-silicon examples of this are reported in
[22] [23]. To reduce the dead time, a discriminator per channel is associated
to both sample and hold and peak detectors to point out when a hit occurs.
This addition allows for a sparsified readout. To further shrink the dead time,
a strategy is to increase the number of storage cells available in each channel.
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In this way, when a cell is already busy, another one can be available to store a
new peak value.

• The last example of architecture reported is the analog memories. Typically,
these devices are formed by an array of capacitors, each one equipped with
switches for the writing and reading operations. A sample and hold process
allows to implement the writing, tracking the output of an amplifier and then
storing its value in a single memory unit. When this cell have to be read out, the
capacitor is usually connected in the feedback path of an op-amp. A final reset
clears the cell, making it available for a new writing. An advantage of analog
memories is the possibility to record a full waveform, recognizing specific fea-
tures such as signal pile-ups. By contrast with an analog to digital conversion
process, these devices are characterized by a lower power consumption and for
this reason they are suitable to capture fast transients. The acquired values can
be converted either on-chip [24] or off-chip [25] at a lower speed when an in-
teresting event is detected.
Depending on the application, the capacitors can be implemented in CMOS
processes exploiting metal-metal or MOS version. The first ones are character-
ized by an high linearity and a quick response, but as a drawback they have a
small density around 1 fF/µm2, making them a good choice for high speed ap-
plications. The alternative represented by the MOS capacitors is denoted by an
higher density even above 5 fF/µm2. On the other hand, this kind of capacitors
are affected by a poor linearity and a smaller speed compared to the metal-metal
counterpart. Thus, they are suitable when many units per channel are required.
Another aspect to take care of is the sequencer used to control the sampling
switches. An approach is to use the clock signal to drive a shift register, using
it as pointer in the writing process. Another strategy can be the employment
of a digital delay line which is a chain of digital buffers eventually arranged
in a closed loop. In this configuration, the buffer propagation delay sets the
time difference between two consecutive samples and in CMOS nodes it can
achieve values smaller than 100 ps. Hence, this approach becomes interesting
for applications where a very fast sampling is demanded.

1.3 Full sampling systems

By “full sampling systems” we mean in this context systems in which an ADC fol-
lows immediately the front-end amplifiers and all the relevant signal processing is
carried-out in the digital domain. For many years, the power consumption of ADCs
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represented the bottleneck for full-sampling systems since an on-chip analog to dig-
ital conversion with an acceptable resolution required a power budget not affordable
by most applications. However, in the last decade the substantial improvement of
ADCs power figure has made full-sampling solutions progressively more appealing.
In general, ADCs resolution in the range of 6 - 10 bits combined with a sampling rate
between 50 - 100 MS/s are adequate for most applications. In this context, a read-
out channel can be equipped with a Digital Signal Processor (DSP) to locally select
and manipulate the generated data. These tasks can be achieved with configurable
thresholds to reject the undesired values and implementing specific filters to extract
useful information from the digitized signals such as the energy or the time when the
event occurs. This approach leads to a more accurate data processing compared to
the analog counterpart because it is not affected by the tolerances of the components.
In a digital system the attained precision depends in fact on the algorithm and on the
numerical representation. Furthermore, it is possible to program the key parameters
of a filter, eventually adjusting them after the fabrication step. Last but not least,
state of the art CMOS processes are primarily conceived for digital applications. In
the following, the state of the art of full sampling systems is described.

1.3.1 ALTRO

The ALICE experiment is one of the four major detectors equipping the CERN
Large Hadron Colliders (LHC), located near Geneva, Switzerland. In particular,
ALICE stands for A Large Ion Collider Experiment and it is a detector designed
and optimized to study the collisions of ions at ultra-relativistic energies [26]. The
three-dimensional reconstruction of the particle tracks is provided by Time Projec-
tion Chamber (TPC) which is a cylindrical gas volume held to a uniform electrostatic
field. With the process described in Section 1.1, the charged particles ionize the gas
and they generate charged carriers later collected by the electrodes. The induced
signal has a rise time smaller than 1 ns and a long tail. The latter bounds the event
rate since pile-up effects can occur. Because of this the front-end electronics must
implement a tail cancellation procedure. This is accomplished by the ALICE TPC
Read Out (ALTRO) chip which is a mixed-signal custom integrated circuit designed
for gas detectors readout [27] [28]. The chip was fabricated in a 0.25 µm CMOS
process and it is formed by 16 channels where independent signals are acquired by
an equivalent number of 10-bits ADCs implemented on chip. Then they are digitised
and processed to be finally compressed and stored in a multi-event acquisition mem-
ory. The chip area is 64 mm2, while the power consumption is 320 mW at 10 MHz
sampling rate. The DSP partitioned the algorithms in pipelined stages where the first
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one is dedicated to a first baseline correction. At this stage, the digitized signal is
manipulated by removing both the low-frequency perturbations and systematic ef-
fects to prepare the data for the tail cancellation. Low-frequency spurious signals are
up to one kilohertz and they introduce a baseline shift in the order of one ADC count.
This kind of perturbations can be generated by the temperature variation of the elec-
tronics, while the systematic effects are noise patterns that are superimposed to the
original signal. For instance, the trigger of a detector can introduce this signal vari-
ations. Due to their nature, they can be removed implementing a pattern memory.
Here the input signal is corrected subtracting a set of values previously stored on-
chip. Then, the tail cancellation task is accomplished in the following stage where a
filter was designed to remove the tail of a pulse within 1 µs after its peak. The signal
was approximated by the sum of 4 exponential functions and consequently a transfer
function in the Z domain was obtained. This suppression takes advantages of the
digital implementation since the filter coefficients are configurable, thus the system
can cover a wide range of different tail shapes. Then, a second baseline correction
mechanism was carried out exploiting a moving average filter that adjusts the non-
systematic perturbations of the baseline [29]. Because at the output of this step the
baseline is constant within 1 LSB, a simple zero suppression scheme was adopted.
In this way, the data below a programmable threshold are rejected, avoiding to read-
out meaningless information. Finally, the chip also manages the data formatting
where each packet is assigned its time stamp and size information for the off-chip
reconstruction. The 5 kbyte data memory was designed to record up to eight acquisi-
tions and the maximum readout frequency is 60 MHz for a a total bandwidth of 300
Mbyte/s.

1.3.2 Super ALTRO

Super ALTRO (S-ALTRO) was the natural evolution of the ALTRO chip described
above. It is a demonstrator that shares the same digital processing such as the base-
line restoration and the tail cancellation, but enhancing their performance in terms
of power consumption, flexibility, digital noise and stability. A key feature of the
S-ALTRO is that it implements on board also the front-end amplifier. The main ef-
forts during this optimization process were put on the digital shaper designed for the
undershoots and tail cancellations, since this block accounted for 84% of the digital
power budget. A detailed analysis of the IIR filter architectures can be found in [30]
where the hardware improvements lead to a gates reduction of 2/3 compared to the
ALTRO implementation. Other aspects were also considered for the optimization of
the first baseline correction mechanism and the SNR of this stage was incremented
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by 1.5 dB. However, this results in an increased hardware resources of slighly less
than 8%. Since this block is particularly small in comparison to the whole digital
processor, this variation is not significant. As well as the first baseline correction,
also the second one was improved both on flexibility and digital noise reduction at
the cost of 4% more hardware resources. Therefore, the overall hardware resources
have been decreased by 20%, while the SNR shown a positive increment of 7.9
dB. Lastly, the power consumption was reduced to 40% changing the power supply
from the nominal 1.2 V to 0.8 V at the working frequency of 40 MHz. Under this
reduction, the delays increased, but without impairing significantly the overall per-
formance.
After this architecture and hardware review, a prototype has been fabricated in 130
nm CMOS technology which occupies an area of 5.75 mm by 8.56 mm [31]. As its
predecessor, S-ALTRO implemented 16 channels where the ADCs have 10-bits reso-
lution and they work up to 40 MHz of sampling frequency. Each channel is equipped
with a dedicated memory able to store up to 1000 samples for a maximum time du-
ration of 100 µs at 10 MHz sampling rate or 25 µs at 40 MHz. For a single 10-bits
sampled data, the internal data formatting system generates a 40-bit stream which
provides a header, a trailer, the time stamp of the event, the configuration informa-
tion during the acquisition and a set of error flags. The recorded data structure of 80
kbyte can be read out at the maximum frequency of 80 MHz, leaving a dead time of
0.2 ms. The DSP block consumes 65 mW during its normal mode, accounting 4.04
mW/channel.

1.3.3 SAMPA

Periodic LHC shutdowns have been planned to provided the necessary time for ac-
celerator updates in order to achieve higher luminosity and ultimately higher event
rate. As a consequence, all the LHC experiments were also upgraded. For what con-
cerns ALICE, an upgrade of its TPC electronics was scheduled in order to enhance
the readout capability by two orders of magnitude, thus achieving 50 kHz event rate
in Pb-Pb collisions [32]. The efforts to replace the previous front-end led to a new
ASIC called SAMPA [33] [34]. Thus, this chip represents the further development
of ALTRO and it doubled the number of channel to 32 although the same channel
components were maintained: a charge-sensitive pre-amplifier (CSA) is followed by
a shaper, then a 10-bit ADC samples the signal at 10 MS/s and a DSP collects and
manages the converted data. Two SAMPA prototypes were fabricated in 130 nm
CMOS technology. The DSP block inherited the baseline corrections divided into a
IIR filter for the low-frequency baseline variations and a moving average filter for the
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faster ones and the digital shaper for the tail cancellation. In addition another base-
line correction system based on limited slope baseline tracking was implemented.
The purpose of this block is to provide a complementary version of the first two
restoring methods that may also substitute them. Beside the zero suppression circuit,
a data compression scheme was designed based on Huffman coding. The data for-
matting unit completes the on-chip digital signal processing.
An irradiation campaign with protons was also carried out [35] to qualify the chip
for the expected Total Ionizing Dose (TID) of 2.1 kRad and a flux of 3.4 kHz/cm2.
The aim of the test was the investigation when soft errors such as the single event
upset and hard error as Single Event Latchup (SEL) occur. For more detail about
this topic, the reader can skip to Section 5.2.1. Briefly, the SEL is a permanent effect
that can cause the overcurrent of a CMOS component, resulting in a fatal damage for
the device. The high current is due to the formation of a low impedance path estab-
lished between the supply voltage and the ground. The issue can be solved by power
cycling the circuit. Therefore, the devices under test have not implemented specific
mitigation techniques against radiation, however only the second version of the chip
showed SEL events. The adequate safety measures were adopted and implemented
in the next prototypes.

1.3.4 CAEN - DT5780

Industrial products provide also a large variety of DSP solutions. For instance,
CAEN is a well-know company that designs both high/low Voltage Power Supply
systems and Front-End/Data Acquisition modules for nuclear and particle physics
experiments. An example of their products is represented by the DT5780 family
[36]. These boards integrate 2 independent 16k channels Digital Multi Channel An-
alyzer (MCA) and they are suitable for Gamma and X-ray spectrometry. They can
be used with different detectors such as the High Purity Germanium (HPGe) radia-
tion detectors to obtain high energy resolution as well as a PMT-based sensor where
the exponential tail is at least few hundreds of ns long. The on-board ADCs have
a resolution of 14 bits and the sampling rate is 100 MS/s. CAEN has also devel-
oped a firmware to accomplish a digital signal processing, providing both the pulse
height for the energy extraction and timing information. A digital trapezoidal filter
was adopted to generate a flat top whose amplitude is proportional to the deposited
energy. The systems are even able to show slices of the signal for the fine tuning of
the pulse height analysis settings. This MCA are equipped also with a baseline re-
storer with programmable averaging similar to the ALTRO and SAMPA chips . This
means that the baseline is calculated by averaging a configurable number of samples
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before the trapezoid, then its value is held within the time interval of the trapezoidal
signal itself to properly correct the filter output. The high frequency noise can be
instead reduced with an adjustable moving average filter. Another useful feature
is the integrated pile-up rejection system that appropriately manages the trapezoids
overlap when the event rate becomes too high. Furthermore, the dual input allows to
realize coincidences and anti-coincidences involving other detectors to improve the
measurements.

1.3.5 ADSP-2183 for MINIBALL

This overview terminates with the case of an industrial product employed in a physics
experiment. Indeed, as tacitly anticipated in the previous section, custom systems are
not always designed and implemented for all the possible applications. Here the case
of MINIBALL is reported which is an high-resolution detector array that has been
operational at the radioactive ion beam facility named HIE-ISOLDE (High Intensity
and Energy) at CERN [37] for over 10 years. This spectrometer was formed by an ar-
ray of 24 six-fold segmented high-purity germanium crystals that were encapsulated
and arranged into a conical shape. This high-resolution γ-ray spectroscopy investi-
gated a wide interval of shell models using many Radioactive Ion Beams (RIB) such
as 74,76,78Zn, 110,132Sn, 144Xe [38]. The signal formed by a γ-ray is slighly different
from what was introduced before since it involves two steps. The interaction be-
tween the incident photon and the sensor material can generate a fast electron and
a Compton scattered γ-ray or alternatively a fast electron-positron pair. The second
step is the familiar process where the charged particle deposits its energy, then an
electron-hole pair is produced and a signal is induced on electrodes. Without dis-
cussing further details about other aspects of this generation process, a pulse shape
analysis is the way to increase the granularity beyond that one resulting from the
detector segmentation. Thus, the events were manipulated by a ADSP-2183 Dig-
ital Signal Processor (DSP) from Analog Devices [39]. This unit runs at 40 MHz
and it is designed to address 16 bit fixed point representation, integrating 80k bytes
for the memory. Three computational blocks can independently work on the pro-
cessor composed by an Arithmetic Logic Unit (ALU), a multiplier-accumulator unit
(MAC) and a shifter. A trapezoidal filter have been implemented on the DSP mod-
ule to extract the energy of a γ-ray and this algorithms will be specifically analyzed
in Section 4.8.1. Therefore, the experiment was able to benefit of the digital pro-
cessing to correct the ballistic deficit which affects the trapezoidal output. The DSP
was also used for the pulse shape analysis since in this applications it is important to
determine with an adequate accuracy the time when an event occurs. The Modified
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Linear Extrapolated Baseline Crossing (ML-EBC) method was chosen to perform a
linear extrapolation exploiting an acquired sample at the start of the signal and the
slope defined by its position. The latter was easily derived because it was calculated
as difference between two consecutive samples. These pulse shaping analyses were
presented and discussed in detail [40].
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Chapter 2

Analog-to-digital converters overview

As introduced in the abstract of this thesis, the Analog-to-digital Converter (ADC)
is the key device to transfer information from the analog to the digital domain. In a
full sampling system, the ADC samples directly the amplifier output and generates
a digital stream which is manipulated by the digital signal processing unit. The con-
version process is characterized by an intrinsic resolution that reduces the original
information and it is affected by several errors due to the non-ideal behavior of the
components used in the ADC. When designing the signal processing units, these as-
pects must be properly accounted for and they will be discussed in the next sections,
focusing when appropriate on the successive approximation architecture chosen for
this study.

2.1 Quantization error in ADCs

The generic output of an ADC is a digital data represented with a given resolution
which is expressed in a number N of bits, leading to a 2N possible digital codes.
Thus, considering a voltage reference VREF as the full scale range of the ADC, the
minimum digital step is named Least Significant Bit (LSB) and it is described by:

LSB =
VREF

2N
(2.1)

Because of the limited resolution, a leak of information occurs during the con-
version process. This is true also for an ideal converter, because it stems from the
need of approximating a continuous quantity with a finite number of possible codes.
This error is referenced to as quantization error and it is linked with to the SNR as
described in the following.
In Figure 2.1 the ideal characteristics of a 4-bits ADC with a VREF of 1 V is de-
picted. The red line represents a ramp and it is assumed as the input signal, whereas

21
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the staircase shape is the response of the ADC. The vertical steps point out the tran-
sition levels and the horizontal lines between them are the results of the mapping
process from the analog to the digital domain. The error is given by the difference
between the ramp and the voltage level associated with the n-th code transition. This
means that the error increases from a transition level to the following step, defining
a typical saw-tooth shape.
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Figure 2.1: Ideal characteristics of a 4 bit ADC

In Figure 2.1 the staircase char-
acteristics is right-shifted by LSB/2
from the origin of the system to sym-
metrize the quantization error. Adopt-
ing a ramp as the input signal im-
plies that the output codes will be
uniformly distributed on all the bins
and the probability density function
results to be inversely proportional to
the width of the bins. Thus, the RMS
quantization error Vq is given by:

Vq =

√√√√∫ LSB
2

−LSB
2

x2

LSB
dx =

LSB√
12

(2.2)

In general, to define the SNR of a signal we need to know the power of the input
signal and the one of the noise . In the case of the SNR of an ideal converter, the
quantization error of Eq 2.2 is the denominator of the ratio, while for the numerator
the power of a sinusoid is typically used. Sinusoidal waves are a popular choice
because they can be generated with very high fidelity. In order to explore all the
VREF range of the quantizer, the sinusoid must have an amplitude A = VREF/2:

V (t) = A · sin(ω · t) (2.3)

The RMS value is written as:

Vq =

√
ω

2π

∫ 2π
ω

0

[
VREF

2
sin(ω · t)

]2
dt (2.4)

The integral can be solved recalling the remarkable integral:∫ 2π

0

sin2(x) dx = π (2.5)
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Hence, the RMS value of the input signal is defined as:

Vq =
VREF

2
√
2

(2.6)

and the SNR is simply the ratio of Eq 2.6 and Eq 2.2:

SNRdB =

VREF

2
√
2

VREF

2N
√
12

(2.7)

where the quantization levels have been considered with 2N . Eq 2.7 can be rewrit-
ten as:

SNRdB = 20log

√
3

2
+ 20Nlog2

= 6.02N + 1.76dB

(2.8)

Eq 2.8 defines the signal-to-noise ratio for an ideal converter. If the SNR is known,
the equation can be overturned to find the number of bits:

N =
SNR− 1.76

6.02
(2.9)

However, in place of SNR the Signal-to-noise and Distortion (SINAD) is usually
employed. SINAD is derived by the spectrum analysis of the ADC output when a
sinusoidal wave is provided as the test signal. It is defined as the ratio between the
amplitude Af of the fundamental harmonic located at frequency f and the sum of the
other amplitude components where are combined noise and distortion:

SINAD = 20log

√√√√√√
A2

f

f−1∑
k=1

A2
k +

N
2∑

k=f+1

A2
k

(2.10)

The reader should notice that the k index of the leftmost sum at denominator
starts from one. This is due to the current dynamic analysis of ADC performance
accomplished using a sinusoidal signal, where the DC component located at k = 0 is
not conveyed [41] [42]. Substituting now Eq 2.10 in Eq 2.9 the Effective Number of
Bits (ENOB) can be obtained:
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ENOB =
SINAD − 1.76

6.02
(2.11)

which is the actual resolution of the ADC Methods and draft standards for the DY-
Namic characterization and testing of Analog to Digital converters (DYNAD) [43].
In addition to the SINAD and the ENOB, the spurious free dynamic range (SFDR)
must also be considered. In a power plot, this quantity is simply the range free of
spurious components assuming as reference the principal component frequency cen-
tered at 0 dB.

2.2 Thermal noise

R
input

C
bank

V
input

C
pin

R
switch

Figure 2.2: RC model of an ADC switch.

Another source of noise is introduced
by the sampling process itself and
it can be analyzed considering the
switching model of an ADC [44] re-
ported in Figure 2.2. Here Rinput

models the external source resistance,
Rswitch represents the internal switch
resistance (usually around 1 kΩ), Cpin

quantifies the pin capacitance and
Cbank is the sum of the capacitive ar-

ray of a Successive Approximation Register (SAR) architecture explained in Sec-
tion 2.4.4. If Rinput � Rswitch and the errors generated by the capacitance Cpin

negligible, the model works as an RC filter. Let’s introduce the thermal noise Vth

[45] given by:

Vth =
√
4kBTR∆f (2.12)

where kB is the Boltzmann constant (1.38 · 10−23 J/K), T indicates the absolute
temperature in Kelvin, R is the resistive contribution measured in Ω of the complex
impedance Z and ∆f defines the bandwidth expressed in Hz. The thermal noise,
also called Johnson noise, is due to the thermal agitation of electrons in ohmic paths.
Taking into account a frequency band from f1 to f2 and the impedance Z, Eq 2.12 can
be rewritten as:

Vth =

√
4kBT

∫ f2

f1

Re(Z) df (2.13)
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where Re(Z) is the real part of impedance Z:

Re(Z) =
R

1 + (2πfRC)2
(2.14)

The total noise voltage of a RC pair can be obtained replacing Eq 2.14 into Eq 2.13
and extending the interval of integration from 0 to +∞:

Vth =

√
4kBT

∫ +∞

0

R

1 + (2πfRC)2
df (2.15)

Let’s focus now on the improper integral. Because of its definition, we can rewrite
it as: ∫ +∞

0

R

1 + (2πfRC)2
df = lim

i→∞

∫ i

0

R

1 + (2πfRC)2
df (2.16)

We define the new variable x and its differential dx as:

x = 2πfRC

dx = 2πRCdf

df =
dx

2πRC

(2.17)

where in the last line the expression for df is shown. Substituting it into Eq 2.16,
the improper integral becomes:

lim
i→∞

1

2πC

∫ i

0

1

1 + x2
dx =

=
1

2πC
lim
i→∞

arctanx

∣∣∣∣i
0

=
1

4C

(2.18)

The result is achieved using a well-know remarkable integral and the limit value
of arctanx function for x → ∞ which is equal to π/2. Thus, a last substitution
leads to:

Vth =

√
4kBT

∫ +∞

0

R

1 + (2πfRC)2
df =

√
kBT

C
(2.19)
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That is the expression for the thermal noise. In the case of a SAR ADC, the
same result can be reached balancing the energy stored in the capacitor array with
the quantity derived by the equipartition energy theorem considering one thermody-
namic degree of freedom:

1

2
CV

2
=

1

2
kBT (2.20)

Eq 2.19 tell us that the thermal noise dominates the ADC noise contribution for
high-resolution ADCs [41] [46].

2.3 Jitter

The jitter is the last source of uncertainty taken into account to model the noise at this
stage. In order to quantify the effect of jitter, the following input signal is considered:

Vin = V0 sin(2πfint) (2.21)
where an ADC with a full scale range of VREF and V0 = VREF/2 is assumed. The

point of maximum slope can be easily obtained as:

dV

dt

∣∣∣∣
max

= 2πfinV0 cos(2πfint)

∣∣∣∣
max

= 2πfinV0 (2.22)

At this point, the RMS uncertainty Vj on the sampled value is caused by the RMS
jitter σt:

Vj = πfinVREFσt (2.23)
To keep this noise below the quantization error, this value can be constrained as

following:

Vj = πfinVREFσt <
VREF

2N
√
12

(2.24)

Thus the value of jitter is bounded to:

σt <
1

2N2πfin
√
3

(2.25)

Therefore, the signal generated for this study was characterized by a deviation
σADC equals to the root sum squared of the quantization error Vq described by Eq 2.2,
the Vth reported in Eq 2.19 and the jitter contribution Vj of Eq 2.23:
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σADC =
√

V 2
q + V 2

th + V 2
j (2.26)

This sum is allowed because these quantities are uncorrelated [41].

2.4 ADC Architectures

Many ADC topologies have been proposed over the years. In front-ends for radiation
detectors the most recurrent ADC architectures are the Flash one [47], the Single
ramp [48], the Wilkinson ADC [49] [50] and the Successive Approximation Register
[5]. A brief description of each ADC type is provided in the following.

2.4.1 Flash

The Flash architecture partitions the voltage reference VREF using a voltage divider.
Each voltage level feeds an array of comparators. The signal to be digitized is con-
nected to the other input terminal of each comparator. Thus, the output of a compara-
tor will be set to one if the input is higher than the associated threshold, otherwise
it will be equal to zero. Then the thermometric output due to this comparator bank
is converted by an encoder and a binary digital output is available. This process is
particularly fast, but it suffers from the complexity due to the large number of com-
parators required and solutions have been proposed [51] [52] to overcome this issue.
Nevertheless, this type of converter is not the best option in a full sampling system.
In general, in high density front-ends only low resolution (3 - 4 bits) Flash ADCs are
used to obtain a raw information on the input signal.

2.4.2 Single-slope

The Single ramp type is a very affordable solution in terms of design complexity and
power budget. Indeed, in this circuit only a comparator is required. One input is con-
nected to the input signal, while the second one is fed by a ramp generator. When the
value to be digitized is presented at the input of the comparator, the ramp generation
begins. At the same time, a counter value is increased. The synchronization between
the ramp and the counter is managed by a dedicated logic. The idea is to freeze the
counting when the ramp voltage is equal to the input one. It is straightforward to ob-
tain the analogue input because only the multiplication between the counter output
and the slope of the ramp, expressed in volt per clock cycle, is required. The ADC
linearity is assured by an accurate design of the ramp generator which is based on a
capacitor charged with a constant current.
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2.4.3 Wilkinson

When a double ramp is adopted, the converter is named Wilkinson ADC. Basically,
the input signal is employed to charge a capacitor, realizing the first ramp. Then, the
capacitor is discharged by a constant current which defines the second ramp. Usually,
the conversion speed is bound by the discharging ramp because it is slower than the
first one. Also in this architecture the counter output is proportional to the amplitude
of the signal and its synchronization is still a critical point. The main advantage of the
dual-slope approach is the independence of the constant of proportionality by the R
or C component used to generate the ramps in contrast to the single-slope converter.

2.4.4 Successive Approximation Register

In recent years the development of deep submicron CMOS technologies made the
successive approximation architecture suitable to be used in a full sampling system.
This is due to a considerable increase of the conversion speed and to the signifi-
cant reduction of their power consumption. Over the time, many design solutions
have been proposed from the simplest single-ended unipolar input to the differential
architecture [53], considering pipeline segmentation approaches [54] as well as non-
binary DAC structures [55] and interleaved methods [56]. Each topology exploits
some feature to overcome a specific conversion issue. For instance, the differential
configuration allows to reject any common mode component that affects the sampled
signal, while a multistage pipeline design reduces the DAC area requirements that
becomes particularly significant for resolutions larger than 10-bits. A non-binary
solution can instead be adopted to recover an error occurred during the bit-decision
step. Indeed, any error happening during this process impairs the definition of the
following less significant bits, generating a chain of further errors. For example,
these issues can be generated by mismatches of the integrated capacitors or a lack
of enough settling time to stabilize the conversion result. A possibility to fix this
problem is offered by DAC redundancy that permits a bit correction in later stages
of the process. Lastly, an interleaved implementation involves an array of ADCs to
perform a timing multiplexing in order to achieve a higher sampling rate than the
nominal one of the single converter.
For this work, a fully differential SAR ADC architecture with 12-bits resolution has
been chosen. In Figure 2.3 a reduced 4-bits version based on charge redistribution
method is shown. The yellow boxes highlight the binary weighted capacitor bank
which is splitted in two branches. If N is the resolution of the converter, a single array
is formed by 2N−1 capacitors. Each capacitor of the DAC is realized by physically
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connecting in parallel a multiple number of a unit capacitor which corresponds to
the LSB. The SAR ADC represented adopts the merged capacitor switching method
to solve the convergence of the common mode towards zero. This strategy avoids
the drawback of using PMOS transistors at the input stage as they are notable slower
than their NMOS counterpart. This approach is realized introducing the common
mode reference VCM which is set halfway between the voltage reference VREF , set
to 1 V in this case, and ground.

V
REF

V
REF

SAR logic

2C C C

4C 2C C C

V
CM

V
CM

4CV
P

V
N

Figure 2.3: The fully differential 4-bits SAR ADC architecture.

Thus, for both the branches, the top plates of the capacitors are in common and
they are indicated as VP and VN , while the bottom ones can switch between the volt-
age reference VREF , the common mode voltage VCM and the ground. In this way
the common mode rejection is implemented. During the sampling, the input signal
is presented at the top plates in differential form, whereas the bottom plates of the
capacitor bank is maintained at VCM . Hence, the switches on VP and VN lines are
opened and the algorithm begins from the Most Significant Bit (MSB) towards the
LSB one, evaluating the differential pair VP − VN at each bit. If the difference is
positive, then the MSB is set to one and the bottom plate of the upper MSB capacitor
switches from VCM to ground. By contrast, the bottom plate of the lower MSB ca-
pacitor is switched from VCM to VREF . This changes the voltages on VP subtracting
VREF/4 and on VN adding the same quantity. If the difference results negative, the
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switching scheme is complementary. According to this mechanism, the remaining
bits are evaluated in the same way. During this process, the average value of VP and
VN is constantly equals to VCM . If a common mode component is shown in the signal
to sample, it is rejected because only VP −VN is processed. Also the logic demanded
to the control of the conversion task is not particularly challenging. Furthermore, this
circuit is power efficient compared to other SAR solutions.
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Figure 2.4: Example of a conversion of a fully differential 4-bits SAR ADC architecture.

Figure 2.4 illustrates an example of the method. As introduced before, the algo-
rithm starts the bit evaluation from the MSB to the LSB. Figure 2.4 A) depicts the
initial condition: the input switches are closed and on VP and VN are present 0.6 V
and 0.4 V, respectively, while all the bottom plates of the capacitors are connected
to VCM . In this configuration, the condition VP > VN is satisfied, thus the MSB
results equal to one. This leads to a switching of the bottom plates related to the
MSB: on the top array the plate is now connected to ground, while on the bottom
one it switches from VCM to VREF . The new connections represented in B) change
the value on both the top plates due to the redistribution of the charges. Basically,
the double switching subtracts 0.25 V on VP and adds the same quantity on VN . Now
VP < VN and the second MSB named B2 is set to 0. Accordingly with this outcome,
the corresponding bottom plates are switched from VCM to VREF on the bottom plate
of the top array and from VCM to ground on its complementary capacitor on the bot-
tom array. The comparator continues the evaluation of the quantity VP −VN until the
LSB where the same condition of the MSB occurs, hence B0 is equal to 1. Therefore,
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the output of the converter is the 4-bit long word 1001. Considering VREF = 1V and
the 16 digital levels due to the 4-bits resolution of this example, the value of the LSB
is equal to 0.0625 V. If now this quantity is multiplied by 9, it results in 0.5625 V,
which is the best possible approximation of VP for the given resolution of this SAR
ADC in an ideal case.

2.5 Integrated capacitors

However, a real capacitor is affected by a parasitic capacitance that involve both
its plates. Furthermore, this parasitic contribution can be asymmetric. Since just
a short overview on these components is given, the reader can examine [57] for a
more detailed explanation. Thus, in ADC implementations, passive capacitors are
preferred to their MOS counterpart. MOS capacitors are in fact characterized by
the highest capacitance density, but non-linearities arise when a voltage is applied
because the values of the capacitors are not constant and may considerably change.
Nowadays, for technology nodes below 250 nm the metal-insulator-metal (MIM) ca-
pacitors are adopted. This prevents the high parasitic capacitance that dominates the
bottom plates of capacitors realized with double polysilicon layers, which are typical
of nodes above 350 nm. Hence, in the MIM case, the plates are fabricated with metal
layers and the insulator is realized with an oxide. A thickness between 30 nm and
50 nm leads to a capacitance density in the range of 0.7-2 fF/µm2. In order to make
these capacitors the cost of extra masks and further fabrication steps are required.
Obviously, this kind of realization increases the manufacturing costs and this is a
factor that must be taken into account. However, some applications can exploit the
regular thickness between the metal layers to implement the capacitors. This type
is named Metal-Oxide-Metal (MOM) capacitor and in case of a two plates structure
it can achieve a capacitance of 0.05 fF/µm2 for a standard oxide thickness between
0.7-0.8 µm. This solution is particularly suitable if small capacitors are demanded
or in applications where a reduced number of channels is sufficient. Expanding this
approach, it is even possible to take advantage of the vertical direction by adding
more metal layers if they are available. So, an increased capacitance density in the
range between 0.2 fF/µm2 and 0.3 fF/µm2 can be provided. This parallel-plate ar-
rangement creates an asymmetric balance in the parasitic coupling where one plate
minimizes this quantity. Thus, the latter has to be connected to the more critical point
of the design. The last type of passive capacitor is called Vertical Parallel Plate Ca-
pacitors (VPPC) and it takes advantage of the capacitance between close metal lines
that belong to the same layer. Adding more layers organized in a fingered pattern
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allows to further increase the global capacitance of this structure, reaching capaci-
tance density values comparable to the MIM solution or even superior. By contrast
to the MIM case, this configuration determines also a symmetric situation, where the
top plate and the bottom one are affected by the parasitic capacitance contribution
towards the substrate in the same way. However, a VPPC does not require additional
masks to be fabricated. The manufacturing process itself improves the matching
among the capacitors to minimize the non-linearities impact on the nominal reso-
lution. The factors that determine the value of the unit are the thermal noise and
the capacitor mismatch [58]. The thermal noise described by Eq 2.19 is due to the
sampling process where the total capacitive bank C of the DAC is composed of the
parallel of unit capacitors Cu. The minimum value of Cu is derived by the equality
of the thermal noise with quantization error reported in Eq 2.2:

KBT

C
=

V 2
REF

22N12
→ Cu =

12KBT2
N

V 2
REF

(2.27)

where the last expression is obtained by dividing C for 2N because of the defini-
tion of LSB. The second factor is represented by the capacitor mismatch. Consider-
ing the standard deviation of the capacitor mismatch σ(∆C/C) in a given technol-
ogy, it is possible to quantify the worst-case deviation σW of differential non-linearity
(DNL) as:

σW =
√

2N − 1σ

(
∆C

C

)
(2.28)

Because the deviation σ(∆C/C) is inversely proportional to the capacitor area A,
we can write:

σ

(
∆C

C

)
=

Kσ√
A

C = Kc · A

(2.29)

where Kσ is the mismatch parameter measured in % · µm and Kc indicates the
capacitor density expressed in F/m2. To achieve a high yield, it is required to con-
strain 3σW to be at most equal to 0.5LSB. Thus the following equation have to be
satisfied:
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3σW =
1

2
LSB

3
√

2N − 1σ

(
∆C

C

)
=

1

2

(2.30)

Finally, from C = Kc ·A can make explicit the area A to substitute it into the first
equation of Eq 2.29. Therefore, taking this result and replacing it into Eq 2.30, we
obtain the minimum value of Cu:

Cu = 36 · (2N − 1) ·K2
σ ·Kc (2.31)

Another important role on the unit capacitance definition is played by the parasitic
capacitances affecting the DAC output. However, this aspect is out of the scope of
this modelling and further information can be found in [5].

In conclusion, a SAR ADC based on the merged capacitor switching method is a
valid candidate for multi-channel applications of radiation detector front-ends. For
resolution above 10 bits, digital error correction algorithms become however neces-
sary to counteract the effect of capacitor mismatch.

2.6 SAR ADC state of the art

As introduced in Section 2.4.4, the SAR ADC topology has become popular in recent
years due to its power consumption and conversion speed performance. A remark-
able example of a 14-bits resolution SAR ADC is reported in [59] where a pipeline
architecture has been implemented in a 28 nm CMOS technology. This prototype
quantizes the MSB with a fast sub-ADC to obtain a coarse result. Then, the out-
come is encoded with a residue transformation technique in order to take control on
the generation of the residue in two fine channels. Here two splitted branches are
used,where each one is nominally the twin of the other. The final ADC result is the
averaged value between the output of the two channels. The difference among these
outcomes can be also exploited to derive the error conversion of the two lines and to
adjust it. To prevent the same non-linearities in the branches, psuedo-random noise
sequences are injected, thus voltage input Vin is converted as well as the dithered
voltage Vin +∆V . In this way, it is possible to obtain different residue modes. This
implementation, assisted with an additional digital calibration, occupies a core area
of 0.368 mm2 with a power consumption of 4.26 mW at 60 MS/s when the clock
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buffer is included and the calibration block is set to hold-on mode. If the calibration
engine is enabled, the power consumption rises to 5.18 mW. The SINAD achieves
66.9 dB, while SFDR records 91.0 dB.

A further interesting result is presented in [60] where another 12-bits pipelined
SAR ADC is discussed. In this 28 nm CMOS design the conversion process was
carried out with a three-stage architecture to improve its speed by distributing the
bit decision sequence among a larger number of steps. A high-linearity open-loop
residue amplifier (RA) was adopted to obtain a voltage gain of 8 and an amplifi-
cation time of ∼200 ps. Additionally, a voltage bias circuit compensates the gain
variation of the residue amplifier due to the temperature. The whole converter can
process a signal at 1 GS/s with a SINAD of 60 dB, consuming 7.6 mW. In a range of
temperatures between 0 °C and 80 °C, this SAR prototype achieves an ENOB of 9.

An example of an interleaved approach is shown in [61]. Here a 11-bits SAR ADC
was implemented in a 28 nm CMOS process through two channels where identical
ADCs are placed. Each converter runs at half of the full clock rate which is 410 MS/s
and their input stage is equipped with a bootstrapped front-end sampling switch that
removes the time skew between the two branches working at the full rate. A single
ADC is composed of 6-bits coarse SAR ADC connected to a RA with a sampling
switch as output. The residue of this stage is processed by a further 7-bits fine SAR
ADC. Lastly, a multiplexer collects the outputs of the two ADCs and it combines
them. A redundancy scheme between the coarse and the fine blocks was exploited
to implement a calibration system. The core area of the fabricated chip is 0.11 mm2,
while the SINAD is slightly less than 60 dB at 410 MS/s. At the same rate, the
energy per conversion step is less than 12 fJ using a Nyquist input signal.

A last example of interleaved architecture in the same technological node is il-
lustrated in [62] where a pipeline SAR ADC achieves 11 ENOB. The converter is
organized in two stages with the first SAR ADC designed to have 7-bits resolution
to ensure a noise of the comparator smaller than the redundancy between the two
stages, while the second one has 8-bits resolution. The latter is due to the global
noise budget where a further 1 bit redundancy is introduced between the stages to
manage the noise of the comparator and the offset and RA. Because the converter
has an interleaved structure, each ADC branch works at 40 MS/s. The time of the
whole operations is organized in a time window assigned to the residue amplifica-
tion (2.5 ns) and an interval reserved to the conversion time of the SAR (10 ns). This
means that a bandwidth of 500 MHz is suitable for the sampling circuitries. Since
the RA is a critical component because it gives the appropriate gain for the residue
voltage in order to reduce the power consumption of the second stage, its transfer
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function is an integrator. Indeed, this is the best choice to separate the input signal
and the noise because the RA operation is carried out when the input signal seems
to be static within a clock cycle. It must also be considered that the larger part of
the power budget is taken by the RA, if the thermal noise is not taken into account.
Keeping these considerations in mind, an integrator was implemented, based on two
integrator sections to take advantage of a low power consumption, a reduced input
noise and a low noise bandwidth. Hence, the total power dissipation of the chip is
1.5 mW, with an energy per conversion step of 9.1 fJ. The core area for this standard
28 nm CMOS is 0.13 mm2.
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Chapter 3

Digital Calibration for SAR ADCs

As anticipated in the previous section, for high resolution requirements (above 10
bits) it is indispensable to arrange a correction system to deal with the DAC non-
linearities. Both analog and digital domain offer solutions to this issue. Before
providing an overview on the possible calibration approaches [63] and then focus in
detail on the selected one, it is convenient to discuss the superposition principle.

3.1 Superposition Principle

This principle is the foundation in many scientific fields and its importance will be
discussed in more detail in Section 4.2.0.1 dedicated to digital filtering. For the pur-
pose of this section, it is enough to think about a mapping of an analog input signal
Vi to a digital output word [65] [66]. Termed this process with the function Q(x),
let’s suppose to introduce an analog perturbation ∆P to the input Vi. Once mapped
separately, the outputs obtained are Q(∆P ) and Q(Vi). Under the assumption of an
ideal converter and a linear operation, we can write the digitized output as:

Q(Vi ±∆P ) = Q(Vi)±Q(∆P ) (3.1)

Now the above equation is rearranged pointing out Q(Vi):

Q(Vi) = Q(Vi ±∆P )∓Q(∆P ) (3.2)

Considering the case of a linear ADC, Eq 3.2 shows that any analog offset can
be digitally removed from the output code. Obviously, in a real application the DAC
introduces a non-linearity that must be addressed with some method.

37
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3.2 Independent Component Analysis (ICA)

A possible approach to take into account the mismatches is represented by the Inde-
pendent Component Analysis (ICA) [64], a technique based on bitwise correlation.
A single-bit pseudorandom sequence PRS of magnitude ∆a is injected at the con-
verter input. This quantity is digitized as well as the input signal Vi in the same way
described in the previous section, obtaining a code D. This digital word is further
processed with a bit-by-bit weighted sum ΣiWi ·Di, let’s call it DW . In an ideal case,
it was demonstrated that the superposition principle allows the PRS to be digitally
removed and it is independent of the PRS sequence adopted. Because the optimal
weights W are unknown at the beginning, this process can not be linear and a resid-
ual appears. This discrepancy can be used to adjust the weights and to find their
optimal configuration. However, it is important to remember the single-bit nature
of PRS that leads to the impossibility to recognize the individual error contribution
of each bit. In other words, a single PRS is not informative enough to derive all
the DAC weights Wi. A possible solution is provided by multiple PRS injections at
the cost of the ADC dynamic range degradation. The ICA overcomes this drawback
adopting a digital requantizer. This circuit reproduces the SAR operation decom-
posing the weighted output DW back to D and resulting into a new digital code
Dreq = dN , ..., di. Then, this last output is correlated with the single pseudorandom
sequence in order to manage the learning algorithm of all the weights. The weights
are updated employing the following equation:

Wi[n+ 1] = Wi[n]− µE[PRS · di] (3.3)

where µ is a learning parameter, while E[PRS · di] is the collective correlation.
This correlation is realized with a XOR gate because both Dreq,i and PRS have the
same one-bit dimension. As well as the DAC weights, also the digitized version ∆d

of the magnitude ∆a must be updated since it is unknown. The corresponding update
for ∆d is given by:

∆d[n+ 1] = ∆d[n]− µE[PRS ·DW ] (3.4)

3.3 Redundant Double Conversion (RDC)

Another method reported in literature is referred as Redundant Double Conversion
(RDC). In this technique an injection circuit is not required, rather it takes advantage
of the internal redundancy of a sub-binary SAR to calibrate the device. The term sub-
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binary means that the DAC capacitors are slightly larger than their nominal value.
As RDC name suggests, a double digitalization of a same sample takes place using
two different decision thresholds. Considering a 4-bits SAR ADC and the case of the
MSB, the discriminating levels are given by the codes 0111 and 1000. Also in this
case a set of weights is used to multiply the two thresholded data which result into
the binary words d+ and d−. The difference ε = d+ − d− represents the error of the
conversion process. If ε is equal to zero, it means that the weights are already optimal
for the given sample, otherwise their calibration occurs. The algorithm iterates this
steps accounting a sequence of decision levels. The main drawback of this approach
is the conversion speed halved during the calibration mode.

3.4 Internal Redundancy Dithering (IRD)

A technique which is not affected by the double conversion limitation such as the
RDC one is the Internal Redundancy Dithering (IRD) [67]. Similar to RDC, this cal-
ibration proposes to achieve the optimal weights changing the bit-decision thresh-
olds. Here these levels are dithered, namely, called VT,MSB the threshold for the
MSB, it is left- and right-shifted by small quantities. The effect of this results in two
new thresholds VL,MSB and VU,MSB which defines a dithering window WD. This
window is in turn contained into the redundancy region bound by the transition lev-
els V0,MSB and V1,MSB determined by MSB = 0 and MSB = 1, respectively. Thus,
for inputs that fall inside WD, the outputs of ADC are randomized. If the weight
associated with the MSB is ideal, the ADC output is not affected by this randomiza-
tion, otherwise the digital outcome will show a conversion error which is correlated
with the pseudorandom sequence. The zero correlation case is verified when an input
falls in the regions included between V0,MSB and VL,MSB or bounded by VU,MSB and
V1,MSB. This mechanism can be naturally extended to multiple bit weights identifi-
cation through multiple correlations.

3.5 Code density test

Another possibility to correct the ADC output is given by a statistical method gen-
erally named code density test [68] or histogram test [69]. The dynamic range of
the ADC under analysis is spanned by a suitable input signal such as a ramp or a
sinusoidal wave. The digital outcomes are collected and organized into an histogram
to point out the occurrency of each code. The technique is focused on the discon-
tinuities that may occur in the outputs distribution compared to the ideal one. The
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histogram of an ADC without mismatches do not exhibit gaps between its bin which
are referred to as missing codes. Depending on the ADC architecture, this class of
algorithms set an optimal group of weights to compensate the DAC non-linearity.
Usually, many samples are required to achieve a statistical significance, especially in
the case of a sine wave.

3.6 Offset Double Conversion
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Figure 3.1: Block description of the Offset Double Conversion
algorithm.

The last method discussed
belongs to the digital back-
ground calibration class. It
is named Offset Double Con-
version (ODC) [63] [70] and
it is depicted in Figure 3.1.
As the ICA, it is based on
the perturbation injection of
a small offset ∆a. Therefore,
the conversion process of an
analog input Vi is performed
twice, one adding to Vi the
offset mentioned afore, the
other subtracting it. The dou-
ble sampling results in two
raw digital codes indicated in
a) with D+ and D−, respec-
tively. The core of the al-
gorithm is represented by the
weights Wi that are used to
perform the weighted sums
highlighted with the green

box in b):

d± =
∑
i

(
Wi ·Di,±

)
(3.5)

Having a look in c), the conversion error ε of the ADC can be evaluated as follows:

ε = d+ − d− − 2∆d (3.6)
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where ∆d is the digital representation of the injected offset ∆a. If ε results equal
to zero or below a desired threshold, the system does not need further calibration as
the optimal bit weights are achieved, otherwise the Learning Management System
(LMS) adjusts both ∆d and Wi accordingly to:

∆d[n+ 1] = ∆d[n] + µδ · ε[n] (3.7)

Wi[n+ 1] = Wi[n]− µW · ε[n] ·
(
b+,i[n]− b−,i[n]

)
(3.8)

where b±,i are the bit-components of the raw codes D±, while µ∆ and µW are
configurable learning parameters of the ∆d and Wi update equations, respectively.
Due to the double sampling, this method shares the same issue of RDC technique as
the conversion speed is halved during the calibration mode. However, an advantage
of this algorithm resides in the noise attenuation coming from the quantization error
and the comparator because of the averaging. Also the injection circuit does not
require particular efforts since is it basically composed by a small capacitor and
some control logic to drive it. Compared to other solutions [71] [72] [73], the ODC
requires a remarkably shorter time for the error to converge to zero. This benefit
combined to a relatively simple hardware implementation were the reasons for the
selection and development of this particular algorithm.

3.7 Calibration processor
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Figure 3.2: Digital calibration processor architecture.
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Figure 3.2 illustrates the architecture of the calibration engine at block level. On the
leftmost side are gathered the input signals while on the rightmost one are collected
the outputs. At first glance, the reader can recognize the computational steps ex-
plained in the previous section. The algorithm is organized in seven stages managed
by a Finite State Machine (FSM) reported in Figure 3.3 and itemized in Table 3.1.
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D
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Figure 3.3: Finite state machine of the calibration
processor.

The most obvious first state is an idle
one (IDLE), where the processor sim-
ply sends out the bits multiplied by
the weights, whatever a calibration
occurred or not. The device maintains
this state if the calibration control sig-
nal (CAL) is zero. Otherwise, when
CAL switches to one, the engine en-
ters in calibration mode and the fol-
lowing stage is reserved to the acqui-
sition of digitized offset (OFFSET).
Here the offset is stored into a mem-
ory to be used later in the first evalu-
ation of the error ε. Therefore, both
the positive (D+) and negative (D−)
samples are collected in two dedi-
cated states. In the state diagram re-
ported they are grouped into one stage
(D±) for convenience. If the off-
set provided is wide enough (roughly
around 20LSB) the processor is able
to distinguish the larger value from
the smaller one, thus it is not impor-

tant which value is provided and converted first. However, this order must be hold
for all correction loops. The next stage computes d±, namely, the weighted results of
the two codes. At this point, the DAC mismatch can be evaluated using Eq 3.6 where
∆d is the offset previously acquired. This state corresponds to the EPSILON step,
while the following one concerns the update of the ∆d value (DELTA). Finally, the
last state updates the array of weights (W). This phase can force the FSM to return
to the IDLE stage if CAL is equal to zero or to perform another calibration cycle if
CAL continues to be set to one. Thus, the OFFSET state is not longer visited unless
the user wants to reset the entire process. Because of this, in Figure 3.2 we can notice
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the feedback path from the ∆ block applied to ε stage. In other words, the following
correction loops uses the updated version of ∆ to compute the error since the offset
is received only once. Lastly, it is important to point out that if a cycle is started, the
engine guarantees its completion with the weights adjustment.

State Value Description
IDLE 000 If CAL = 0, the FSM sends out the weighted sum of the input data, otherwise

it enters in calibration mode.
OFFSET 001 The offset is acquired and stored in memory.

D± 010/011 The system receives the two digital codes.
d± 100 The algorithm performs the weighted sum of the previous data.

EPSILON 101 For the first calibration cycle, the FSM computes the error associated with
the conversion process using both the offset and d±. For the other correction
loops the updated ∆ substitutes the offset.

DELTA 110 In this state ∆ is updated following the simplified version of Eq 3.7 described
in the text.

W 111 The engine adjusts the weights according to a modified version of Eq 3.8.
Hence, the FSM can be drived back to the IDLE state set CAL = 0 or
perform another correction keeping CAL = 1.

Table 3.1: FSM description of the digital calibration processor.

From an hardware point of view, to avoid the implementation of a multiplier,
Eq 3.7 was simplified introducing a programmable shifter as illustrated in the fol-
lowing code snippet.

1 ////////////////////////////////////////////////
2
3 always_comb begin
4 if (reset) begin
5 delta_comb = 32’b0;
6 end
7 else begin
8 delta_comb = 32’b0;
9 if (state == 6) begin

10 delta_comb = delta_seq + $signed(epsilon >>> delta_shift);
11 end
12 else if (state == 1) begin
13 for(int i = 0; i < ‘BIT_LENGTH; i++) begin
14 delta_comb = delta_comb + W[i]*bit_in[i];
15 delta_comb = delta_comb >>> 1;
16 end
17 end
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18 end
19 end
20
21 ////////////////////////////////////////////////

The code describes che combinational logic used to implement the ∆d update,
here named delta_seq. An if-else structure discriminates when to apply the reset
(line 4) on the dedicated logic, called delta_comb and the update process. A sub-
condition statement describes how to refresh the ∆d value: when the FSM reaches
the dedicated state at line 9 (state 1 is referred to the offset acquisition, state 6 op-
erates on the updating cycle), two type of operations can occur. If state is equal to
1 (line 12), a MAC was implemented through a for loop to perform the weigthed
sum on the 12-bits word sampled by the ADC (bit_in) and consequently the com-
puted value is right-shifted by one. The shifting is a signed operation because of
the signed declaration of delta_comb. The result of this first and unique operation
will be stored in a flip-flop register named delta_seq at the following posedge of
the clock. Otherwise, when state equals to 6 (line 9), the shifted value of the error
ε is assigned to the combinatorial output delta_comb. We should notice that this
is a signed operation too since ε is signed itself. The shifter element is 5-bits long
and it is totally configured by the user. As well as the previous process, also in the
weights adjustment a simplification of Eq 3.8 was adopted, reducing the multiplier to
another configurable 5-bits long shifter. Due to the intensive computational demand
at this step, the hardware requirement saving and the timing benefits are particularly
evident.

3.8 Fixed-point representation

Sign Int Decimal

211 2-19

......

20 2-1

Figure 3.4: 32-bits fixed-point representation adopted. The large black dot highlights the location of
the decimal point.
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The core of the ODC algorithm is represented by the weights and their updating
mechanism. Thus, it was important to ensure an adequate numerical representation
for all the steps which lead to the weights adjustment. In general, the word width
strongly depends on the application and usually its choice is between 8, 16, 24 or
32-bits for a fixed-point format [74] [75]. Also the floating-point numbers are well
explored in modern processors, however for the current work they were not strictly
necessary. Despite the floating-point representation assures both a wider dynamic
range and precision compared to the fixed-point counterpart, it actually becomes
a computational overkill for the following considerations. Let’s start from the dy-
namic range which defines the window of exploitable values without an overflow
or an underflow taking place [76]. The dimension of the calibrated output is equal
to the input one, since the correction engine must not artificially increase the reso-
lution nor reduce it. Hence, the range of numbers to be represented in the current
application is bound by the ADC resolution, which is 12-bits integers. Therefore,
the dynamic range of the calibration block is relatively limited without demanding a
large numerical representation. The precision instead answers to the question: how
many bits should be used to properly represent the numbers? In the floating-point
format the precision is given by the mantissa and this implementation takes advan-
tage of an automatic normalization and scaling. This means that the precision is held
along all the dynamic range whereas the fixed-point hardware requires the careful
intervention of the designer. However, other aspects have to be taken into account
to prefer the fixed-point solution rather than floating-point one. Operations in fixed-
point format are straightforward [77] once the designer defined the integer and deci-
mal part, whereas the floating-point implementation is more complicated demanding
more standard cells and ultimately more area and power consumption [78] [79] [80].
Furthermore, due to the complex operations involved, a floating-point hardware af-
fects also the timing performance of a device. Lastly, the time development was an
important factor too. Thus, keeping in mind these considerations, Figure 3.4 depicts
the 32-bits fixed-point representation carried out for the weighted sums d±, ε and
∆d. In SIF notation [81] [82], these numbers assume the (1/12/19) format where the
MSB indicates the sign of the number, the following 12-bits express the integer part
and the remaining 19-bits the decimal one. In this convention, the decimal point is
between the LSB of the integer word and the MSB of the decimal portion. Since the
weights can never be negative, their MSB dedicated to the sign were elided to gain
a 1-bit decimal, thus the SIF notation of the array Wi is (0, 12, 20). The updating
Eq 3.8 mechanism was implemented hardcoding the addition and subtraction to take
into account the sign of the error ε. Finally, the 32-bits word length is also due to
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the shifting mechanism described in Section 3.7, where it becomes fundamental to
have an adequate word representation to guarantee a non-zero shifting. Indeed, it is
important to recall that a configurable shifter of 5-bits offers 32 possible shifts and
this means that a suitable word length must be guaranteed to prevent a null update.

3.9 Discrete Fourier Transform

In Section 2.1 the ENOB was introduced to quantify the actual resolution of an ADC.
This evaluation of ADC performance can be found out analyzing the spectrum of a
test signal such as sinewave. The equivalence of information between frequency
and time domain is guaranteed by an extremely powerful tool in DSP field called
the Discrete Fourier Transform (DFT) [49]. As its name suggests, it is the discrete
version of the Fourier Transform that is extended from −∞ to ∞. Thus, the DFT
accounts only finite and periodic sequence of samples x[t] which concurs to define
the power content X[k] of a signal at a given frequency k through the multiplication
with a complex exponential:

X[k] =
N−1∑
t=0

x[t]e−
2πitk
N (3.9)

where N is the number of samples acquired in the sequence x[t]. The exponential
term can be manipulated recalling the Euler’s formula exi = cos(x) + i sin(x) and
the properties cos(−x) = cos(x) and sin(−x) = − sin(x) as following:

e−
2πitk
N = e−

(
2πtk
N

)
i

= cos

(
− 2πtk

N

)
+ i sin

(
− 2πtk

N

)

= cos

(
2πtk

N

)
+ i sin

(
2πtk

N

)
(3.10)

Considering now the more general case of a complex signal x[t] = Re(x[t]) +
iIm(x[t]), the argument of the sum in Eq 3.9 can be written as:

x[t]e−
2πitk
N = [Re(x[t]) + iIm(x[t])]

[
cos

(
2πtk

N

)
+ i sin

(
2πtk

N

)]
(3.11)
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Computing the complex multiplication and then grouping the real part and the
imaginary terms, the two components can be defined:

X[k]Re =
N−1∑
t=0

Re(x[t] · cos(θ) + Im(x[t]) · sin(θ)

X[k]Im =
N−1∑
t=0

−Re(x[t] · sin(θ) + Im(x[t]) · cos(θ)

(3.12)

where θ = 2πtk
N is the complex angle. Combining X[k]Re and X[k]Im results in

the expression of the magnitude of the signal:

X[k] =
√
(X[k]2Re +X[k]2Im) (3.13)

The quantity |X[k]|2 is referred as the energy spectral density at frequency k of
the signal x[t] and it is evaluated in unit of energy per Hz. If the signal is real, the
equations pair in Eq 3.12 becomes:

X[k]Re =
N−1∑
t=0

Re(x[t]) · cos(θ)

X[k]Im =
N−1∑
t=0

−Re(x[t]) · sin(θ)

(3.14)

It is important to put in evidence that the number of points forming the spectrum
is not equal to N, but is (N/2 + 1) points long, where the first one represents the
DC component of the signal. The DFT is graphically illustrated considering the
magnitude on the vertical axis, usually expressed in Decibel (dB), and the frequency
fk on the horizontal axis. The latter can be reported as sample number, namely
as k index, or fraction of the sampling rate with fk = k/N. In general, two issues
affect the spectrum of a signal: aliasing and leakage [83]. The first one is due to the
undersampling that is the using of a sampling frequency below the Nyquist frequency
fN . This last expression stands for the highest frequency component of the signal and
it sets an important limit to take into account. Due to the Nyquist-Shannon sampling
theorem [76], the sampling frequency must be at least two times the Nyquist one.
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However, in real applications, this condition can be never applied and the sampling
rate have to be markedly higher than fN . The second effect is named spectral leakage
and it occurs when the sampled signal is not periodic in the acquisition window [84].
This case is referred as non-coherent sampling and it is depicted in Figure 3.5.
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Figure 3.5: Examples of coherent sampled signal (solid black curve) and non-coherent one (dashed
red curve).
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Figure 3.6: Illustration of the spectrum leakage for a non-coherent sampling (dashed red curve)
compared to a correct spectrum (solid black one).

In this picture, a 256-points coherent sampled signal (black sinewave) and a non-
coherent sampled sequence of the same length (red sinewave) are reported. The
dashed signal points out a remarkable discontinuity at the end of the acquisition pro-
cessing compared to the solid one. On these discrete sequences a DFT was applied,
resulting in Figure 3.6. The red spectrum exhibits a noticeable smearing of power
located at its fundamental harmonic because of the discontinuity of the signal caused
by its non-periodicity. Thus, further harmonics are added to the original spectrum,
alterating the energy information of the sequence. There are two ways to fix the
spectral leakage: setting up an integer number of cycles or apply a window function.
To realize the first solution let’s consider the sampling rate fS and the number of
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samples N acquired in the time acquisition T. N is given by:

N = T · fS (3.15)
Taking into account the input frequency fin now, it required that also the number

of cycles M must be an integer in the same timing window T:

M = T · fin (3.16)
Hence, the ratio between the frequencies is given by:

fS
fin

=
N

M
(3.17)

To suppress the spectral leakage it is enough to select M as prime number. If this
condition can not be matched, a second approach is available to reduce the undesired
leakage effect and it is based on the windowing technique [85]. The input sequence
x[t] is weighted for a suitable function w[t] named window function and also referred
as tapering function or apodization function. It returns a new signal h[t] = x[t] ·w[t]
which is characterized by a decreased discontinuity at the edges of the acquisition
interval. However, it leads to wider lines, namely, to a reduced resolution. There are
different type of functions such as Bartlett window (also called triangular function),
Hann window, Hamming window and Blackman-Nuttal window (which belongs to
the cosine function class) or Welch window (it is a polynomial function). The selec-
tion of the window depends on the signal, but in general the Hanning window is a
good choice for most of the cases.
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Chapter 4

Digital Signal Processor for radiation
sensors

4.1 Introduction

The possibility to implement a fully digital front-end channel has several advantages
compared to its analog counterparts. Interesting features such as configurable filter-
ing and data compression can be implemented locally on-chip. In order to realize
these tasks, a continuos sampling of the input signal provided by a preamplifier is
required. The acquired data can then be stored in a memory as a circular buffer and
consequently processed by the system. The digital output data stream is the result of
filters manipulation to extract from the signal the physical quantities of interest such
as energy, time, position or particle classification, depending on the requirements.
The programmability of the filters guarantees an important flexibility. In the next
sections an overview on the DSP advantages and of key aspects of digital filters is
given. Then a detailed description of the employed filters and the adopted solutions
for this work will be discussed.

4.1.1 Difference between analog and digital implementation

Digital signal processing offers a number of important advantages:

• The convenient system reconfiguration is perhaps one of the most interesting
aspect of the DSP field. For instance, some specific coefficients of a filter can
be programmed without changing any other configuration of the chip. This
fact ensures an important flexibility during an experiment or a general purpose
application.

• A digital device can extract energy, time and pulse shape information from a
signal. An appropriate design guarantees low cost and also reliability.

51
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• Some undesired effects such as the pile-up and baseline drift can be easily cor-
rected on digital side with high accuracy.

• Automatic calibration circuits can be employed preventing any manual inter-
vention.

• Many compression algorithms have been developed to reduce the required band-
width.

• A digital approach is suitable for the management of a massive number of par-
allel channels.

They also present a few issues:

• Usually the algorithms are complex and require more development time.

• In some applications, the real-time computation represents the bottleneck of the
system speed.

• Power consumption at high processing speed can be significant.

4.2 Introduction to digital filtering

4.2.0.1 Linear time-invariant systems (LTI)

This section discusses the linear time-invariant (LTI) systems due to their importance
in DSP field [87]. Firstly, in contrast to the continuous systems that handle continu-
ous signals x(t), a discrete device is based on a sequence of samples x[n] eventually
stored into a memory. The linearity is a property of those systems whose output is
the linear combination of at least two distinct inputs. Let’s consider the case of an
input x1[n] applied to a system and its output y1[n] as shown in Eq 4.1:

x1[n] → y1[n] (4.1)

Similarly, an independent input x2[n] results in y2[n] as reported in Eq 4.2:

x2[n] → y2[n] (4.2)

If the system is linear, the sum of the individual input signals gives the superposi-
tion of the distinct outputs as shown in 4.3:

x1[n] + x2[n] → y1[n] + y2[n] (4.3)
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Another property of a linear system is the homogeneity. Given two constant fac-
tors f1 and f2, if the inputs are scaled by these constant, then also the output changes
accordingly:

f1x1[n] + f2x2[n] → f1y1[n] + f2y2[n] (4.4)
Finally, the time-invariant property can be expressed using once again Eq 4.1. If

a delay D is applied to the input, for a time-invariant system it is expected that also
the output will be shifted by the same quantity. This concept results in Eq 4.5:

xD[n] = x1[n−D] → yD[n] = y1[n−D] (4.5)
These properties are the most fundamental building ones of the DSP.

4.2.0.2 Impulse response

The impulse response h[n] to the discrete delta function δ[n] is the way to character-
ize a LTI system. The function δ[n] is a normalized impulse, which means that when
n = 0 its value is 1, otherwise it is zero:

δ[n] =

{
1, if n = 0
0, if n 6= 0

(4.6)

Hence, using the linear property of the system:

δ[n] → h[n] (4.7)
which is the impulse response of a LTI system when the input is δ[n].

4.2.0.3 Convolution

Let’s consider now an input signal x[n] formed by the sequence x[0], x[1], ..., x[n].
By definition of the discrete delta function in Eq 4.6, x[n] can be expressed as the
decomposition of a set of impulses, where each one is a scaled and shifted version
of the delta function:

x[n] = x[0]δ[n] + x[1]δ[n− 1] + ...+ x[n]δ[n−m] (4.8)
For the LTI system properties and Eq 4.7, the output of the system stimulated by

the sequence x[n] can be written as:

y[n] = x[0]h[n] + x[1]h[n− 1] + ...+ x[n]h[n−m] (4.9)
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which is the sum of individual impulse responses as expected. This formula can
be also compacted into the following expression by changing the summation index:

y[n] =
∑
m

h[m]x[n−m] (4.10)

Eq 4.10 is named convolution and it is the cornerstone of the DSP. It is widely
adopted in several algorithms and implemented in many applications. When a filter
is considered, the impulse response is termed filter kernel or convolution kernel. In
the next section, the two classes of filters used in digital processing will be presented.

4.2.1 FIR and IIR filters

Filtering is probably the most important task that a DSP device has to carry out. It
concerns the data manipulation of an input signal in order to obtain a desired result.
Typically a filter changes the shape of a signal in the time domain to improve the
SNR or it modifies its spectra to cut off high frequencies components or it lets a
specific band pass unaltered. All these processings are realized with two classes of
filters in LTI systems.

Z-1
x[n]

Z-1 Z-1

y[n]

h
0 h

1 h
m

Figure 4.1: Block diagram realization of a generic FIR filter.

The first category of digital filters is referred to as finite impulse response (FIR)
and a generic block diagram description is reported in Figure 4.1. Its name is due
to the bound interval [0, M] where the impulse response h[n] has nonzero value. M
is the filter order, while the length L is equal to M + 1. Depending on the field, the
impulse response coefficients h[n] are called coefficients, weights or taps of the filter.
Because of the limited interval, Eq 4.10 assumes the form:
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y[n] =
M∑
i=0

h[m]x[n−m] (4.11)

where the output y[n] is computed only on the current sample x[n] and the previ-
ous M records. An example of this kind of filter is the moving average one used in
this work to realize the baseline subtraction. It will be described later in Section 4.5.
The second class of filters differs from the FIR implementations becasue of their in-
terval which is extended to infinite [0, ∞). For this reason, they are termed infinite
impulse response (IIR). Consequently, due to the infinite range Eq 4.10 for a IIR
filter is:

y[n] =
∞∑
i=0

h[m]x[n−m] (4.12)

Expressed in this way, a IIR filter output is simply non-computable. A workaround
is to define a sub-set of the filter coefficients coupling them to each other through
constant-coefficient linear difference equations. Thus, the IIR outcome computation
can be realized through recursion, namely, it depends in general on the current sam-
ple x[n], the previous L samples and the previous M outputs as formulated in Eq 4.13
and depicted in Figure 4.2:

y[n] = b[0]x[n] + b[1]x[n− 1] + ...+ b[L]x[n− L]+

+a[1]y[n− 1] + a[2]y[n− 2] + ...+ a[M ]y[n−M ]
(4.13)

which is the extension of:

y[n] =
L∑
i=0

b[i]x[n− i] +
M∑
i=1

a[i]y[n− i] (4.14)

This peculiar feedback characteristic makes the IIR filters potentially unstable.
Indeed, in contrast to a FIR output which has a zero value when the input signal
becomes zero, a recursive implementation can lead to an infinite nonzero outcome.
If it is not carefully designed, the feedback path introduces perturbations that cause
infinite oscillations. However, the high performance and the small hardware require-
ments largely compensate all the efforts in their design. An example of recursive
filter will be shown in detail in Section 4.7 where the CR-RC4 block will be dis-
cussed.
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Figure 4.2: Block diagram realization of a generic IIR filter.

These two classes can be equivalently described in the z-domain using the z-
transform. If the Laplace transform is useful to study continuous signals, the z-
transform is a similar tool for discrete ones. Considering the impulse response h[n],
its z-transform is defined in Eq 4.15:

H(z) =
∞∑

n=−∞
h[n]z−n (4.15)

where z is the complex variable. H(z) is named the transfer function of the filter.
The z-transforms give a powerful analysis tool for LTI basing on three properties:
linearity, delay and convolution property. The linearity and delay properties are the
same of Section 4.2, while the convolution affirms that given two discrete signals
h[n] and x[n], the z-transform of their convolution is simply the product of their
individual z-transforms [88]:

y[n] = h[n] ∗ x[n] ⇔ Y (z) = H(z)X(z) (4.16)

From Eq 4.16, H(z) can be expressed as the ratio of the two z-transforms X(z) and
Y(z). Indeed, using the linearity, let’s consider the z-transform of the Eq 4.14:
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Y (z) =
L∑
i=0

b[i]z−iX(z) +
M∑
i=1

a[i]z−iY (z) (4.17)

and collecting the Y(z) terms the expression can be rearranged as:

Y (z)

[
1−

M∑
i=1

a[i]z−i

]
=

L∑
i=0

b[i]z−iX(z) (4.18)

and finally the general transfer function of a IIR filter is given by:

H(z) =
Y (z)

X(z)
=

L∑
i=0

b[i]z−i

1−
M∑
i=1

a[i]z−i

(4.19)

If the coefficients ai in Eq 4.19 are equal to zero, the expression returns the FIR
filter representation.

4.3 Digital Signal Processor overview

In this section an overview of the designed digital signal processor is presented.
Figure 4.3 reports the general architecture at block level. On the left and top sides
the input signals are collected, while on the rightmost side the outputs are grouped.
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Figure 4.3: Digital signal processor architecture.
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The whole chip is managed by a Mealy Finite State Machine (FSM) equipped
with 7 states whose state diagram is shown in Figure 4.4. Table 4.1 itemizes a brief
description of each step.
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Figure 4.4: State diagram of the finite state machine for the digital signal processor.

State Value Description
IDLE 000 This is the default state of the FSM.

COEFFICIENTS UPLOADING 001 In this configuration the user can upload the memory
content of the system.

AVG 010 If selected, the processor computes the average noise.
SIGMA 011 The chip derives the variance of the noise.
SQRT 100 This task performs the computation of the standard de-

viation.
SIGNAL PROCESSING 101 The core of the processor. Briefly, this state allows to

obtain both energy and timing information adopting an
adequate filtering described in detail in later sections.

SEU_RECOVERY_MEMORY 110 In this stage the system recovers the memory errors
caused by bit inversions.

Table 4.1: FSM description of the digital signal processor.

The default state is represented by the IDLE. Here the system waits for further in-
structions provided by the Mode input signal. The COEFFICIENTS UPLOADING
is a stage used to upload the coefficients used by the filters to update the configurable
thresholds, to modify the delay for the timing filter and to change other parameters.
The uploading channel (Data) is enabled with a dedicated signal (WriteEN ). AVG
is the state designed to compute the average noise collecting 4096 samples into an
accumulator and performing a bit-shift for the required division. The state SIGMA



4.3. DIGITAL SIGNAL PROCESSOR OVERVIEW 59

shares the same accumulator of the AVG one, deriving the variance of the noise.
This state, as well as the following, is automatically reached by the system without
any user intervention. Afterwards the variance is passed to SQRT which is the task
reserved for the computation of the standard deviation. The processor uses the bi-
section algorithm to complete this assignment. The SIGNAL PROCESSING state is
the core of the processor. After an anti-glitch cleaning, the signal is splitted into two
branches: one is filtered by a digital comparator and it is used to calculate the base-
line, the other is stored into a circular buffer and further distributed among three sub-
modules. The most important blocks are the CR-RC4 shaper adopted as first stage
for the energy extraction and the Constant Fraction Discriminator (CFD) used to ob-
tain timing information. For what concerns the energy derivation, a chain formed by
the CR-RC4 and a trapezoidal filter was implemented. The trapezoidal shape was
obtained carrying out a Mobile Window Deconvolution (MWD) filter. To provide
a complementary information, the CR-RC4 outcome is integrated in time when it is
above a configurable threshold. Considering the timing, a linear approximation was
assumed around the zero crossing region for the CFD result, thus a linear interpola-
tion was employed to get the angular coefficient and the zero crossing time. If the
shaper wasn’t enough a pile-up rejection system guarantees that no pulse overlap
will occur during the data processing. Lastly, a SEU mechanism protects the main
memory against errors generated by an undesired particle interaction. This precau-
tion was implemented through a Triple Modular Redundancy (TMR) of the memory
contents. The triplication of the registers justifies also the three clocks depicted in
Figure 4.3. To recover the bit inversion errors, a state have been dedicated: SEU_RE-
COVERY_MEMORY takes care about the bit flips of the main memory where the
coefficients and the other parameters are stored. The state is operative when the FSM
is in the SIGNAL PROCESSING stage only. Indeed, it is not possible to correct any
coefficient without uploading it before.

Command Value Description
IDLE 00 The FSM is maintained in its default state, waiting for

instructions.
COEFFICIENTS UPLOADING 01 The coefficients upload is enabled.

AVG + SIGMA 10 As mentioned before, the processor computes the aver-
age value of the noise and it derives its sigma using a
specific module for the square root. Because the tasks
involved form an automatic processing chain, this com-
mand can return to the IDLE after an initial trigger.

SIGNAL PROCESSING 11 This task is dedicated to the processing of the signal
provided by the BitIN input.

Table 4.2: Possible configuration modes.
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The Mode is a 2-bits long input signal and it defines the current task that the
processor have to execute. The mode is configurable by the user and the possible
commands are summarized in Talbe 4.2. The chip is also equipped with a debug
mode. To consider valid the data coming from BitIN an EOCADC signal is checked.
Ideally, this confirmation is given by the ADC, but in a real application a pitfall can
occur. Therefore, a Debug signal enables the acceptance of an external check signal
(EOCEXT ). As described in more details in the following sections, the system is able
to evaluate a suitable threshold based on the noise level. However, similarly to the
previous case, DebugTHR permits to bypass this default threshold generation, setting
the selected one by the user. Finally, a Reset signal cleans all the internal registers as
well as the memory content.

About the hardware evaluation, another consideration played a role in the final
decision. This DSP chip has been implemented following as much as possible a
shared-memory architecture [86]. For instance, the registers of the main circular
buffer broadcast their contents to the CR-RC4 block described in Section 4.7 as well
as to the CFD timing filter discussed in Section 4.9.4.

4.4 Anti-glitch system

The typical signal of an amplifier can be very noisy, making difficult the discrimina-
tion of the signal from the noise. An impulsive contribution can be also introduced,
generating a false pulse recognition flag. Thus, the first processing step led to the
implementation of an anti-glitch filter [30] as shown in Figure 4.5.
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Figure 4.5: Anti-glitch circuit formed by three 12-bits long registers and four comparators.



4.4. ANTI-GLITCH SYSTEM 61

This system is based on three registers, each one 12-bits long, that form a chain.
Their outcomes are continuously monitored by four comparators. Three thresholds,
termed C1, C2,a and C3 in the picture, are set to the automatic value or the selected
one by the user. The last threshold C2,b is set to a higher value of the previous
ones and it is connected to the central register. If the three samples satisfy the four
threshold conditions at the same time, then a logic output is generated and the content
of REG2 is sent to the circular buffers. This double threshold architecture was chosen
for the reason illustrated in Figure 4.6. Given a threshold on the leading edge, it is
straightforward to distinguish the signal above the threshold from the noisy baseline.
By contrast, it becomes tricky on the falling edge of the pulse. In particular, the
problematic area was magnified in the picture. Without the double threshold scheme,
a part of the signal would be cut off and it would not be stored into the circular
buffers. It is important to stress that those buffers directly feed the next filter stages.
As consequence, the CR-RC4 block, the moving window deconvolution filter and
the constant fraction discriminator would share an abrupt output at that time and
part of the information would get lost and distort. Furthermore, in this case also the
memory reserved for the baseline computation stores an undesired bump, altering the
baseline level. This issue could affect the baseline restoration of an incoming close
signal. Hence, THR2 avoids this drawback implementing a NAND logic Cout =
C1 · C2,a · C2,b · C3.
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Figure 4.6: Magnification of a typical noisy amplifier output with a single threshold level.

In this work both THR1 and THR2 are externally programmable. It is also possible
to let the system find a suitable threshold above the noise. This feature is based on the
computation of the average noise level and its deviation σrms, extensively explained
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in Section 4.4.1. A successive comparator decides if to include the validated data
into the buffer dedicated to the baseline subtraction. This mechanism is exposed in
Section 4.5.

4.4.1 Self-adjustable thresholds

After the stage dedicated to uploading the coefficients, a state of the FSM is reserved
to the computation of the average value of the noise and the associated σrms. This
operation is performed on a relatively large number of fixed samples M and it is
useful for a self-adjustable thresholds scheme implemented on the DSP chip. Indeed,
assuming a white noise and jitter explained in Chapter 3 and Section 4.9.1, the idea
is to find the average value of the noise perturbation in order to define the thresholds
THR1 and THR2 introduced in Section 4.4 as follow:

THR1 = AV G+ σrmsFTHR (4.20)

THR2 = AV G+ σrmsFTHR2 (4.21)
where both FTHR and FTHR2 are 8-bits fixed-point configurable factors. The

details about the fixed-point representation are provided in Section 4.7.5, however
FTHR and FTHR2 are expressed as Q(4.4). This means that the 4 MSBs are ded-
icated to the integer part, while the others are used for the decimal representation.
Therefore the maximum value for the quantity σrmsFTHR can be 15σrms and the min-
imum available value is 0.0625σrms. To complete the task, a first stage is used to the
computation of the average defined in Eq 4.22:

AV G =
1

M

M−1∑
i=0

x[i] (4.22)

The sum is iterated by acquiring the first M = 4096 available samples and the
result is stored into an adequate accumulator, then a 12-bits right shift carries out the
division. The following state needs to evaluate the σrms:

σrms =

√√√√ 1

M − 1

M−1∑
i=0

(x[i]− AV G)2 (4.23)

where the approximation M - 1 ≈ M was made considering the large value of M.
This slight change is required to simplify the calculation by using once again the
shift operation. The registers involved in this task are dimensioned to tolerate a SNR
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around 10, which is a typical value for this applications. Once computed, THR1 and
THR2 are defined accordingly with Eq 4.20 and Eq 4.21 by default. However, the
user can bypass this configuration with a debug command. Although a on the fly
computation of the sigma was possible adopting the circular buffer as introduced in
Section4.5, the current pipelined state architecture was preferred. Indeed this choice
prevent the many operations involved with the circular buffer approach and ulti-
mately it saves power. This current version reduces also the number of the required
registers. The way to compute the square root is the topic of the next section.

4.4.2 Square root computation: the bisection algorithm

Many algorithms for the square root computation have been proposed such as Newton-
Raphson method [89], SRT-Redundant method [90] and Taylor-series expansion al-
gorithm [91]. Most of them required seed initialization, look-up tables or complex
circuitry to converge toward the root [92].
In this work we adopted the bisection method [93] [94]. This approach is particu-
larly simple and the hardware implementation is not challenging. In the following
code snippet a Python code that carries out the algorithm is reported, based on an
initialization and a while cycle.

1 ################################################
2
3 if num < 1:
4 lower = num
5 upper = 1
6 else:
7 lower = 1
8 upper = num
9

10 while (upper - lower > epsilon):
11 guess = (upper + lower)/2.0
12 if pow(guess, 2) > num:
13 upper = guess
14 else:
15 lower = guess
16
17 ################################################

The aim of this script is to find a square root approximation of
√
num given the
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number num > 1 and using an error epsilon as stop condition. The two numbers
upper and lower define the interval [upper, lower]. The first if/else statement initial-
izes these numbers as reported. During the iterations of the while cycle, the process
maintains the inequality upper <

√
num < lower and halves the interval by comput-

ing the quantity guess. Indeed, if the square of this value is larger than the number
num, the upper value will be set to guess, otherwise lower is equal to guess. The
repetition of these two steps until the while condition is satisfied leads to the solution.
The hardware implementation was marginally modified and it is shown in the pseudo-
code below based on the SystemVerilog language:

1 ////////////////////////////////////////////////
2
3 always_comb begin
4 if (reset)
5 initialize guess, guess2;
6 else begin
7 if (counter > 5’b0 && counter <= accuracy) begin
8 guess = (upper + lower) >> 1;
9 guess2 = guess*guess;

10 end
11 end
12 end
13
14
15 always_ff @(posedge clk) begin
16 if (reset)
17 initialize counter;
18 else begin
19 if (counter == 5’b0) begin /*To initialize the values*/
20 lower <= 1;
21 upper <= num;
22 end
23 else begin /*loop*/
24 if (guess2 > num)
25 upper <= guess;
26 else
27 lower <= guess;
28 end
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29
30 if (counter == accuracy) /*output*/
31 sigma <= guess;
32 counter <= counter + 1;
33 end
34 end
35
36 ////////////////////////////////////////////////

The hardware description is composed by one fully combinatorial block and a
sequential one. The first circuit is dedicated to the computation of the guess and its
power of two (referred to as guess2 in the pseudo-code). In contrast to the while
loop, here it was introduced a counter to guarantee a break condition and to prevent
a non-convergence state. Some preparatory tests have demonstrated that in most
cases the convergence to a solution occurs within 15-20 clock cycles. Therefore a
5-bits programmable register is reserved to set the accuracy (which is homonym in
the pseudo-code), i.e. the maximum number of approximation steps. The sequential
block is sub-divided in three parts. After a reset, the first statement initializes the
upper and lower variables as indicated in the Python code. Next, a loop is performed
until the equality counter = accuracy is achieved. When this condition is satisfied
the content of guess is stored in the output register sigma and it is available for the
THR1 and THR2 formulation. At the same time, the counter is updated at each clock
cycle. The RTL outcome of σrms is in accordance with the result returned by the
software implementation.

4.5 Baseline subtraction

A fundamental data manipulation concerns the baseline restoration. This operation is
required in many processing units because of the fluctuations that affect the reference
level against which the signal is measured [29] [34]. This amplitude shift can be
classified in two categories: the first class belongs to the systematic effects that can
derive by the combination of the trigger generation, the baseline drift induced by
temperature variations, noise injected by the supply voltage or AC/DC coupling.
The second type of perturbations are the complementary ones and can be termed
non-systematic. For the first type of signal distortion a look-up table can be adopted.
Indeed, due to their systematic nature, the knowledge of the these effects can correct
the digital output by storing into a memory a compensation pattern. However, due
to the lack of this time-dependent information and the general purpose approach of
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the current DSP, only non-systematic effects were considered in the current work. In
particular, white noise and jitter effects have been taken into account as described in
Chapter 3 and Section 4.9.1.
To face the problem, a Moving Average Filter (MAF) was chosen [96]. This filter
belongs to the low-pass FIR class as described in Section 4.2.1 and its coefficients
are equal to 1/N , where N corresponds to the number of delays:

MAFout[n] =
1

N

N−1∑
i=0

x[n− i] (4.24)

The equivalent transfer function in Z domain is:

HMAF (z) =
1

N

(
1 + z−1 + z−2 + ...+ z−(N−1)

)
(4.25)

We can observe that using a little trick [96], Eq 4.24 can be rewritten in its recur-
sive form:

MAFout[n] = MAFout[n− 1] +
x[n]

N
− x[n−N ]

N
(4.26)

The Eq 4.26 takes advantage of many points:

• Only two operations, one addition and one subtraction, are required to compute
the output, whatever is the length of the filter. Furthermore, these operations are
not time-consuming as the multiplication is.

• The computation can be realized using a fixed-point representation. Additional
details will be provided in Section 4.7.5, but in this context the benefit is ba-
sically the speed of the operations compared to the use of the floating-point
representation. Moreover, a integer representation gives a further convenience
about the round-off error. Indeed, this algorithm is not affected by this error
since no drift quantity is introduced by integers during the calculations and no
caution is demanded [97].

• The pointers are trivial to implement in hardware.

All these points contribute to make the recursive form of Eq 4.26 a faster algo-
rithm compared to other solutions and suitable to be implemented on silicon. Con-
sidering the last benefit, this type of filter is particularly straightforward to realize
using a circular buffer [98]. Figure 4.7 illustrates the equivalence between this type
of buffer and a FIFO. Essentially, a circular buffer is a FIFO rolled up with a pointer
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that overwrites the older data in the register. After the writing step, the pointer is
incremented by one and the operation is repeated. A similar mechanism takes place
when the buffer must be read. In contrast to the FIFO, the main advantage of this
implementation is the storing of data inside the buffer without any internal shift.
Moreover, a wise choice of N as power of 2 leads to a simplified circuit. Thus, this
architecture is convenient for fast processing data tasks.

FIFO

pointer

last point

older point

Figure 4.7: The circular buffer (on the left) and its equivalent FIFO (on the right).

The last important topic concerns the length N of the filter. This decision was a
trade-off between performance, usefulness and hardware demanding.
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Figure 4.8: Frequency response of the MAF to a
impulse considering different N.

In Figure 4.8 the frequency response
of the MAF for different values of
N analyzed is reported. Apart from
the impossibility to have a direct con-
trol on the cutoff frequency once N
is fixed, it is quite evident that this
circuit behaves as a bad low-pass fil-
ter because it is characterized by a
slow roll-off and a poor stop-band at-
tenuation at high frequencies. These
weak results are counterbalanced with
a good performance in the time do-
main and therefore this work looked
also at the rms noise σrms values, re-
ported in Table 4.3.
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N Average σrms %
2 270.3 145.3 1
4 270.3 102.7 0.71
8 270.3 72.5 0.50

16 270.3 51.3 0.35
32 270.2 36.4 0.25

Table 4.3: σrms for different N
values.

The last column itemizes the ratio between the
current σrms and the σrms of N = 2 kept as mini-
mum value reference. The increasing of N progres-
sively reduces the σrms values and the best result is
achieved for N = 32 in the listed group. However,
the difference between N = 16 and N = 32 represents
a small improvement compared to the σrms variation
among N = 2 and N = 16 that is already a quite good
outcome. Furthermore, the maximum value of N

would implies also a larger demand of memory confronted to N = 16, keeping in
mind that each stored word is 12-bits long. Ultimately, based on these considera-
tions, an order N = 16 was chosen to restore the baseline of the raw signal in order
to feed the timing filter discussed later in Section 4.9.4. Thus, this calibration circuit
uses the accumulator depicted in Figure 4.9 to store the sum of Eq 4.24, then the re-
sult is shifted by 4 positions on the right to perform the division. The accumulator is
physically the same of the average and sigma blocks to share resources and to further
reduce the hardware area requirement.

Z-1
x[n]

12
Z-1 Z-1

Z-1
32

y[n]
>>4

12

Figure 4.9: Block diagram realization of the MAF.

This computation is iterated until the double threshold scheme introduced in Sec-
tion 4.4 detects a signal. When it occurs, the last computed baseline is no more
updated. It is kept constant within the acquisition window of the pulse and its cur-
rent value is subtracted to the raw signal. If the double threshold condition of the
anti-glitch system is not satisfied anymore, the baseline is updated again.

A reserved baseline restorer is dedicated to the digital pulse shaper described in
Section 4.7.2. In this specific case the filter strongly manipulates the raw signal,
obtaining a significantly increased SNR at the output. For this reason, the circular
buffer implemented for this module has just N = 4. The other components of this
circuit are similar to the others introduced before.
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4.6 Pile-up

When at least two consecutive pulses are too wide or when they occur close in time,
an overlap of their signals takes place. This event is named pile-up effect and it
affects the amplitudes of two or more peaks [9]. The obvious consequence of this
superposition is a corrupted output, whose energy measurement may be useless. A
way to recover such distorted signal is to adopt a digital shaper as the one that will
be described in Section 4.7 or deconvolve the data stream as will be explained in
Section 4.8. These methods can reduce the occurrence of this effect and its impact
on the data quality as shown in Figure 4.10. However, these algorithms could not be
able to totally remove the pile-up [99]. Thus, a specialized circuitry is required to
reject these kind of events and the next Section is dedicated to this topic.
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Figure 4.10: Pile-up effect.

4.6.1 Pile-up rejection circuit

Basically, the idea was to implement a circuit to adequately separate two or more
input shapes too close to each other. The use of a counter to monitor the time-
distance between two events appeared as the more reasonable choice. Thus, the first
step was to find a robust enough method to check the signal and a differentiator was a
suitable option. Based on a backward difference [100], the differenziator D of length
N can be carried out as FIR filter where the coefficients c[i] are the unit organized in
a positive set and a negative one:

D[n] = −

( N
2 −1∑
i=0

c−[i]x[n− i]−
N−1∑
i=N

2

c+[i]x[n− i]

)
(4.27)
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Figure 4.11: Differentiator mechanism with circular
buffer.

Figure 4.11 clarifies the concept
behind the diffentiator realized in
Eq 4.27. In a) N = 8, hence the eight
squares represent a circular buffer
where the green one points out the
current pointer position to write the
incoming data. In this configura-
tion, the differentiation can be accom-
plished performing the subtraction of
the first half registers and the sum of
the last half memories of the buffer.
In b) the pointer is advanced by one

position by writing the new data in the first register and it dragged also the sign. The
previous computations should be performed once again to obtain the difference D.
This operation is quite expensive in terms of computation power. Thus, in this thesis
a strategy was adopted to achieve an efficient calculation performance. Compared
to the initial situation a), in b) the minor changes were highlighted. More in detail,
the first register content [0] was deleted and replaced with a new value, while the
data stored in [4] is the same of a), but with the sign flipped. The other yellow boxes
do not suffer any change in content or sign. This means that Eq 4.27 is reduced to
the sum of the previous value in [0], the addition of the new data that will be stored
in [0] and the subtraction of twice the value saved in [4], namely, the differentiator
filter is given by the recursive form:

D[n] = D[n− 1] + buffer[0] + new_data− 2 · buffer[4] (4.28)

Thus, the basic algorithm formed by 8 operations of sum was shrunk to 3 sum
and one multiplication/shift, leading to the same output shown in the picture. In the
physical implementation a length of N = 8 was selected as compromise between the
tracking performance and the employment of a too large accumulator. The pointer
values were adjusted to run on the main circular buffer of length equal to 16. This
lengths discrepancy was due to the maximization of the resource sharing among the
modules. Therefore, the pile-up rejection circuitry is composed by a digital com-
parator that confronts the accumulator outcome with a configurable threshold THRp.
When the value is above THRp, a 12-bits counter is incremented by one by starting
a loop. The iteration continues until a programmed count W is achieved. When it
happens, the counter is set back to zero and another cycle is available. This loop
defines a programmable window W as reported in Figure 4.12.
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Figure 4.12: Differentiator trend for N = 8.

If the digital comparator fires again inside this range because the differentiator
value is larger than THRp, a signal of pile-up rejection is generated (red dashed line)
and the counter is set to zero before its nominal time given by W. The signal freezes
the activities of both CR-RC4 digital shaper and the Constant Fraction Discriminator.
Then, the system waits an amount of time equals to the selected window. At the end
of this cycle, all the registers return to their initial state.

4.7 Digital CR-RC4 pulse shaper

The charge sensitive amplifier output is the input stage of the DSP circuitry. This sig-
nal can directly feed the constant fraction discriminator block to preserve the slope-
to-noise-ratio as will be shown in Section 4.9.4. However, it must be manipulated to
extract energy information from the signal to maximize the SNR. Thus, this section
is dedicated to describe how the preamplifier output was modelled and to provide a
description of the digital CR-RC4 shaper implemented.

4.7.1 Charge sensitive amplifier

In Figure 4.13 the first stage of a typical front-end amplifier named Charge Sensitive
Amplifier (CSA) [5] is depicted. Is is the current from the detector, while Cl is the
sum of different contributions due to the detector capacitance, the input transistor
capacitance and parasitic capacitance caused by the connection between the detector
and the electronics stage. Cf and Rf are the feedback and resistance capacitance,
respectively. This circuit is the preamplifier of a readout chain where the following
stages, implemented with a CR − RCn network, determine the shape of the signal.
Thus, due to this function, they are called pulse shaper.
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Figure 4.13: Charge sensitive amplifier schematic

The input of the preamplifier is di-
rectly connected to the sensor where
the detector signal is approximated
by the analog version δ(t) of the dis-
crete Dirac-delta function introduced
in Section 4.2.0.2. Hence, if the Qin

is the total charge stored in the pulse,
the input results in Is(t) = Qin δ(t).
As discussed in Chapter 1, Qin is the
quantity of interest because it is pro-
portional to the energy released into

the sensor by the particle. In an ideal case infinite gain and bandwidth for the core
amplifiers and an infinite value for the feedback resistor Rf are assumed. The resis-
tor defines the amplifier DC operating point for the biasing. In this way, the CSA
operates as an ideal integrator and the output is described accordingly to Eq 4.29:

Vout(t) =
1

Cf

∫
i(t) dt (4.29)

Therefore, keeping the δ(t) approximation for the detector signal:

Vout(t) =
Qin

Cf
u(t) (4.30)

where u(t) is the integral of the delta function referred to as unit step function and
defined as:

u(t) =

{
1, if t ≥0
0, if t < 0

(4.31)

Hence, the Rf = ∞ leads the CSA output to be a voltage step with zero rise time
for t ≥ 0. However, this case is unrealistic in practical applications because of the
approximation assumed:

• The typical value for the Rf can not be infinite, but it is typically of order of a
few MΩ.

• The core amplifiers show a frequency-dependence voltage gain.

Thus, from these aspects the CSA output due to a δ(t) stimulus is modeled as
[101] [102]:
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Vout(t) =
Qin

Cf

τf
τr − τf

(
e−

t
τr − e

− t
τf

)
(4.32)

Parameter Value
Qin 3.5 ·10−15

Cf 4 ·10−15

τr 50 ·10−9

τf 0.2 ·10−6

Table 4.4: Parameters selected
for the simulation.

where τr and τf are the constant rising and falling
times, respectively. Typically the condition τr � τf
is assumed. This equation was adopted to simulate
the preamplifier output in this work by adding the
noise level discussed in Chapter 3 and the jitter an-
alyzed in Section 4.9.1. For test purpose, the values
collected in Table 4.4 were adopted.

4.7.2 Digital shaper description

R

C V
CR, out

V
CR, in

a)

R

C

V
RC, out

V
RC, in

b)

Figure 4.14: a) CR b) RC schematics.

In order to extract energy information from the
input signal, a CR-RCn shaping filter is a pop-
ular choice in measurements systems. This is
due to the fact that it is not strictly necessary
to preserve the original sensor signal shape to
fulfill this task. Thus, many implementations
have been proposed [104] [103] [105]. From
the wide available literature a pole zero cor-
rection version was selected and carried out in
the current work [106].
A CR-RCn circuit is a chain of stages where
the first element is the CR differentiator block
followed by a number n of RC integrators
modules. The number of the integrators de-
fines the order number of the filter. To de-
rive the digital network is useful to analyze its
components starting from the analog counter-

part reported in Figure 4.14. In a) the VCR,in and VCR,out satisfy the equation:

RC · dVCR,out(t)

dt
+ VCR,out(t) = RC · dVCR,in(t)

dt
(4.33)

In the discrete domain, VCR,in(t) and VCR,out(t) become VCR,in[n] and VCR,out[n],
respectively. Thus Eq 4.33 is turned into:

VCR,out[n]− VCR,out[n− 1]

T
+

VCR,out[n]

RC
=

VCR,in[n]− VCR,in[n− 1]

T
(4.34)
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where T is the sampling period. Let’s substitute now d = RC/(RC + T ) and
rearrange Eq 4.34 as:

VCR,out[n] = d · (VCR,in[n]− VCR,in[n− 1]) + d · VCR,out[n− 1] (4.35)

In Eq 4.35 we recognize a recursive form belonging to the IIR filter class previ-
ously described. By using the z-transform, the equivalent transfer function descrip-
tion HCR(z) can be conveniently derived as:

VCR,out(z) = d · VCR,in(z)(1− z−1) + d · VCR,out(z)z
−1 (4.36)

Then, remembering Eq 4.19, HCR(z) is given by:

HCR(z) =
VCR,out(z)

VCR,in(z)
=

d · (1− z−1)

1− d · z−1
(4.37)

In Figure 4.14 b) the RC schematic is reported and by repeating a similar deriva-
tion, the VCR, in and VCR, out are related as:

RC · dVRC,out(t)

dt
+ VRC,out(t) = dVRC,in(t) (4.38)

The discrete description of Eq 4.38 is given by:

VRC,out[n] = (1− d) · VRC,in[n] + d · VRC,out[n− 1] (4.39)
where d is the same substitution of the CR stage. Also in this case the transfer

function HCR(z) is derived by applying the z-transform to both sides of Eq 4.39:

VRC,out(z) = (1− d) · VRC,in(z) + d · VRC,out(z)z
−1 (4.40)

Thus HCR(z) is obtained:

HRC(z) =
1− d

1− d · z−1
(4.41)

By combining Eq 4.37 and Eq 4.41 the generic transfer function for a CR-RC
shaper of order n is obtained:

H(z) =
d · (1− d)n · (1− z−1)

(1− d · z−1)n+1
(4.42)

Unfortunately, this CR-RCn pulse shaper version is not already undershoot-free
as pointed out in Figure 4.15. This is due to the non-compensated pole. A possible
solution is described in the next Section.
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Figure 4.15: Undershoot of CR-RC4 shaping filter.

4.7.3 Pole zero cancellation
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Figure 4.16: Frequency response of RCn to an im-
pulse considering n = [1, 8]

Figure 4.16 shows the frequency re-
sponse of the filters RCn to an im-
pulse in the range [1, 8]. A way to
compensate the undershoot depicted
in Figure 4.15 was proposed in [107]
and it is based on the introduction in
Figure 4.14 a) of a resistance kR in
parallel to capacitance C. Now, the
equation that VCR, in and VCR, out
have to satisfy is given by:

VCR,out(t)

R
=

VCR,in(t)

k ·R
− VCR,out(t)

k ·R
+ C · dVCR,in(t)

dt
− C · dVCR,out(t)

dt
(4.43)

Let’s repeat the discretization process to obtain the following equation:

VCR,out[n]

VCR,in[n]
=

VCR,in[n]

k ·R
+

VCR,out[n]

k ·R
+C · VCR,in[n]− VCR,in[n− 1]

T
−

+C · VCR,out[n]− VCR,out[n− 1]

T

(4.44)

In order to simplify the long Eq 4.44, the two quantities C and F are defined as:
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C =
kRC + T

kRC + kT + T

F =
kRC

kRC + kT + T

(4.45)

If the fraction RC/T is substituted with d/(1− d), Eq 4.45 becomes:

C =
kd+ 1− d

k + 1− d

F =
kd

k + 1− d

(4.46)

Hence, Eq 4.44 can be compacted into:

VCR,out[n] = C · VCR,in[n]− F ·
(
VCR,in[n− 1]− VCR,out[n− 1]

)
(4.47)

The z-transform returns the following equation:

VCR,out(z) = VCR,in(z) · (C − F · z−1) + F · VCR,in(z) · z−1 (4.48)

Finally, the transfer function HCR,PZC of the CR stage equipped with pole zero
compensation is given by:

HCR,PZC(z) =
C − F · z−1

1− F · z−1
(4.49)

To simplify the calculations let’s assume the approximation τr � τf of Sec-
tion 4.7.1. Thus, Eq 4.32 is reduced to:

Vout(t) =
Qin

Cf
· e−

t
τf (4.50)

As expected, before to operate with the z-transform is necessary to discretize
Vout(t) into Vout[n], then:

Vout(z) =

Qin

Cf

1− dpzc · z−1
(4.51)
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where dpzc = e
−T
τf and k = τf/RC. The pole zero compensation occurs when k

= τf/RC, namely, the undershoot is filled up. Therefore, the transfer function of a
generic CR-RCn filter with the additional pole zero correction is given by:

H(z) =
C − F · z−1

1− F · z−1
·
(

1− d

1− d · z−1

)n

(4.52)
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V
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Figure 4.17: CR-RC4 block diagram.

Figure 4.17 reports the block diagram representation of the filter described by
Eq 4.52. It is evident how much this pole zero correction implementation is straight-
forward compared to other solutions as [105] where a division is required. Indeed,
to realize a filter of any desired order, the three parameters C, F and d are enough. In
terms of hardware requirements it means that the memory to allocate these values is
smaller compared to a FIR filter and, ultimately, it reduces the power consumption
due to the calculations.

4.7.4 SNR

Pulse shaping affects both the peak signal amplitude and the total noise of a signal
at the output of the shaper. In other words, the shaping tries to accomodate two
conflicting objectives at the same time. Because one target of the shaping is to pro-
cess consecutive pulses often at high rates, it is common to face the pile-up effect
described in Section 4.6. To avoid this inconvenience, the shaper reduces the signal
width by an adequate length. On the other hand, to improve the SNR the shaper
reduces the bandwidth which implies a broader pulse at the output. During the filter
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design these two opposite targets must be conciliated with an appropriate compro-
mise, depending on the the application.

RAW RC1 RC2 RC3 RC4 RC5 RC6 RC7 RC8

50

100

150

200

250

Stage

SN
R

Figure 4.18: SNR as function of the RCn stage.

In the present work a CR-RC4 shaping filter was carried out. The motivation of
this order, as anticipated, was due to a tradeoff between performance and hardware
requirements. A preliminary implementation was realized in Python to investigate
the filter performance as function of the number of stages. These results are reported
in Figure 4.18 which was assumed as touchstone for the hardware implementation.
The first term called RAW indicates the preamplifier signal without any processing
and it was obtained collecting 1000 samples of peak pulses with the parameters item-
ized in Table 4.4 as well as the other points on the horizontal axis. The coefficient
values adopted for the simulation are C = 0.52, F = 0.47 and d = 0.5 since they
compensate the undershoot issue. The SNR was computed acquiring the peaks of
the pulses at the same time reference and calculating their RMS value. Similarly, an
equivalent number of points was collected on the baseline of the signal to evaluate
its RMS noise. The ratio of these two quantities returned the SNR:

SNR =
Signal

Noise
=

√
N∑
i=0

(Vi,peak)2

N√
N∑
i=0

(Vi,baseline)2

N

(4.53)

Then, the SNR values were represented in Decibel usign the well know formula:
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SNRdB = 20 · log10(SNR) (4.54)

Stage SNR SNRdB FSNR

RAW 17.24 24.73 1
RC1 85.95 38.68 4.99
RC2 127.83 42.13 7.42
RC3 161.80 44.18 9.39
RC4 183.44 45.27 10.64
RC5 195.92 45.84 11.37
RC6 202.69 46.14 11.76
RC7 205.91 46.27 11.95
RC8 206.92 46.32 12.00

Table 4.5: SNR value for 8 RC integrator
stages.

In Table 4.5 are listed the values of the
trend shown in Figure 4.18, where FSNR rep-
resents the multiplicative factor of the SNR
assuming FSNR = 1 for the raw data. It is no-
ticeable that the major improvements are lo-
cated at the first RC stages, whereas a longer
chain tends to progressively reduce the noise
decreasing. Indeed, the FSNR of RC8 is not
significantly different from the factor of RC4

despite it demands a larger circuitry. This re-
sult is comparable with that one presents in
the literature as reported in [104]. These con-
siderations led to choose a compromise be-
tween the noise reduction level and the delay
and complexity of the hardware. Thus, the final circuit was developed accounting
4 RC integrators. Due to the nature of the algorithm, a pipelined architecture was
selected as more suitable design to implement the shaper. Therefore each stage is
computationally autonomous during a clock cycle, requiring only the outcome of
the previous stage and providing the input to the follow one. To further improve
the energy resolution, the output of the RC4 stage feeds the next Mobile Window
Deconvolution filter (MWD).

4.7.5 Fixed-point representation

As mentioned in Section 4.7.3, the recursive algorithm for the CR-RC4 filter requires
a set of programmable coefficients. This collection was carried out as a 32-bits fixed-
point representation where the MSB is dedicated to the sign of the number, because
of the signed multiplication. The second MSB represents the integer value, while
the remaining bits form the decimal part as depicted in Figure 4.19. Therefore, in
SIF notation [81] [82], these numbers are represented as (1/1/30) format. As well
as described in Section 3.8, the decision of adopting this format was due to some
general considerations. Even in this case the dynamic range was the first element
taken into account. The range of numbers that must be represented in the current
application is limited once again by the 12-bits resolution of the ADC. This is a
constraint also for the digital shaper output since it can not exceed this numerical
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domain, excepting the signed bit to avoid undesired overflows. Thus, the fixed-point
representation was the most natural choice.

Sign Int Decimal

20 2-1 2-2 2-30

...

Figure 4.19: 32-bits fixed-point representation of a coefficient. The large black dot represents the
location of the decimal point.

Moreover, the complexity of the circuit played a central decision role, keeping
in mind the possible timing slack issues due to the floating-point implementation.
As for the calibration processor, the time development was not an underestimated
factor. Indeed, to speed up the design and the test step of all the algorithms presented
in this work, convenient Python scripts were firstly implemented. Then, the core
snippets of the algorithms were ported into RTL domain, simulated and verified. So,
the typical DSP development flow [108] was partitioned between the double float
precision evaluation on the Python environment and the direct fixed-point porting on
the RTL side.

4.8 Deconvolution

In Section 4.2.0.3 the convolution process of two input signals was introduced. In
some applications it may happen that the intent is to return back to unconvoluted
inputs from a given signal. This method is named deconvolution and it can be ex-
ploited to obtain an accurate value of the pulse amplitude. To further increase the
final SNR, a trapezoidal filter was realized with this approach and it was pipelined
with the CR−RC4 digital shaper discussed before. In the following the deconvolu-
tion process itself and the adopted strategy for the energy extraction are described.

4.8.1 Mobile Window Deconvolution

To acquire the energy information from the signal, a Mobile Window Deconvolu-
tion (MWD) was adopted. This algorithm have been widely explored as well as
documented in many applications [109] [110] [111] [112] [113], implemented in
recursive forms [114] [115] or bipolar versions [116]. The aim of this filter is to
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manipulate the preamplifier output to obtain a trapezoidal shape with a flat top. It is
based on the deconvolution technique that is the reverse operation of the convolution
as mentioned before. This processing is due to the undesired convolution between
the distribution function of the charge characterizing the detector and the impulse
response of the CSA, resulting in the preamplifier output. As presented in Eq 4.32,
the charge collection causes a fast rising step of the signal with constant time τr fol-
lowed by a longer exponential decay depending on the constant time τf . The decay is
due to the feedback resistor Rf depicted in Figure 4.13 and the continuous discharge
reduces the peak height, namely, it affects the energy information. This phenomenon
is named ballistic deficit [117]. The MWD removes this decrease restoring the full
ideal amplitude of the signal [118]. An exaustive work on the MWD algorithm can
be found in [40]. Therefore, let’s assume the condition of a single exponential decay
with τr � τf and rewrite Eq 4.32 as follows:

f(t) =

{
Qin

Cf
e
− t

τf , if t ≥0

0, if t < 0
(4.55)

where A0 = Qin/Cf is the initial amplitude. If the value of f(tn) is known at
initial time t0, it is possible to obtain A0 as:

A0 = f(tn) + A0 − f(tn)

= f(tn) + A0

(
1− e

− t
τf

)
= f(tn) +

1

τf

∫ tn

t0

f(t) dt

= f(tn) +
1

τf

∫ tn

−∞
f(t) dt

(4.56)

where the last integral expansion to −∞ is justified by the equation system 4.55
because the amplitude A0 has value equal to zero for t < 0. In the digital domain the
last step of Eq 4.56 is given by:

A[n] = x[n] +
1

τf

n−1∑
i=−∞

x[i] (4.57)

Eq 4.57 is the discrete deconvolution that we were looking for. The shape of
A[n] is an infinite staircase as result of the deconvolution operation. To bound this
progression to a finite value and to get the desired step height, a differentiation is
required:
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MWDN [n] = A[n]− A[n−N ] (4.58)

and substituting Eq 4.57 in Eq 4.58, it leads to the final form of the MWD:

MWDN [n] = x[n]− x[n−N ] +
1

τf

n−1∑
i=n−N

x[i] (4.59)

with N equals to the window length of the filter. In Figure 4.20 are depicted
MWD responses to the preamplifier output for different values of τf . In the case a)
(green) the outcome of the deconvolution is adequately compensated and the top is
flat, providing a correct extraction of the energy information. The other two cases b)
and c) (red) report respectively an undercompensation and an overcompensation due
to an erroneous setting of the constant τf .
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Figure 4.20: MWD filter responses to the preamplifier output for different values of τf : a) compensated,
b) undercompensated, c) overcompensated.

The satisfactory response of the MWD to the ballistic effect is shown in Fig-
ure 4.21. Here three ideal input signals are reported characterized by different value
of τr, while τf is maintained constant. The variation of the rising time has no ef-
fect on the flat top of the deconvolution filter which is fundamental to extract the
energy information. To achieve an adequate flatness, it is important to select a suit-
able window N. The reader has to keep in mind that the deconvolution of the in-
put signal is performed only within a fixed range defined by the window. Should
this number be too small, the filter can not reach the plateau and a loss of in-
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formation occurs. For this work, a τr range of 40 - 80 ns was considered and
it was figured out that a deconvolution window N equals to 32 is suitable to ob-
tain a flat top. This window was implemented adopting an accumulator to carry
out the sum of Eq 4.59 and a circular buffer with dedicated pointers to accomplish
the difference x[n] - x[n - N]. The trapezoidal outcome does not require any base-
line restoration since it was already corrected in the CR-RC4 chain. It is impor-
tant to point out that the SNR is not improved after the deconvolution process and
this fact demands a further elaboration of the output signal through an averaging.
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Figure 4.21: Ideal response of MWD filter to the ballistic
deficit for different τr values.

However, the digital shaping
increases the SNR as demon-
strated in Section 4.7.4. Thus,
in this work the outcome
of CR-RC4 stage was con-
veyed to the input of the
MWD instead of the raw sig-
nal. This approach has also
been confirmed in the liter-
ature [119]. It seems to be
very robust because it takes
advantage of the ballistic cor-
rection provided by both the
digital shaper and the MWD
filter.

4.8.1.1 Energy extraction

The last step of this processing is the effective energy extraction. At this point a
natural question should arise: when is it more appropriate to acquire and store the
data from the MWD output? This is not a trivial point since the magnified area on the
right in Figure 4.21 highlighted how the flat top is not immediately reached. Thus,
if an acquisition system collects the data too early, the final energy estimation will
be affected by a systematic error and the derived value will be underestimated. In
the current work a simple solution similar to the one described in Section 4.6.1 was
proposed to prevent this undesired circumstance and to further increase the SNR.
In particular a digital comparator was coupled with the first-order finite difference
filter depicted in Figure 4.22 and this configuration allows to pick up the data outside
the transition region. The following pseudo-code snippet reports the SystemVerilog
implementation of this module, clarifying each step.
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1 ////////////////////////////////////////////////
2
3 module energy_filter (
4
5 /* Here were declared the input/output interfaces
6 of the module */
7
8 );
9

10 /* Instantiation of the internal registers */
11
12 always_comb begin
13 if (reset)
14 diff_thr = 13’b0;
15 else
16 /*Here is set the configurable threshold diff_thr.
17 Its range can be positive or negative, with a maximum
18 variation of [-128, +127] */
19 end
20
21 always_ff @(posedge clk) begin
22 if (reset) begin
23 /* All the registers are initializated to 0 */
24 end
25 else begin
26 if (state == 5) begin
27
28 /* Here were omitted some if-statements to ckeck
29 the validity of the samples */
30
31 MWD_previous <= MWD_current;
32 difference <= MWD_previous - MWD_current;
33
34 if (MWD_current > MWD_thr && ∼energy_en) begin
35 if (difference < diff_thr) begin
36 energy_counter <= 2’b0;
37 energy_acc <= 18’b0;
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38 energy_module <= 13’b0;
39 end else if (difference >= diff_thr) begin
40 energy_counter <= energy_counter + 1’b1;
41 energy_acc <= MWD_current;
42 e_flag <= 1’b1;
43 energy_en <= 1’b1;
44 end
45 end else if (MWD_current <= MWD_thr && ∼e_flag) begin
46 energy_counter <= 2’b0;
47 energy_acc <= 18’b0;
48 energy_output <= 13’b0;
49 energy_en <= 1’b0;
50 end
51
52 if (e_flag) begin
53 energy_counter <= energy_counter + 1’b1;
54 if (energy_counter == 2’b11) begin
55 energy_output <= (energy_acc + MWD_current) >>> 2;
56 e_flag <= ∼e_flag;
57 end else begin
58 energy_output <= 13’b0;
59 energy_acc <= energy_acc + MWD_current;
60 end
61 end
62 end
63 end
64
65 endmodule: energy_filter
66
67 ////////////////////////////////////////////////

The lines between 2 and 11 are dedicated to the declaration of the input and
output port interfaces of this module as well as to instantiate the internal regis-
ters of the block. The combinatorial description of lines 12-19 initializes a con-
figurable threshold named diff_thr. Its utility will be explained later, however it
is bounded in the range [-128, +127] since only 7 bits are programmable. The se-
quential code that describes the core of the extraction method starts from line 21.
After the reset, when the FSM is entered into the suitable state and some condi-
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tions are checked with if-else statements, the system records the previous output
of the MWD filter into a dedicated register (line 31). At the same posedge of the
clock, the difference between the previous value and the current one is computed
(line 32), namely, another backward difference [100] with changed sign was real-
ized. This quantity is the gradient of the trapezoidal filter. It is well know that a
flat trend of the gradient indicates when the curve has the first derivative equals to
zero, which is the region we are interested in. Therefore, the comparator at line 34
matches the trapezoidal outcome with a configurable threshold called MWD_thr
to eventually reject some specific data range, holding only the selected one. Al-
though it was not explicitly reported in the code, this is a signed operation. If it is
above the desired level, the result of the differentiator is constantly checked. An-
other if-else statement compared the difference value with the configurable thresh-
old diff_thr. If the condition difference > diff_thr occurs (line 39), a counter
is incremented by 1 (line 40), the accumulator energy_acc is re-initialized to the
current value of the MWD output (line 41), a flag is set to 1 (line 42) and the enable
variable energy_en changes to 1 (line 43) in order to disable all the block at line
34. Now, only the sub-block at line 52 is active. Here energy_counter is further
incremented at each new validated data, while the accumulator iteratively collects
them (line 59). When the counter is equal to four (line 54), the output is calculated
as the signed shift of the accumulator content (line 55) and e_flag is set back to 0.
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Figure 4.22: Approximation of the first-order derivative of
the MWD output.

This step is highlighted in
Figure 4.22 with the ver-
tical dashed lines that de-
fine a sub-window on the
plateau where these sam-
ples are included. Thus,
in this way one condition
of the else statement at line
45 is enabled again and at
some point, depending on the
value of MWD_current,
the full conditions will be sat-
isfied. As a consequence, the
counter, the accumulator and
the enable will be reset again.
The latter enables the second condition at line 34, thus another computation cycle is
possible. Although the backward difference with just two points is the rough discrete
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approximation of the first-order derivative, it was tested that it is enough accurate to
track narrowly the trend of the trapezoidal shape. Moreover, the main advantage of
this strategy is the processing of the energy information from a signal of variable
amplitude without a specific threshold on the trapezoidal output. Lastly, the whole
energy extraction system composed by the MWD and the described differentiator cir-
cuitry allows to improve the SNR of the outcome signal and it will be demonstrated
in Section 5.2.3.

4.8.2 Charge extraction

A complementary evaluation about the charge deposited in the detector is provided
by a dedicated module beside the MWD filter [120]. The circuitry dedicated to this
task is particularly elementary. It is based on a digital comparator that confronts the
CR-RC4 output stage with the same threshold configured for the trapezoidal filter.
If the digital shaper values are higher than the selected level, the CR-RC4 outcomes
are accumulated into a memory. This register is properly dimensioned to prevent the
overflow during the sum operation. When the shaper output returns below the thresh-
old, the sum process is terminated and the result is sent out while the accumulator is
cleaned. In this case it was not necessary to implement a double threshold scheme
to face the problem depicted in Figure 4.6 and described in Section 4.4 because the
CR-RC4 shape is smoothed enough and no signal bounce occurs.

4.9 Time pick-off

In many applications an important role is played by the definition of the time occur-
rence of a pulse with respect to a time reference [121] [122] [123]. When a signal
is detected a time-tag is associated with it. The logic pulse generated by this time
pick-off circuit should be in principle independent on the shape and the amplitude
of the signal. In a real application these conditions are difficult to match since each
acquisition is affected by different source of errors. These kind of inaccuracy defines
two classes [128] [9]. When the amplitude of the input pulse is constant it is named
time jitter. More precisely, it is classified in two categories: if the frequency variation
is less than 10 Hz it is termed wander, if the fluctuation is above 10 Hz is properly
defined as jitter. The other is referred to as amplitude walk in the case of a variable
amplitude. In the following sections common approaches for time measurements
and their limitations will be discussed, pointing out the strategies to overcome some
of them.
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4.9.1 Jitter

In a digital circuit, the jitter is the time deviation from the nominal value that af-
fects both the clock and the signals in many ways [124] [143]. Thus, it represents a
benchmark of their quality. Sources of this uncertainty could be thermal noise, cross
talk, PLL oscillators and power supply rippling and it has different impact on the
performance of the devices. The error contribution due to the jitter becomes more
relevant with the increasing of the clock frequency.

Total Jitter (TJ)

Deterministic Jitter (DJ)
[bounded]

Random Jitter (RJ)
[unbounded]

Correlated to data pattern Uncorrelated to data pattern

Data-Dependent
Jitter (DDJ)

Duty-Cycle
Distortion Jitter (DCD)

Bounded Uncorrelated
Jitter (BUJ)

Periodic
Jitter (PJ)

Sinusoidal
Jitter (SJ)

Figure 4.23: Jitter classification based on its characteristics.

Figure 4.23 shows an overview about the jitter classification. When the clock
period is considered, the jitter is called Period Jitter and it is characterized by a
Gaussian distribution due to the scattering of electrons that generate a thermal noise
at temperatures larger than zero degrees Kelvin. This quantity provides the time win-
dow available for the setup and hold time accomodation within a clock period, hence
it is critical for digital circuits timing [127]. The Absolute Jitter shares the same
random nature of the Period Jitter except that is referred to the rising edge of the
clock rather than its period. This uncertainty arises taking into account the non-zero
time required for a clock transition and its not constant value for subsequent rising
edges. These slightly different effects of the clock jitter must be added to another
term called the Cycle-to-Cycle Jitter. It defines the time deviation between two suc-
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cessive periods. Due to the comparison of two consecutive periods, this component
expresses the highest frequency contribution of the clock jitter.
By examining the jitter which affects the data, Figure 4.23 illustrates the main divi-
sion that takes part in the definition of the Total Jitter (TJ) of a signal. The discrim-
inator resides in the bounding of its components. The Random Jitter (RJ) is quite
self-explaining, however its nature is not correlated to the data pattern or other type
of signals and it follows an unbounded Gaussian distribution. The rms value, equal
to the standard deviation of the distribution, defines this source of jitter. By contrast,
the Deterministic Jitter (DJ) has a bounded histogram representation. Its nature is
systematic and it hosts two sub-classes categorized by their correlation with the data
pattern [125]. The Data-Dependent Jitter (DDJ) occurs when the edge of the signal
is affected by early or late deviation with respect to the nominal values [129]. The
Duty-Cycle Distorsion Jitter (DCD) instead appears when there is a dependency of
the edge timing on only a single bit. This distorsion arises in case of nonlinearities
or asymmetric rise and fall times.
The uncorrelated to data pattern class collects all the terms coming from the other
possible jitter source. The main container of this category is the Bounded Uncor-
related Jitter (BUJ) caused, for example, by the crosstalk among near signal lines
or the noise introduced from the power and ground lines. The Periodic Jitter (PJ)
belongs to a sub-division of the BUJ and may be generated by the switching power
supply of the circuit. In turn, the Sinusoidal Jitter (SJ) is a subcategory of PJ and it
is intentionally generated for compliance testing purpose.

In order to quantitatively evaluate the jitter deviation an amplifier output must be
considered. In Figure 4.24 a collection of these kind of signals is depicted. The
different spreading of the jitter among the rising and the trailing edge in Figure 4.24
is mathematically explained recalling the output of an amplifier around its rising
edge point [5] [130]:

Vout(t) = Vout(t0) +
dV

dt

∣∣∣∣
t=t0

(t− t0) (4.60)

Eq 4.60 represents the first order Taylor expansion of the amplifier output, where
t0 indicates the nominal crossing point of the signal when it reaches the threshold
(THR). In this description,

(
dV
dt

)∣∣
t=t0

is the slope of the signal. If any voltage varia-
tion (∆V ) occurs when the signal crosses the threshold, a corresponding time vari-
ation (∆t) affects the signal achieving that point. Thus, the voltage uncertainty can
be expressed as:
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∆Vout =
dV

dt

∣∣∣∣
t=t0

∆t (4.61)

In terms of noise standard deviation σt, it is possible to write:

σV =
dV

dt

∣∣∣∣
t=t0

σt (4.62)

and finally the jitter can be defined:

σt =
σV

dV
dt

∣∣∣
t=t0

(4.63)

Eq 4.63 justifies in a mathematical way what we graphically appreciated in Fig-
ure 4.24: where the slope of the signal is higher, the value of the jitter is smaller. This
last point suggest also the complementary approach in time measurements compared
to the extraction of energy information from a signal.
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Figure 4.24: Jitter spreading. The different jitter distributions between the rising and trailing edges
are noticeable.

Indeed in the first case the slope-to-noise-ratio is the quantity to minimize to en-
sure a good timing performance [9]. On the other hand, it is desirable to maximize
the signal-to-noise-ratio, namely, minimize the amplitude jitter σV , in the energy
measurements of a signal. Also other sources of uncertainties contribute to the time
resolution such as the geometry of the sensor and differences in energy deposits that
cause shape variations of the signal. However, these evaluations would involve other
type of simulations that are out of scope of this thesis.
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Therefore a typical time resolution is the combination of time uncertainties due to
both the detector and the electronics [131] and it strongly depends on the application
[132], spanning a relatively narrow range. As a reference, we can recall the ALICE
introduced in Section 1.3.1. One of the detectors of ALICE is named Time of Flight
(TOF) and it is based on a Multigap Resistive Plate Chambers (MRPC) technology
with an overall time resolution around 60 ps. Another example is represented by the
Silicon PhotoMultipliers that are characterized by a time resolution in the range 80
- 90 ps. However, the future colliders will implement a 4-D tracker where precise
time information will be demanded. Indeed, considering the beamspot time spread
of the LHC which is in the range of 150 - 180 ps, a time resolution of few tens of
ps per layer will be a strict requirement. Nowadays, the current clock jitter for high
energy physics experiment is between 10 and 20 ps RMS for a detector [126] and the
generic time resolution for both radiation detector and electronics is in the window
20−120 ps [133]. Considering this general range, in this work the time deviation was
modelled taking into account two contributions for the CSA output model adopted
in Section 4.7.1. As mentioned earlier, the jitter defines the time deviation of a sig-
nal from its nominal reference and it is composed by two principal terms: a random
component RJ and a deterministic part DJ. The evaluation of both terms was carried
out in a Python3 script, generating a jitter signal with a realistic 12-bits SAR ADC
including capacitor mismatches as described in Section 2.4.4. The RJ was simulated
using the Gaussian random routine of Python3 [140]. Because the RJ is unbounded,
its correspondent peak-to-peak value is dependent on the number of samples used
[135]. Keeping in mind this, a noise was added to the original pulse shape, thus by
setting the threshold as low as possible, the average value of the slope and noise σV
were computed. For a SNR in the range 10-20, the deviation in term of ADC codes
for this isolate gaussian contribution was ∼ 1225± 52. Then, using Eq 4.63 a peak-
to-peak jitter value of 47.8 ps was obtained, leading to a ∼ 7 ps rms jitter [134]. This
value is equal to the standard deviation of a normal distribution centered on the time
zero point. The number of samples collected was 1000 to get a not unreasonable
optimistic evaluation. Indeed, during a simulation campaign, a slight variation based
on the number of simulated samples was appreciated. As for the deterministic part,
an uncorrelated to data pattern component was separately considered to simulate a
power supply noise [141] [144]. In particular, the sum of sinusoidal waves PJ tot

was adopted to stimulate the signal input [139] [142]:

PJ tot(t) =
N∑
j=0

Ajsin(ωjt+ φj) (4.64)
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where N expresses the number of sinusoidal components, Aj is the amplitude of
each tone, ωj corresponds to the angular frequency, t is the time and φj represents
the jitter phase expressed in radians [136]. For the run simulation, the frequency
domain was bounded up to 1 kHz and the amplitude was limited up to 5 LSB. For
each sinewave the frequency, amplitude and phase were picked up randomly within
these ranges. The total jitter Jtot is simply the sum of RJ and PJ parts [137]:

Jtot = JRJ + JPJ (4.65)

Jitter ∆ADC ∆Jitter,p−p (ps)
Gaussian 1225 ±52 ±47.8

Sinusoidal 1226 ±50 ±46.4
Total 1319 ±104 ±97.3

Table 4.6: Jitter results for 1000 samples.

As well as RJ, the results were col-
lected in Table 4.6 where the overall
resolution is also reported. This mod-
eling is qualitatively shown in Fig-
ure 4.25. The two Gaussian distri-
butions are deliberately enlarged with
arbitrary units due to the scales. The

final resolution for the simulated CSA output is quite comparable to the magnitude
order of real implementations [131] [138]. However, the reader must remember the
approximate nature of this simulation, without any study about the detector perfor-
mance or variations in energy deposits.

4.9.2 Leading edge
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Figure 4.25: Example of jitter distribution and
ADC codes spreading.

As mentioned in Section 4.9, a tim-
ing discriminator circuit must be able
to recognize at least the arrival time
of an event with an adequate reso-
lution. This basic function have to
be independent from the final applica-
tion whetever it is time spectroscopy
or time coincidence of several detec-
tors [145]. Furthermore it has been
shown that jitter is one of the primary
uncertainties faced by electronic cir-
cuits. During the years, many solu-
tions have been proposed to address
this task [146]. The simplest discrim-
inator is based on the leading-edge timing approach. The circuit monitors continu-
ously if the input signal crosses a threshold and it generates a pulse when this event
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occurs. Despite its simplicity, the method is sensible to the amplitude of the signal.
This effect is illustrated in Figure 4.26. In this case, two pulses characterized with
the same rising timing and shape cross the threshold at different times, in particular
when their amplitudes are different. The time difference among the generated pulse
in the plot below, highlighted with the face-to-face arrows, is named time walk. This
undesired drawback can break down the time resolution of the discriminator when
pulses with not constant amplitudes are processed. The same effect is also shown in
the case of input signals with constant amplitudes, but different rising times [147] as
depicted in Figure 4.27.
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Figure 4.26: Time walk: different amplitude, constant rising time
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Figure 4.27: Time walk: constant amplitude, different rising time
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Moreover, if the discriminator is not charge-balanced, a further degradation of
the time walk is introduced by the charge sensitivity [148]. This effect adds a de-
lay in the output pulse generation and it is due to the additional charge required by
the switching circuits to change their state. Furthermore, the charge sensitivity also
changes the nominal threshold by introducing an error much greater for the closer
input signals [149].
To overcome this side effect many solutions had been proposed [150] [151] [152].
However, the golden reference for timing measurements has been attributed to a to-
tally different approach and it will be explained in a later section.

4.9.3 Zero crossing discriminator

input 
signal

output 
signal

zero crossing 
comparator

threshold 
comparator

one-shot

V
THR

V
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Figure 4.28: Zero crossing discriminator scheme

The time walk effect can
be mitigated adopting a zero
crossing discriminator as re-
ported in Figure 4.28. This
circuit introduces an addi-
tional comparator confronted
to the single version of the
leading edge method [9]. The
function of this element is
to continuously trigger on
noise, therefore it monitors when the signal crosses the zero level. In order to execute
this task, its voltage reference have to be set to zero. The threshold comparator in-
stead generates an output when the leading edge of the input signal crosses a selected
threshold. In contrast to the zero crossing comparator, its threshold is adequately set
high to avoid firing on noise. The following one-shot is used to extend the compara-
tor outcome, ensuring enough overlap with the zero crossing comparator. At the end
of the chain, the AND gate returns the timing output signal. The time resolution of
the system is limited by the zero crossing comparator. Although this solution reduces
the time walk, if a bipolar signal is used a degradation of the slope occurs because
the signal has a larger time jitter compared to the unipolar counterpart.

4.9.4 Constant fraction discriminator

A popular and performing choice for timing pick-off purposes is the Constant Frac-
tion Discriminator (CFD) which finds wide applications [153] [154]. This method
compensates both the amplitude variation and the rising time of the input signal. The
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original analog version of this circuit [155] was carried out into the digital domain
with some changes and it is properly referred to as dCFD. The concept underlying
this filter is shown in Figure 4.29.

delayed 
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attenuated signal

original 
signal

output 
signal

Figure 4.29: CFD algorithm

This specific version follows a comparative approach based on the splitting of the
original signal into two branches [156].

CFDout[t] = S[t−D]− S[t] · F (4.66)

One branch is simply retarded by a programmable delay D, while the other is
inverted and attenuated by a factor F . The sum of these two terms leads to a bipo-
lar output signal illustrated in detail in Figure 4.30 and reported in Eq 4.66. Due to
its nature, the generated signal crosses the zero at a certain time (dashed line in the
picture) and that point coincides with the timing information that it was looking for.
The reader can observe that the zero cross spot occurs when the maximum amplitude
of the inverted signal (∆B) is equal to the the same fraction of the input signal on
the delayed shape (∆A) [121]. Depending on the application and scope, this fraction
is in the range 10% to 70% of the pulse amplitude [157] [158] [159] [160]. Accord-
ingly, this technique allows to achieve a result independent of the pulse amplitude.
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Figure 4.30: The constant fraction method (ideal case).

To compute the zero crossing point it is necessary to store at least two points,
the less negative and closer to zero point and its positive complementary above the
zero level. Once collected, an interpolation leads to the result. Although the cubic
interpolation returns the best result in some circumnstances [161], a linear interpola-
tion could represent a good solution, especially if an intensive-computation resource
is not available for a on-chip processing. This approach assumes that the region
around the transition point can be linearly approximated. However, it is very impor-
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tant to take care of the rising edge of the signal. Indeed, the dependence of the time
resolution from the rising time [120] has been demonstrated. In particular, the obser-
vations coming from simulations and tests discriminated two regions. If the rise time
is larger than 5 times the value of the sampling period, then the error associated with
the computation of the zero crossing is mostly due to the quantization error of the
converter. On the other hand, when this value is smaller, the linear approximation of
the curve around the zero crossing point could not be considered valid anymore.
The quality of the result in terms of time resolution is affected also by the choice
of the parameters D and F as indicated in Figure 4.31. This plot was obtained by
another high level modeling of the CFD carried out in Python3. The picture reports
the trend of the time resolution, named Sigma, as function of both the fraction F ,
expressed as percentual of the input signal amplitude, and delay D. This prelim-
inary analysis takes into account only a first set of all the possible delays because
the changing in the slope between F = 0.4 and F = 0.5 points out a common in-
creasing of the sigma value, hence no more delays have to be studied. The magnified
area denotes that for the simulated signal, characterized with the noise level and jitter
distribution examined respectively in Section Chapter 3 and Section 4.9.1, the best
choice is D = 3 and F = 0.45. Thus, these values were set for the simulation post
P&R.
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Figure 4.31: Sigma distribution as function of delay D and fraction F.

The physical implementation of the CFD algorithm was particularly straightfor-
ward. Indeed, this block shares the same circular buffer used to store the data pro-
cessed by the CR-RC4 module. In addition just a further pointer was required to
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pick-up the delayed value selected through the parameter D. Since the content of the
circular buffer was the raw data, a baseline restoration was demanded. For the frac-
tional term of Eq 4.66 it was fundamental to include the baseline subtraction within
the multiplication operation. This action prevented a unwanted vertical shift of the
CFD output and a consequent uncorrected computation of the zero crossing point. In
the next section it will be explained how to compute this point.

4.9.5 Least square minimization and interpolation

Once obtained an analyzable signal, whatever it is the raw data or the CFD outcome,
many techniques exist to compute the zero point. Possible solutions are optimal fil-
tering [162], deconvolution [163], LUT [164], least square minimization [165] and
interpolation [166]. In this section the last two methods will be shortly explored.

In case of multiple points acquisition, the least square minimization is a suitable
way to calculate the zero crossing transition. A non-recursive solution was initially
explored in this work for the computation of the zero point on the leading edge.
As mentioned in Section 4.9.4, it is assumed that the points around the zero level
transition can be approximated with a linear function as depicted in Eq 4.67:

y = A+Bx (4.67)
where A is the intercept and B is the slope of the line. From the theory [167] it is

known that A and B can be derived from a i-th set of points and expressed as:

A =

∑N
i x2

∑N
i y −

∑N
i x
∑N

i xy

∆
(4.68)

B =
N
∑N

i xy −
∑N

i x
∑N

i y

∆
(4.69)

∆ = N
N∑
i

x2 −

(
N∑
i

x

)2

(4.70)

where N is the number of samples, x is the time tag and y is the data. At first
glance, all these quantities change in time because of the continuous acquisition
process. However, choosing an appropriate reference system the equations 4.68,
4.69, 4.70 can be remarkably simplified. For instance, let’s consider to collect the
first four data on the leading edge at a certain clock frequency. A pulse signal can
be generated when the input signal is above the desired threshold, in order to get the
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timestamp value of a timing counter to point out when the transition occurs and the
collection starts. At the same time, that point can be locally considered the origin of
the acquisition, thus with a time x = 0. If the sampling period is equal to Tclk, then the
second point will be located at x = 1 Tclk, the third one at x = 2 Tclk and so on. This
consideration simplifies the ∆ expression since only fixed terms are involved now in
Eq 4.70. These values can be calculated once during the reset state, saving timing
and power consumption. The benefit also regards the division operation and this is
due to the possibility to compute and freeze the inverse value (1/∆) just one time,
in order to multiply it with the numerators later. Naturally the changing quantity y
as well as the xy mixed term are immune to this simplification.
This approach was initially tested in 110 nm CMOS technology. The simulations
post P&R were in accordance with the Python results, proving the good response
of the method. However, the limitations explained in Section 4.9.2 led to discard
this technique to adopt a CFD algorithm and a lighter computational method. In
particular, a linear interpolation replaced the calculation on leading edge [168]. The
new system considers only two points: the negative point closer to the zero level
and a following positive data selectable with a threshold. Also in this case, a linear
approximation was kept valid for this study. The relation between these two points
is expressed by the Eq 4.71:

y =
yp − yn
xp − xn

(x− xn) + yn (4.71)

where the couples (xn, yn) and (xp, yp) are the points of interest and the pedix
p (n) indicates the positive (negative) data. Even in Eq 4.71 a simplification can
be operated. Indeed, the denominator is the time distance between the negative and
the positive value. If we set the time origin of our local system to the negative
term another once again, the denominator is equal to the sampling period Tclk or its
multiplicative factor and this quantity will never change anymore. Now, to compute
the slope m of the line it is sufficient to perform the subtraction at the numerator
among the y variables, then divide for the Tclk. The formula can be rewritten as:

y = m(x− xn) + yn (4.72)

We are interested in value of x when the y is equal to zero. Thus, setting both
y and xn to zero (recalling that the negative number is our local time origin) and
rearranging the equation:

x = −yn
m

(4.73)
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Therefore the slope allows to extract the time occurence of the point at the zero
level threshold. The computational cost of the entire process is just one subtraction
and two divisions. Under the given approximation, the results coming from the in-
terpolation are fully compatible with the least square minimization returns, but they
involve a drastically smaller number of operations. The details about the division
implementation are discussed in the next section.

4.9.6 Goldschmit’s algorithm

In the DSP field there are many digital algorithms to carry out a division on a chip
[169]. They can be classified evaluating different characteristics such as the mathe-
matical approach, the convergence speed and the hardware requirements. One pop-
ular class is the iterative one. It contains two types of division algorithms, based on
their iterative operators and ultimately on their convergence speed. The first group
is defined by the subtractor operator and it includes well know methods such as the
nonrestoring technique. These kind of algorithms are not particularly fast because
the time to find the solution is proportional to the divisor length [170]. The multipli-
cation is the iterative operator of the second ensemble. In this case the convergence
rate is quadratic with the time required to execute the operations proportional to log2

of the divisor length.
The implementation of a division algorithm is sensitive both to the hardware re-
sources required and the latency related to a cycle. It was demonstrated that a large
latency causes a performance degradation as well as a too low divider latency due
to the exponential increase of the area demand or the timing execution [171]. In or-
der to efficiently implement the required division for the zero point computation, the
Goldschmit’s algorithm [172] was selected. This method belongs to the division-by-
convergence algorithms class and it iteratively computes the quotient Q by multiply-
ing both the numerator N and the denominator D by the same term Fi as illustrated
in Eq 4.74.

Q =
N

D

∏n
i=0 Fi∏n
i=0 Fi

(4.74)

The factor Fi is initially computed as the inverse of the divisor, resulting in an
approximation of the reciprocal D:

F0 =
1

D
(4.75)

Then, the first iteration results in two parallel multiplications:
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N0 = N × F0

D0 = D × F0

(4.76)

The following step updates all the three quantities:

F1 = 2−D0

N1 = N0 × F1

D1 = D0 × F1

(4.77)

Through this loop, the denominator converges to 1 as well as the numerator con-
verges to the quotient in parallel [173] [174].

In the current implementation, N , D and F are defined as 33-bits fixed-point words.
In SIF notation they are expressed in (1/12/20) format with the MSB used for the
sign, the following 12 bits reserved for the integer part and the other 20 bits for the
fractional term. Figure 4.32 explicitly illustrates this partition.

Sign Int Decimal

211 2-20

......

20 2-1 2-2

Figure 4.32: 33-bits fixed-point representation of the numerator, denominator and factor F.

The whole conversion is executed in 6 main steps presented in Figure 4.33. The
finite state machine starts with the reset stage where all the registers involved in
the computation are set to their initial zero values. Then the FSM enters in the
acquisition mode. This step continuously receives the CFD outcome and when a
negative/positive pair is detected it passes to the following state, otherwise it re-
mains in this mode. If a pile-up rejection signal occurs, the CFD can momentarily
disable the acquisition of the two points. A step is then dedicated to the setting
of the numerator, computed as difference of the previous negative and positive val-
ues, the denominator and the factor F . Also an upper and lower thresholds are
set at this point. The range defined by these values is a conservative choice to
guarantee the convergence of the system. Because in this version only two points
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are collected, it is possible to directly define the denominator as the time distance
of the two consecutive acquisitions. This quantity is equal to the time difference
between the two points considering the first negative one as the origin of the lo-
cal system. Hence, programming this term in the coefficient array, the initializa-
tion of Eq 4.75 is realized just by shifting the denominator of 14 bits to right and
storing the value in register F . It was noticed that the nominal shift to right (13
bits) can not be enough to guarantee the convergence of the solution. Thus, the
shift parameter was set to a smaller value (14) than the nominal one to ensure the
achievement of the correct result in a reasonable computation time. This further
conservative approach has a totally negligible impact on the other expected results.

Reset

Acquisition

CFD output

N, D, F

Loop m

m, N, D, F

Loop Δt

Δt

Figure 4.33: FSM of the Goldschmit’s al-
gorithm.

Therefore, the FSM iteratively computes the
coefficient m in the next step. Typically it re-
quires around 5 clock periods. When the de-
nominator converges within the configurable
range an output with the value of m is gen-
erated. As well as the bisection algorithm
explained in Section4.4.2, an internal counter
takes into account the number of iterations to
avoid undesired endless loops. Also in this
case, the maximum number of steps can be
programmed by the user. After this computa-
tion, a new instantiation for N , D and F hap-
pens. A last loop calculates the ∆t that cor-
responds to the zero crossing point in a ref-
erence system where the negative point is the
time origin. It is very easy to reconstruct when
this point occurs since a pulse signal is gener-
ated between the acquisition step and the next
state. Finally, the FSM returns to the acquisi-
tion mode, ready for another cycle.



Chapter 5

Physical implementation

Both the calibration engine described in Chapter 3 and the digital signal processing
discussed in Chapter 4 were carried out in SystemVerilog (SV) IEEE standard lan-
guage [175]. It is an hardware description language (HDL) used to modeling and
simulating an electronic device at many stages, from the behavioral description to
register transfer level (RTL) and gate-level. Therefore, dedicated Electronic Design
Automation/Computer-Aided Design (EDA/CAD) tools generate the technology de-
pendent netlists driven by associated Synopsys Design Constraints (SDC) files. The
technology targets identified for this thesis were 6-metals 110 nm and 9-metals 65
nm CMOS processes. The Place & Route step was accomplished for the placement
of the standard cells, their routing, the generation of the clock trees and the power
planning. Diodes and antenna cells were added to drive and protect the input ports.
The final results were a Verilog netlist coupled with a Standard Delay Format (SDF)
file where all the timing annotations of the designs were reported. The simulations
were performed in the typical corner and they proved the functionality of the cali-
bration unit as well as the digital processor.
A fault tolerance system against undesired particle interactions was mandatory for
radiation applications. One of the next sections will be dedicated to this implemen-
tation.

103
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5.1 Calibration processor implementation

a) b)

Figure 5.1: Hardware implementation of the digital calibration processor: a) 6-metals 110 nm CMOS
node, b) 9-metals 65 nm CMOS technology.

Figure 5.1 shows the layouts of the calibration processor implemented in 6-metals
110 nm and 9-metals 65 nm CMOS technologies. The whole chip areas are 452 x
452 µm2 and 265 x 265 µm2, respectively. For this work a non-segmented SAR
ADC architecture was chosen as target. A preliminary study in C++ was carried out
to address the problem without taking care of the physical implementation. Thus,
both a SAR ADC model and the calibration engine were simulated and the analysis
of the algorithm led to some important considerations which drove the next hardware
implementation. The first one concerned the value of the learning parameters µ∆ and
µW . It was figured out that for a reasonable time conversion, these parameters must
be set to small values, otherwise the algorithm requires too much time to calibrate the
weights or the error risks to oscillate without reaching any convergence point. An-
other important inference was about the updating mechanism of the weights. Indeed,
the learning parameters must be scaled considering the significance of the bit to be
effective. In other words, in Eq 3.8 the result from the multiplication of the learn-
ing parameter with the error have to be incrementally right-shifted by 1 bit from the
LSB to the MSB. In this way, the contribution to the updating of the array is properly
weigthed. Therefore, to realize both these conditions and to avoid an increased hard-
ware complexity due to the multiplication stages, a simplified version of the ODC
algorithm was carried out as discussed in Section 3.7. Once the error ε is derived, the
updating equations Eq 3.7 and Eq 3.8 were computed with a signed-shift to right of
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ε by configurable 5-bits long values. Since the shifter mechanism has been already
explained, the following code shows the updating scheme adopted for the weights.

1 ////////////////////////////////////////////////
2
3 always_comb begin
4 if (reset) begin
5 epsilon_shifted = 32’b0;
6 for (int i = ‘BIT_LENGTH - 1; i >= 0; i--)
7 W_wire[i] = 32’b0;
8 end
9 else begin

10 for (int i = ‘BIT_LENGTH - 1; i >= 0; i--)
11 W_wire[i] = W[i];
12 epsilon_shifted = 32’b0;
13
14 if (state == 7) begin
15 for (int i = 0; i < ‘BIT_LENGTH; i++) begin
16 epsilon_shifted = $signed(epsilon >>> (w_shift - i));
17 case({D_plus[i], D_minus[i]})
18 2’b00: continue;
19 2’b01: W_wire[i] = (W[i] + epsilon_shifted);
20 2’b10: W_wire[i] = (W[i] - epsilon_shifted);
21 2’b11: continue;
22 endcase;
23 end
24 end
25 end
26 end
27
28 ////////////////////////////////////////////////

As well as the ∆d update system, even in this case a main if-else statement divides
the initial reset (line 4) from the core of the combinatorial logic (line 9). When the
updating state reserved to the weights W is achieved (line 14) the shifted version of
ε is computed. To accomplish this passage, the iterative i quantity is subtracted from
the configurable w_shift parameter. Thus, depending on the significance of the bit
processed, the epsilon_shifted value is used to update the weights through a case
statement where the individual components of the double samples D+ and D− are
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considered (line 17).

Mode En_w En_r
Reset 0 0

Reading 0 1
Selecting 1 0
Writing 1 1

Table 5.1: Bit configuration
for writing and reading oper-
ation.

For the combinantion 00 and 11 the algorithm skips
the update task, otherwise it performs the update co-
herently with Eq 3.8. Since W are always positive and
unsigned-defined, the sum and subtraction at lines 19 -
20 are hardcoded in order to maintain the sign informa-
tion of ε (this is not shown in the code above because
of just illustrative purpose).

5.1.1 Serializer

Header code Register Width
00000 delta_seq 32
00001 D_plus 12
00010 D_minus 12
00011 d_plus 32
00100 d_minus 32
00101 epsilon 32
00110 delta_shift 5
00111 w_shift 5
01000 W[11] 32
01001 W[10] 32
01010 W[9] 32
01011 W[8] 32
01100 W[7] 32
01101 W[6] 32
01110 W[5] 32
01111 W[4] 32
10000 W[3] 32
10001 W[2] 32
10010 W[1] 32
10011 W[0] 32
10100 counter_out 5
10101 counter_rw 5
default no writing -

Table 5.2: Header configuration for register
selection to write.

The calibration processor is equipped also
with a system to write and read the inter-
nal registers, in order to monitor their trend
without a dedicated output and to provide
a debug system. The data to be stored are
fed through a dedicated input (Data_in),
while a 1-bit output (Data_out) is used
to serialize the data to readout. To se-
lect the operation, the signals En_w and
En_r have to be configured as reported
in Table 5.1. Once the selecting mode 1,
0 is enabled, the serialized bits provided
by Data_in are stored into a memory at
each clock period. The stream is 37-bits
long and it is partitioned in 5-bit header
and 32-bits data. The header is used to
select the register following the schema
shown in Table 5.2 where each memory al-
location has a unique identification code.
To actually write the content into the se-
lected register, it is mandatory to confirm
the operation with the last configuration 1,
1 reported in table. Otherwise, if the user
wants to accomplish the reading task, it
is enough to enable the appropriate mode.
The stream out is composed by the whole
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37 bits both to read the data chosen and to verify the correct register with the header.

5.1.2 Simulation results

Parameter Value
Voltage Supply VDD 1.2 V

Voltage reference VREF 1 V
Common mode voltage Vcm 0.5 V

Resolution 12 bits
Clock ADC frequency fADC 750 MHz

Sampling frequency fS 50 MS/s
Injected offset 20-30 LSB

Training samples 30000
DFT samples 4096

Random capacitor mismatch σc 15%

Table 5.3: Simulation parameters for the signal genera-
tion used for the calibration testing.

In order to calibrate the cir-
cuit and to perform the DFT,
sinewaves were adopted. A
Python script was written to gen-
erate a new sinusoidal pattern for
a given sampling frequency at
each simulation. It considered
suitable signal frequencies to sat-
isfy the condition of Eq 3.17, thus
the spectral leakage is avoided.
The injected offset is also picked
up randomly to test the adaptabil-
ity of the calibration engine to
several values. It was figured out

that the algorithm was robust enough to tolerate these variations. In Table 5.3 the
parameters adopted for the generation of the sinusoidal signals are summarized. For
a preliminary investigation, a randomized non-segmented SAR ADC model has been
simulated. To mimic the DAC mismatches due to the fabrication process, each ca-
pacitor was composed by the sum of unitary elements individually affected by a ran-
dom capacitance mismatch σc. To take into account a remarkable DAC mismatch, a
σc = 15% was assumed as worst case. As discussed in Section 3.7 the algorithm is
managed by a 7-states Mealey FSM. Dedicated modules described in SV language
gather all the combinatorial logic required to compute the updating equations and
the results are stored into memories at the posedge of the clock. The state progress is
scanned by an end-of-conversion (EOC) signal coming from the SAR ADC to report
when a new digital code is available. The post P&R timing diagram of the FSM and
main registers is depicted in Figure 5.2. First of all, the behaviour of the algorithm
before the calibration is reported in the picture. When the control signal CAL is low,
the input data (bit_in) is not processed by the correction engine and the calibrated
output (not shown in the image) follows the input as expected. If CAL switches to
one (vertical red dashed line), the system enters in calibration mode and the offset is
the initial digital word to store. The two following input codes represent the double
acquisition when the offset is injected. They are kept in memory into D+ and D−
registers to be used to compute d+ and d− at 160 ns.
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Figure 5.2: Post P&R simulation of the Offset Double Conversion algorithm.

The further step involves the derivation of ε to evaluate the error of the SAR ADC
conversion. Finally, both ∆d and the set of weights W are updated with another two
clock cycles. The reader had noticed that because of the time required to compute the
whole updating chain D±, d± ,ε, ∆d, W, the refreshing of bit_in can not be constant.
An entire adjustment cycle takes 120 ns from the double acquisition to the last W
update.
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Figure 5.3: Example of two sinusoidal signals before the calibration (red) and after the correction
(black).

An example of two sinewave test signals used to estimate the performance of the
algorithm is illustrated in Figure 5.3. The calibration unit and its response were sim-
ulated post P&R in 65 nm process. DataB represents the output of the raw data,
namely, the digital codes without the correction, while DataA is the sinusoidal out-
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come once the calibration is performed. The magnified area highlights the differ-
ences that are not perceptible at this scale. Figure 5.4 reports the same information,
but in the form of histograms. The plots are obtained collecting 4096 samples and
they point out an appreciable discrepancy in the bin content.
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Figure 5.4: Histogram of the signals reported in Figure 5.3

As explained in Section 3.9, a signal can be expressed also in the frequency do-
main and this representation allows to remark some characteristics as shown in Fig-
ure 5.5. Figures of merit extracted from the two spectra are collected in Table 5.4.

Figure of Before After Variation
merit

SINAD 52.9 dB 66.3 dB +13.4 dB
ENOB 8.49 10.72 +2.23
SFDR 58.2 dB 80.3 dB +22.1 dB

Table 5.4: Figures of merit of the sinusoidal test
signals.

In the reported power plot the princi-
pal component of the signals is close
to the DC contribution and it does not
appear to be totally separated. How-
ever, the two spectra are remarkably
different. The power trend before
correction shows a considerable inci-
dence of spurious components at low
frequencies. They are due to the non-

linearity which affects the DAC bank. After calibration most of them are cut off
and it is very well demonstrated by the SFDR that pass from 58.2 dB to 80.3 dB,
proofing the remarkable attenuation of spurious components. Also the other figures
of merit benefit from this recovery. The signal-to-noise and distortion is increased
slightly more than 13 dB. The ENOB was 8.49 before the calibration and it achieves
the significant value of 10.72 after the correction, with an increment of +2.23 ENOB.
These achievements are comparable to those of one examined paper [65]. According
to it, the number of samples used to calibrate the ADC with an offset of 25-LSB is
22000.
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Figure 5.5: Power spectra of two sinusoidal test signals before the calibration (red) and after the
correction (black).

The other figure of merits are also close to the results of this work. For instance,
the two implementations share the same order of SINAD improvement which is
around 10 dB and the SFDR is also roughly the same. These outcomes are satis-
factory taking into account the simplified on-chip calibration. Considering a rate of
50 MS/s an 30000 training samples, the time required to correct the DAC mismatch
is 0.6 ms. Table 5.5 reports the comparison with other researches used to evaluate
the performance of the algorithm.

[73] [176] [177] [178] [179] [65] This work
Technology (nm) MATLAB 28 28 135 MATLAB 130 65
Area 103(µm2) - 16 9.3 260 - 30 70

Sampling rate (Ms/s) - 4 16 - - 45 50
Supply voltage (V) - 1.0 1.0 - - 1.2 1.2

Power (mW) - 0.115 0.710 - - 0.23 0.82
Calibration algorithm ICA Redundant search tree Digital redundancy Radix < 2 ODC ODC ODC

Training samples 60 · 106 - 217 - 0.5 · 106 22 · 103 30 · 103

Time calibration (ms) 600 - - - - < 1 0.6
ADC architecture Pipelined SAR SAR Pipelined Pipelined Pipelined SAR SAR
Resolution (bits) 12 12 15 14 15 12 12

SINAD (dB) 69 - 91.8 78 52 70.7 66.3
ENOB - 10.1 14.9 12.7 - 10.7

SFDR (dB) 100 - 117 97 108 94.6 80.3

Table 5.5: Comparative table of calibration techniques for ADCs.

The comparison is particularly arduous due to the large spread of technologies and
architectures involved as well as the parameters considered to estimate the calibration
ability of each techniques. In addition, the investigations are classifiable in four
categories:

• High level simulations: these works are realized with softwares as MATLAB
that can not guarantee a realistic hardware implementation since a slack analysis
can not be performed.
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• EDA/CAD simulations: only these results are reliable for the performance eval-
uations and the manufactoring process.

• Silicon results: the hardware implementation is the best test bench to widely
analyze the designed circuits. The power consumption estimations coming from
this stage are definitive.

• Hybrid results: this class collects all the hardware integration with a software
counterpart. In this scenario the evaluation of performance could be very chal-
lenging.

This further categorization makes harder an adequate comparative study among the
methods. A significant case is [65] where the digital calibration is carried out at soft-
ware level, letting the evaluation about the area to a synthesis tool. In contrast, the
present work considers the area reserved to the communication system and the power
rings as well as the one exclusively dedicated to the correction engine. The same
problem is addressed for power estimations, since the works often do not specify
how the power consumption is evaluated. Thus, keeping in mind these limitations,
the implementation presented in this thesis is competitive with other solutions when
a digital ADC calibration is required. A further study was carried out to test the min-
imum number of necessary corrected bits in order to hold comparable performance
with the 12-bits full case [180]. If the conversion error is exclusively dominated by
the DAC mismatch without a noise component, it was figured out that the ENOB
degradation is limited even calibrating only the first 6-MSB. This result depends on
the choice of the learning parameters and the offset, thus it is more conservative to
correct the first 8-MSB to ensure the ENOB preservation. The power budget could
be further reduced as a consequence of the shorter calibration.

5.1.3 Test chip results

A prototype ot the calibration engine has been fabricated in 110 nm CMOS pro-
cess. The digital block receives the data from a 12-bits SAR ADC and the chip
hosts two main serializers and a LVDS bank. The fully differential architecture
of the converter was carried out as segmented structure. The MOM unit capaci-
tor were chosen particularly small with a 2 fF value. The present work also included
the design of the serializers to send out the samples converted by the SAR ADC
and those ones calibrated by the correction processor. Both of them were realized
to process the samples at 100 MHz which is the same frequency of the converter.
The data stream generated is composed by a 4-bits header, required for the align-
ment, and the 12-bits converted word. The calibration circuit operates at the lower
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frequency of 20 MHz and it is equipped with a further serializer for writing and
reading operations. The chips were bonded on boards to provided the required
power supply and to interface them with a FPGA in order to read out the data.
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Figure 5.6: In the upper section a) is illustrated
the block level architecture of the chip, while the
middle picture b) shows the layout of the chip and
c) reports its microphotograph.

The digital block was not directly
testable due to a hardware level prob-
lem. Indeed, during the integration of
the circuit two signals with the same
name on the layout were connected
to each other. In this way a single
input signal was shared between the
SAR ADC and the calibration mod-
ule. Unfortunately, this issue was
critical because the two signals were
designed to behave differently when
the whole circuitry is on. In partic-
ular, this undesired sharing involved
the calibration control signal named
CAL which was previously described
in Section 3.7. The digital processor
requires a steady state signal to pass
from the default idle to the calibra-
tion state, while the SAR ADC de-
mands a dedicated signal switching
to operate properly. Since this con-
nection was made on silicon, a cheap
workaround was not feasible. How-
ever, it was possible to extract the
samples through the serializer dedi-
cated to the converter, named Raw se-
rializer in Figure 5.6 a), in order to

feed the simulated engine in the technology target. The test campaign collected the
data composed by two different collections. One acquisition set was constituted by
the simple raw output by using a sinewave as input signal. The second bunch was
formed by enabling the injection circuit designed to provide the double offset on-
chip. The outcome of this unit is a sequence of triplets made by three consecutive
data: the not injected value, the positive offset and the negative one as shown in
Figure 5.7.
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Figure 5.7: The injection circuit triplets formed by a no injected data (yellow) a positive injection
value (green) and a negative one (red)

Table 5.6 summarizes the parameters set for the module test. Given the nominal
clock frequency of 100 MHz for the ADC and the number of samples selected for
the DFT, the input frequency fin was carefully chosen to limit as much as possible
the spectral leakage, as well as the previous simulations presented in Section 5.1.2.

Parameter Value
Voltage Supply VDD 1.2 V

Voltage reference VREF 1 V
Common mode voltage Vcm 0.5 V

Nominal resolution 12 bits
Clock ADC frequency fADC 100 MHz

Input frequency fin 0.762 kHz
Injected offsetpeak−to−peak ∼ 20-100 LSB

Training samples 300k
Power spectra samples 131073

∆d 10001
∆w 01100

Table 5.6: Parameters used for the chip test.

Moreover, fin was intention-
ally set in the range of few
kHz or above to avoid the in-
troduction of a further offset
during the injection process.
Thus, the offset peak-to-peak
value was bounded around 30
LSB although it can approx-
imately reach a value of 100
LSB at some points of the con-
verter range. These gaps oc-
cur at the bit decision bound-
aries [184] and they involve
many ADC codes. In addition,
the input sinewave exhibits a
staircase shape superimposed to the ideal signal as appreciable in the magnified area
of Figure 5.8. Here the Raw data represents the samples before the calibration and
its step trend is due to the DAC mismatch. The algorithm reshapes the collected
samples resulting in the output Calibrated data where the sinewave clearly appears
to be smoother than the original one. The correction involves all the available digital
codes and the calibrated signal amplitude is determined by the learning parameters
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µ∆ and µW . These values basically remap the original range into the desidered one.
Thus, the method compacts the original spreaded codes into a smaller range, trying
to take advantage of the nominal 12-bits resolution redundancy to reduce the non-
linearity. The algorithm operates both at the bit decision boundaries and at the other
step-like gaps.
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Figure 5.8: The two sinusoidal signals before the calibration (red) and after the correction (black)
obtained from the sperimental setup.

The correction is also glaring in Figure 5.9 where the red histogram reports the
collected codes. In this case, the nominal resolution is particularly degraded and only
866 codes are available, distributed in a kind of bunches along all the 12-bits resolu-
tion range. This could be ascribed to the lack of information about the Montecarlo
simulations for the MOM capacitors provided by the foundry.
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Figure 5.9: Histogram of the two sinewaves shown in Figure 5.8

The magnified area highlights the MSB decision boundary of the new target range
which was set to 10-bits of nominal resolution now. Before the calibration no codes
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are gathered in many intervals of this range, while after the correction the same
code-window was populated. This means that the method manipulated the initial
866 codes to increase the ENOB, trying to obtain the ideal distribution highlighted
with the green shape in the picture. Naturally, the number of the original available
codes is not enough to achieve the full 10-bits resolution. Additional post P&R sim-
ulations proved that the range can be further shrinked to 9-bits reducing the number
of missing codes to about ten on 512 nominal codes. However, this solution pays
the price of a final ENOB smaller than those one reported in Table 5.7. This should
not surprise the reader since the ENOB is not just a mere measure of the number
of missing codes, but it accounts also how the codes are well-distributed along the
range. In other words, even if the outputs of the converter apparently cover the con-
version range, it could be possible that significant distortions degrade the quality of
the conversion itself. Hence, because of the initial extreme distortion of the output
signal, for this elaboration it was chosen to privilege a higher linearity gain rather
than a reduced number of missing codes. This choice was done only to prove both
the configurability and effectiveness of the algorithm in the data manipulation. The
samples remapping is even evident in the frequency domain as shown in Figure 5.10.
The raw signal is affected by a large number of spurious frequencies generated by
the non-linearity introduced during the conversion phase. The method is particularly
effective to decimate these undesired frequency contributions along all the sampling
rate range. The depicted power spectra was obtained by collecting 217 samples after
a training where 300,000 data were used. The initial SINAD of 31 dB was increased
to slightly less than 51 dB, while the ENOB achieved a remarkable increment of
+3.26. Also the SFDR met a positive variation of the roughly same magnitude of the
SINAD with an increment of +22.45 dB.
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Figure 5.10: Power spectra of two sinusoidal signals before the calibration (red) and after the correction
(black).
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Let’s consider now the first data column of Table 5.7 that lists the figures of merit
before the calibration and the second one which considers the outcome after a cor-
rection run with a sinewave. Unlike the results summarized in Table 5.4 obtained
with a DFT code implemented from scratch for this purpose, these are derived by
using a Fast Fourier Transform (FFT) routine available on Python 3 to speed up the
analysis. The recorded improvements are considerable by taking into account a quite
large number of double training samples, itemized in the rightmost column.

Figure of sinewave ramp Training
merit samples

Before After Variation After Variation (103)
SINAD (dB) 31.29 44.63 +13.34 50.21 +18.92

ENOB 4.90 7.12 +2.22 8.05 +3.14 100
SFDR (dB) 33.55 46.93 +13.38 60.39 +26.84
SINAD (dB) 31.29 50.25 +18.97 52.35 +21.06

ENOB 4.90 8.06 +3.15 8.40 +3.50 200
SFDR (dB) 33.55 54.57 +21.02 60.13 +26.58
SINAD (dB) 31.29 50.93 +19.64 49.88 +18.59

ENOB 4.90 8.17 +3.26 7.99 +3.09 300
SFDR (dB) 33.55 56.0 +22.45 54.25 +20.70
SINAD (dB) 31.29 51.02 +19.73 51.02 +19.73

ENOB 4.90 8.18 +3.28 8.18 +3.28 400
SFDR (dB) 33.55 56.76 +23.21 56.21 +22.66
SINAD (dB) 31.29 50.73 +19.44 50.97 +19.68

ENOB 4.90 8.13 +3.23 8.17 +3.27 500
SFDR (dB) 33.55 55.86 +22.31 56.76 +23.21
SINAD (dB) 31.29 50.81 +19.53 51.33 +20.05

ENOB 4.90 8.15 +3.24 8.24 +3.33 600
SFDR (dB) 33.55 56.60 +23.05 58.45 +24.90
SINAD (dB) 31.29 51.77 +20.48 51.33 +20.05

ENOB 4.90 8.31 +3.40 8.24 +3.33 700
SFDR (dB) 33.55 59.43 +25.88 58.45 +24.90
SINAD (dB) 31.29 51.44 +20.15 51.65 +20.36

ENOB 4.90 8.25 +3.35 8.29 +3.38 800
SFDR (dB) 33.55 60.11 +26.56 58.58 +25.03

Table 5.7: Figures of merit of the tested chips.

These results are graphically represented in Figure 5.11 where the parameters are
plotted as a function of the number of training samples. Both the SINAD and the
ENOB show a clear plateau that starts from a training samples of 200,000 acquisi-
tions, while in the SFDR plot this saturation is not so evident. This observation is
important to contain the calibration to a reasonable time window.
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Figure 5.11: Figures of merit outcomes for different numbers of training samples using a sinusoidal
signal as input.

Indeed, a quick comparison with the results collected in Table 5.4 shows that even
in the smaller training set two out of three figures of merits are similar to the pure
simulations case. The most important differences are about the training sets. To
achieve these comparable outcomes a number of samples which is three times the
preliminary estimations is required. At this point it is necessary to highlight the dif-
ferent initial conditions since the original evaluations did not considere an extreme
DAC mismatch as that one observed in the laboratory test. However, the algorithm
responds adequately even in this not favorable condition. A general improvement
occurs for all the training sets used, achieving the maximum positive ENOB vari-
ation of +3.40 in the best case for the given learning parameters and by using a
number of training samples equal to 700,000. As mentioned before, the input used
to calibrate the weights is a sinusoidal signal which amplitude was properly chosen
to avoid the saturation during the injections. However, although the availability of
a signal generator is not problematic during a laboratory test, it becomes trickier to
generate a sinewave on-chip for standalone applications. A more suitable signal for
a local generation is a ramp which is enough for calibration purposes. Thus, the
algorithm performance was also tested by providing a ramp signal to the correction
engine. The outcomes were collected in the third column of Table 5.7 and they are
fully competitive with the ones achieved with a sinewave. It is worth to mention that
for most training sets the results are even more better than the sinusoidal signal case.
For instance, the highest performance was achieved for a number of training sam-
ples equal to 200,000, where the SINAD is incremented by +21 dB, ENOB passes
from the initial 4.90 bits to 8.40, recording a positive variation of +3.50, and the
SFDR reaches slightly more than 60 dB. The increased outcomes can be explained
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by considering that the equal flat code distribution could be more suitable than the
sinusoidal input signal. Given the selected learning parameters µ∆ and µW , the non-
linear points are equally well explored in this case and the final performance benefits
by this feature. Although the three pictures of Figure 5.12 point out a shared bump
located at 300,000 training samples, the general trend resembles the plateau achieve-
ment of Figure 5.11 with global better results. This aspect is particularly interesting
in terms of an embedded on-chip integration for multichannel systems and it proves
its feasibility.
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Figure 5.12: Figures of merit outcomes for different numbers of training samples using a ramp signal
as input.

5.1.4 Power analysis

To complete the study of this unit, the power consumption was also investigated be-
cause the gate delays strongly depend on the applied voltage. The digital power dis-
sipation is formed by two components: the static power and the dynamic one [181].
The first contribution is relevant to the case when the standard cells are freezed into
some logic states and no charge and discharge event occurs. To get the idea about
this configuration, let’s recall a simple CMOS inverter powered by a VDD voltage
source. When the input is 0, the p-MOS transistor is closed, while the n-MOS is
open and this results into an output equals to VDD. If the input is 1, the complemen-
tary situation happens and the output is equal to 0. Ideally, no current can flow from
the terminal VDD to ground because the path is always opened due to one transistor
switched off. Then, the static power dissipation should be equal to zero. How-
ever, the path between the diffused regions of drain and source terminals and the
p-substrate gives a static power consumption because of the reverse-bias leakage.
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The total power related to the leakage dissipation is then calculated as the product
between the sum of all possible leakage current sources IL and the supply voltage
VDD:

Pleakage =
n∑

i=0

IL · V DD (5.1)

A detailed discussion about the leakage can be found in [182]. Thus, to define the
power associated with the static fraction, the latter quantity is summed to the internal
power due to the charged and discharged states of the internal capacitances of each
cell. Therefore, the average switching power is also added and computed using the
formula:

Pswitching =
1

2
α · V DD2 · C · f (5.2)

where α quantifies the activity factor, C represents the power-dissipation capaci-
tance and f is frequency of the input signal. Eq 5.2 is required by the tool to compute
the average switching power [183] as part of the global static power. The activity
factor is set to a default value, but this quantity is overwritten if the user provides a
post-layout simulation to obtain a more precise result as the case of this thesis. The
IR drop along the power grid, named static rail analysis, is also extracted from this
estimation. Conversely, when steady-states are not kept anymore by the logic gates,
the dynamic power consumption is evaluated. In this second contribution the current
flows during the switching activity of each transistor that changes its current logic
state. The switching power component is detailed computed based on a vectorless
timing database and the effective switching derived from the simulation waveforms.
The dynamic internal power takes into account also the short-circuit powers due to a
momentary short circuit current that occurs between the P and N transistors of each
cell during the switching. These values are collected into the libraries provided by
the foundry. As well as the static version, even in this case the previous results can
be exploited to estimate the IR drop, called dynamic rail analysis. For the current
design two modes of the processor were examinated, namely, when the calibration
is enabled and when the correction does not take place, which is the default opera-
tion mode. Hence Table 5.8 summarizes the results for the 9-metals 65 nm CMOS
technology implementation using the data collected from the test chip discussed in
Section 5.1.3.
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Power without calibration with calibration with calibration
Static (mW) (%) Static (mW) (%) Dynamic (mW) (%)

Internal 0.3220 86.11 0.4079 85.47 0.7301 86.19
Switching 0.0500 13.38 0.0673 14.11 0.1150 13.58
Leakage 0.0019 0.52 0.0020 0.42 0.0020 0.24

Total 0.3740 0.4772 0.8471

Table 5.8: Static and dynamic power budget without calibration and during correction.

Table 5.8 itemizes the power estimations derived with a dedicated software tool.
The static power is divided into two columns, in particular when the calibration
block runs without the correction (first column) and when the weights adjustment
is enabled (second column). The last column sums up dynamic budget. Although
the percentages remain quite the same for the three cases dominated by the internal
power, the total values of the static parts are remarkably different compared to the
dynamic evaluation. The main differences concern both the internal and switching
powers, while the leakage is barely larger in the second case. These values are ex-
plained by considering the calibration engine activation that requires more power
due to the weights computation. The dynamic contribution on the third column is
calculated by taking into account the most power consuming interval along 1600 ns
post P&R simulation in the typical corner. The larger power demand compared to
the static configuration is evident because the dynamic estimation is slightly less than
twice the static value in calibration mode. Tables 5.9 and 5.10 show the different
power distribution among the power groups. Indeed, when the calibration is not en-
abled the combinational contribution to the total 0.374 mW is limited to 5.985% and
the power budget is dominated by the sequential portion with almost the 80%. This
partition changes by passing to the calibration mode as indicated in Table 5.10 where
the combinational part is increased to ∼0.11 mW, thus roughly less than 24%. The
variation is justified by the computational power required to figure out the sequence
d±, ε, ∆d and finally the weights.

Power Internal Switching Leakage Total Percentage
group

Sequential 0.2974 0.0004 0.0002 0.2979 79.66
IO 0 0 1.4 ·10−9 1.4 ·10−9 3.8 ·10−7

Combinational 0.0078 0.0130 0.0016 0.0224 5.985
Clock (Combinational) 0.0169 0.0367 8.6 ·10−6 0.0536 14.33

Total 0.3221 0.05 0.0019 0.374 100

Table 5.9: Static power contributions without calibration. The total value as well as the internal,
switching and leakage ones are expressed in mW.
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Power Internal Switching Leakage Total Percentage
group

Sequential 0.3085 0.0016 0.0002 0.3103 65.02
IO 0 0 1.4 ·10−9 1.4 ·10−9 3.0 ·10−7

Combinational 0.0825 0.0291 0.0017 0.1132 23.73
Clock (Combinational) 0.0169 0.0367 8.6 ·10−6 0.0536 11.23

Total 0.4079 0.0673 0.0020 0.4772 100

Table 5.10: Static power contributions enabling the calibration engine. The power is expressed in
mW.

The trend is confirmed in Table 5.11 where the sequential power budget plummets
to 38% while the combinational one consistently rises to 55%, thus more than half
of the total power in calibration mode.

Power Internal Switching Leakage Total Percentage
group

Sequential 0.3221 0.0020 0.0002 0.3243 38.28
IO 0 0 1.4 ·10−9 1.4 ·10−9 1.7 ·10−7

Combinational 0.3912 0.0769 0.0018 0.4699 55.47
Clock (Combinational) 0.0169 0.0361 8.6 ·10−6 0.0529 6.248

Total 0.7301 0.115 0.002 0.8471 100

Table 5.11: Dynamic power contributions during the calibration. The power is evaluated in mW.

To better visualize this quantitative dynamic analysis on the chip area, some
heatmaps are reported in the following.
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Figure 5.13: Heatmap of the internal power over the chip area of the calibration block.
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Figure 5.14: Heatmap of the switching power of the instances.
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Figure 5.15: Heatmap of the leakage power of the standard cells.

These maps are characterized by an apparently singular U-shape that is due to the
optimization process of the P&R tool used. The combinatorial logic of the module
dedicated to the computation of the weights was mainly allocated in the middle area
of this shape. This hardware is surrounded by the registers to store the outcomes
and even outermost the other blocks take place. This implementation appears a quite
natural choice to minimize the slack among the sub-modules since the circuitry used
to update the weights is strictly interfaced with the others. Indeed, the reader have
to recall again the algorithm discussed in Section 3.6 where the calculations clearly
show how the weights are involved in the derivation of d±, ε and ∆d. Therefore,



5.1. CALIBRATION PROCESSOR IMPLEMENTATION 123

based on these considerations the recognizable shape is fully justified. The previ-
ous maps merge into Figure 5.16 where the total power is represented. Figure 5.17
visually describes the total power density.
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Figure 5.16: Heatmap of the total power that characterize the implemented ODC algorithm.
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Figure 5.17: Heatmap of the total power density.

The last heatmap of Figure 5.18 illustrates the IR drop on the chip area when
the voltage source VDD is equal to 1.2 V. Some spots of the map exhibit the larger
value reported in the thermometer bar. These extreme points are probably due to the
width of the vertical power metal lines and could be mitigated by increasing the area
dedicated to these stripes or adding further lines. However, the general IR drop is
uniform enough on the chip area and it is acceptable.
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Figure 5.18: Heatmap of the IR drop with the voltage source VDD equals to 1.2 V.

The pie chart representing the dynamic power partition among the sub-modules
of the block is reported in Figure 5.19. It was obtained by considering five double
acquisitions, including the initial offset injection. This latter explains why the delta
module contribution is prominent in the chart since the circuit dedicated to the up-
dating of ∆d is enabled one more time. The slices reserved to the computation of
d±, the weights and the final output, respectively named d_pm_module, W_module

and out_module in the chart, are clearly comparable in terms of power consump-
tion. It was expected because the implementation is similar in the RTL code and
these passages involve digital words with the same length. Thus this means that their
switching activity can be also guessed roughly comparable. Lastly, the ε deriva-
tion presents the lower power impact since it implements only subtractions and no
multiplications are required.

Figure 5.19: Pie chart of the power budget for the calibration engine.
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5.2 Digital signal processor implementation

a) b)

Figure 5.20: Layout of the digital signal processor: a) 6-metals 110 nm CMOS process, b) 9-metals
65 nm CMOS technology.

Also the digital signal processor was implemented both in 6-metals 110 nm and
9-metals 65 nm CMOS technologies. The final layouts occupy an area of 781 x 781
µm2 and 424 x 424 µm2, respectively. In addition, due to the number of crucial regis-
ters for the operativity of the circuit, this unit was equipped with a protection against
radiation. In next sections this topic and the strategy assumed will be discussed.

5.2.1 Radiation hardness

Let’s consider a space mission where many electronics systems are employed both
for pure automatic tasks such as satellites or rover missions and crew transportation
toward the International Space Station. This environment is deprived of the atmo-
spheric protection, becoming hostile for human beings, but also for integrated circuit
as well. The section of a generic silicon device is reported in Figure 5.21, showing
what happens when a charged particle passes through it [185]. The red arrow rep-
resents the dense ionization track of a particle, such as proton or a heavy ion, into
the material. The crossing from the passivation layer to the substrate creates free
electron and hole pairs as discussed in Section 1.1. If the particle interacts with the
nucleus of an atom its scatter contributes to another ionization process. Many elec-
tron and hole pairs recombine back along the path, but when the interaction involves
the Si substrate depletion region, a collecting effect of electrons both by drift (darker
green arrow) and diffusion (lighter green one) happens. This is due to the higher
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voltage of the NMOS drain diffusion and it can produce a bit flip in a memory cell.
This phenomenon is named Single Event Upset (SEU) and its effect on the storage
of a SRAM cell [186] is examinated in Figure 5.22.
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Figure 5.21: Example of single event upsets (SEU) in a silicon device.

Let’s suppose to have the initial voltage value VDD on the net named IN and the
complementary value GND on the net referred as OUT.

VDD

VSS
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M2 M3

M4

IN OUT

Figure 5.22: SRAM cell.

Then, a radiation source deposits a
charge at the drain of M1. A tran-
sient current occurs and the state of IN
is temporarily changed from VDD to
GND. Thus, the second inverter com-
posed by the pair M3 and M4 evalu-
ates this switch and changes accord-
ingly the output value from GND to
VDD. The new state of OUT in turn
enforces a wrong state also on the
net IN and the bit inversion remains
stored in the memory cell. This type
of system failure belongs to soft error
class and its effect can be classified as
static to distinguish it from the tran-
sient one caused by a Single Event
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Transient (SET). A SET occurs when a charged particle passes through a sensitive
node of a combinational logic block. This event has a distinct signature in polarity,
amplitude of the waveform and its duration [187] depending both on the radiation
source and on technological parameters as the doping. SEU is classified into three
order effects by the number of upsets that take place. If a single bit inversion occurs,
it is defined as first order effect. When Multiple Bit Upsets (MBU) happen in the cir-
cuit, they are categorized as second or third order effects. A MBU can be generated
by a very tilted charged particle that ionizes two sensitive nodes at the same time.
MBU in turn is classified into three categories. The first type describes a second
order effect and it is represented by a single particle that strikes two near junctions,
located in distinct memory cells. The second MBU case appears when a particle
hits two adjacent nodes placed in the same memory unit. This event belongs to the
third order class of effects. Lastly, when multiple particles deposit energy in differ-
ent sensitive junctions and this results into multiple bit flip of memory elements, a
third order class of effects occurs. This case is assimilable to a group of SEU that
simultaneously strikes memory cells. The charge deposition can be approximated as
a double exponential current pulse [188]:

I(t) = I0

(
e−

t
τα − e

− t
τβ

)
(5.3)

where I0 represents the maximum current, while τα is the collection time constant
of the junctions and τβ is another time constant for initially set the ion track. This
model was derived from device simulations where different types of junctions and
charge collection mechanisms were considered [189]. The curve shows the shape of
the charge collection considering the depletion and funneling regions, including the
diffusion process. The funneling region is generated when the electron-hole pairs
cross the depletion region around the junction which is characterized by a high field.
The carriers cause a distortion of this field that is extended now along the track,
occupying a field-free region. This new configuration of the field leads to a drift
collection of the carriers in the track. The extension of this mechanism depends on
the concentration of impurities into the substrate. A detailed analysis can be found
in [190]. To evaluate the incidence of radiation into the material the energy and the
flux of particles must be considered. The energy is measured in rad, where 1 rad is
equal to 10−s (J/s). The flux is expressed as the number of particles that pass an
area of 1 cm2 during 1 second. If the ionization event is particularly energetic, the
electronics can show permanent damages as mentioned in Section 1.3.3. However,
these types of errors are out of the scope of this thesis and they are not discussed here.
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These sources of fault were predicted in the first years of 1960s and confirmed in the
late 1970s for what concerns both space and terrestrial microelectronics. The first
evidence of SEU due to cosmic rays interaction with electronics is dated 1975 and
it involved satellite operations. On terrestrial applications, the alpha particles were
recognized as the primary generator of errors at the ground level because they were
emitted from 238U impurities in the packaging of DRAM [191]. These soft errors
were confirmed in later years with cumulative evidences and a well documented
history can be found in [192].

5.2.2 SEU mitigation techniques

As the knowledge about the SEUs and their effects has increased during the years,
many solutions have been proposed to detect and mitigate the problem [193]. Nowa-
days, the initial shielding protection that reduces the particle flux through the devices
is not enough. Indeed, modern circuitries took benefit from the scaling process,
power consumption reduction and increased clock speeds. However, the resulting
reduced noise margin makes the recent very deep submicron technologies more sen-
sitive to radiation influence. Thus, the development of more sofisticated fault-tolerant
techniques becomes of interest for the scientific community and industry. Many ap-
proaches have been explored during years and they are strongly dependent on the
target device. Three main classes can be defined: fabrication process-based tech-
niques, design-based methods and recovery systems. The first category adopts solu-
tions based for instance on epitaxial CMOS processes or silicon-on-insulator (SOI).
The design-based systems are divided into two branches, where the first one collects
all the detection techniques such as the hardware redundancy, the use of an error de-
tection coding or self-checker approach. The second branch is based on mitigation
techniques. Members of this sub-class are the Triple Modular Redundancy (TMR)
with voters or hardened memory cell level. Lastly, the recovery systems are only ap-
plied to programmable logic and they account reconfiguration, partial configuration
and rerouting design. Each approach can be more suitable than others depending
on the application and the available resources in terms of area, power budget and
performance. Some variants were also derived from these techniques as reported in
[194] where a logic partition have been applied.

5.2.2.1 Triple Modular Redundancy implementation

For this work, a generic protection against radiation was adopted and the triple mod-
ular redundancy with triplicated voters was selected [195]. Because the core of the
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current digital signal processor is represented by its memory where the coefficients of
the filters and the other configurable parameters are stored, the triplication involved
these registers. Therefore, the first step concerned the development of a detection
scheme. This circuit was simply accomplished comparing each triplicated register
TMR_n with the other two and requiring that these three equalities were simultane-
ously fulfilled. Thus, the scheme followed for the detection of a changed register is
shown in the following code snippet:

1 ////////////////////////////////////////////////
2
3 foreach(TMR_1[i]) begin
4 if (TMR_1[0] == TMR_2[0] && \
5 TMR_2[0] == TMR_3[0] && TMR_1[0] == TMR_3[0])
6 matching_TMR_1[i] = 1’b0;
7 else
8 matching_TMR_1[i] = 1’b1;
9 end

10
11 ////////////////////////////////////////////////

where the foreach loop is performed on the registers named TMR_1[i] and the
signals matching_TMR_1[i] point out when an inequality occurs. This detection
circuit is replicated also for TMR_2 and TMR_3. Once an inequality condition is
recorded, the FSM reaches the dedicated SEU_RECOV ERY _MEMORY state
for the correction. In Figure 5.23 the majority voter implemented for this purpose is
reported.
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Figure 5.23: Majority voters for the memory recovery.

The recovery is realized with a combinatorial logic able to perform the bitwise
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AND operation between the registers content combined with a final bitwise OR op-
erator. The following code summarizes this description:

1 ////////////////////////////////////////////////
2
3 //STATE SEU_RECOVERY_MEMORY
4
5 foreach (out_voter[i])
6 out_voter[i] = (TMR_1[i] & TMR_2[i]) | \
7 (TMR_2[i] & TMR_3[i]) | (TMR_1[i] & TMR_3[i]);
8 end
9

10 ////////////////////////////////////////////////

As mentioned before, also the majority voter is triplicated and the output pro-
vided by out_voter[i] is then used to rewrite the data stored in triplicated mem-
ories TMR_n. The physical implementation of this correction circuitry required
some caution. Firstly, all the synthesis tools try to simplify the hardware modeled
at RTL stage. This intrinsic operation makes sense because the designer have to
focus the most part of efforts on the functionality and algorithmic efficiency of the
design, leaving the CAD to manage often complex circuits. However, sometimes a
fine control on this optimization process is required as the case of TMR. Hence, a
dont_touch command was applied into the Tool Command Language (TCL) scripts
to avoid the deleting of these nets. Unfortunately, this is not enough when the lay-
out have to be generated. Even in this step, the dedicated tools try to optimize the
timing performance by minimizing the space between connected cells. The correc-
tor circuit introduced before is strictly connected through the triplicated voters and
this means that the tool will try to place the cells near each other. If this place-
ment improves the timing of the processor, at the same time it nullifies the protection
against radiation. Indeed, a particle might generate multiple bit flips inside the core
area of the design. If these inversions affect two locally close registers of the same
memory slice, a correction is not possible anymore. A good strategy to overcome
this placement-default behaviour is to define a bound, namely, an area in the floor-
plan of the design where to harvest all the cells of a certain type or with a specific
name. The idea is depicted in Figure 5.24. The grey darker region represents the
core of the design, while the three lighter squares are bounds. They are physically
distantiated and each one contains registers beloging to just one triplicated mem-
ory, symbolized by the numerical subscript. Generally, the tools give detailed op-
tions to control these areas [196] [197] and in this work move bounds were created.
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Figure 5.24: Floorplan partition into bounds for
TMR implementation.

Thus, the standard cells grouped by
their post synthesis netlist name have
been constrained to be placed inside
regions with specific coordinates to
prevent any timing optimization. On
the other hand, the possibility of plac-
ing also other cells into the bound ar-
eas was allowed. This choice was
done to not overcomplicate the de-
sign, leaving the CAD free to opti-
mize the timing inside and around the
bounds.

5.2.2.2 SEU and MBU simulations

Finally, to test the obtained layout,
some simulations were run. To sim-

ulate the ionizating particle strike the force command was used [198]. In particular,
the -deposit option was adopted to temporary force the change and to allow the re-
covery of the stimulated cells. The inversion bits were introduced both at the input
and at the output nodes of the triplicated flip flops. The system is successfully able
to detect the changed memory content and to correct it by restoring back the original
data. More in detail, the refreshing circuit can identify and adjust SEU, MBU of
second order effect and MBU of third type when they indifferently interest one of
the triplicated memory unit TMR_n.

5.2.3 Simulation results

For both the technology targets adequate testbenches were prepared to stimulate and
gather the outcomes from the simulated chips in post P&R typical corner. The sim-
ulation tool allowed to test all the tasks presented in the overview Section 4.3: by
starting from the ideal state, the FSM takes care of the coefficients uploading re-
quired for the successive processing. Then, the average computation of the noise
takes place, followed by its square root derivation through the bisection algorithm.
At this point the FSM is ready to manage the main signal processing by feeding the
CR-RC4 chain to apply later the MWD in order to extract the energy information
from the incoming data. At the same time, the charge is computed as well as the
timing information is obtained with the CFD. Finally, the pile-up rejection system is
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enabled to prevent undesidered effects on the output data. In addition, as explained
in the previous sections, a TMR module restores the memory content in case of par-
ticle interactions. Most of these processes are not particularly interesting since they
involve just circular buffers and accumulators to realize addition and multiplication
operations. However, it could be more stimulating to inspect the implementation of
two specific algorithms. Thus, the RTL simulation of the bisection algorithm dis-
cussed in Section 4.4.2 is depicted in Figure 5.25. The passages described in the fol-
lowing were also verified with post P&R simulations of the two technologies with a
clock period of 20 ns. The signal signal_to_root presents to the combinatorial logic
the value to be rooted, 6561 in the reported example. The register counter_accuracy
keeps a record of the number of iterations. When its value is equal to zero and the
FSM enables the square root computation, the initialization of the memories named
lower and upper occurs (red dashed line).
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Figure 5.25: Timing diagram of a behavioural simulation of the bisection algorithm for the square
root computation.

In particular, the smaller value, which is equal to 1, is assigned to lower while the
data contained into signal_to_root is stored into upper. Consequently, the iteration
starts and at each clock cycle the value of guess, its squared value guess2 and both
lower and upper themself are updated. The process continues until a pre-uploaded
value for the counter is achieved, highlighted with the yellow dashed line in the pic-
ture. During this process, the reader can appreciate the gradual convergence towards
the final quantity. At this stage the value of guess is truncated and a 12-bits data
word, called sigma_out in the image, is sent out from the module. In the illustrated
example the accuracy of the algorithm can be proved by computing the square root of
6561 which is properly 81. The bit-width of each register was dimensioned to avoid
miscalculation due to the approximation. The other fascinating on-chip application
is represented by the implementation of the Goldschmit’s algorithm introduced in
Section 4.9.6. Even the example depicted in Figure 5.26 illustrates a RTL simulation
and as for the bisection algorithm its regularity was tested with a post P&R check.
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The latter returns the same results of the behavioral simulation.
clock

CFD

negative

positive

state_process

difference

output

6 67 -216 -345 -393 -341 1211 1397 1554728 1619 1635 1573 1413 1361 13101600 1452 1245 1186 1096 10591178 1041 920 907 830 832871

-216 -345 -393 -341 341

7280

10 2 3 4 5 0

Time (ns)
0 20

0 1069 1.30 5.12 10.0 19.0 58.1 84.7 102.22.59 34.7 106.7 106.9 341 2.22106.9 2.89 3.16 3.18

0 106.9 3.18

3.18

Figure 5.26: Timing diagram of a behavioural simulation of the Goldschmit’s algorithm for the im-
plementation of the division.

In Figure 5.26 the clock is set to 50 MHz and at its posedge the CFD output is
refreshed. Similarly to the bisection case, a register named state_process manages
the computing stages of the method. When it is 0, the negative register is contin-
uously updated if the CFD output is negative. This step corresponds to the interval
between the red dashed line and the green one. If a positive CFD outcome is pre-
sented at the input and its value is above a configurable threshold, the refreshing of
negative memory is stopped, holding the last stored value. The content of positive
is also updated with the detected data and a pulse signal is generated. In the reported
example, the threshold was set to zero, thus the positive word recorded was the first
one available. When the state_process is equal to 1, the circuitry is initializated,
while at the state 2 it begins to compute the angular coefficient referred as m. If
the convergence is achieved into a configurable number of steps, the unit sends out
the computed value, going on with the process, otherwise the state returns to zero to
avoid dangerous loops. After this stage the block takes advantage of m derivation
to calculate the zero crossing time. Hence, the state 4 is reserved to this task and
the value is obtained with the same procedure. The previous counter is exploited to
prevent another potential unwanted loop.
These algorithms and the other implemented features discussed in Chapter 4 have
been tested on two different configurations with post P&R typical corner simulations.
In the first one, 1000 noisy pulses with the same nominal height were provided to
the DSP module. These values are biased with a time-variable offset and they were
extracted by a Python script implemented from scratch. This program simulated the
outcome of a 12-bits SAR ADC running at 50 MHz. To model a realistic DAC, a
15% random capacitor mismatch has been considered in the data generation. Fur-
thermore, the RMS quantization error Vq described in Section 2.1, thermal noise Vth

introduced in Section 2.2 and lastly the jitter contribution defined in Section 2.3 have
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been taken into account as well in the script. The data coming from the CR-RC4,
the trapezoidal filter and the energy output were collected and analyzed to compute
the final SNR. Three pulses of this set were reported in Figure 5.27. The reader can
appreciate the baseline correction on the CR-RC4 output by observing the flatness of
the processed data. In the magnified area the plateau formed by the MWD manipula-
tion was enlarged. The blue step represents the energy extracted after the averaging
of 4 trapezoidal outputs once the plateau was reached. The energy output is held
until the MWD value returns below a configurable threshold.
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Figure 5.27: Example of DSP elaboration of pulse signals after the CR-RC4 filtering (green) and the
MWD processing (orange) pipelined with a dedicated energy extraction circuit (blue).

The stored outcomes of the CR-RC4 chain were elaborated in the same way pre-
sented in Section 4.7.4. For the trapezoidal signal instead a single top value of each
energy step was acquired and the RMS of the signal was calculated on this dataset.
The RMS noise was derived by considering an equal number of points collected from
the MWD baseline. The results of 1000 analyzed samples are reported in Table 5.12
where the first row recalls the raw data evaluation shown in Table 4.5. The SNR
of the pulse shaper is slightly smaller than the value 183.44 of the previous Python
analysis. This discrepancy could be attributable to two factors: the first one concerns
the mere approximation used in the physical implementation. In fact, the CR-RC4

output is formed by only 12-bits and an additional one is reserved to the sign. By
contrast, the Python simulation used to initially evaluate the SNR of the same chain
exploits 64-bits. A second reason is due to an inherent difference in the data pro-
cessing between the post P&R simulations and that one carried out with Python. The
latter used a simplified version where the baseline is not continuously updated, but
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its value is freezed at the beginning of the script. Conversely, the final chip design
takes care of the baseline fluctuations and the circuit corrects them sample by sample.
Although the SNR of the pulse shaper is a little bit smaller than expected, the final
result is fully satisfactory by looking at the ratio of the MWD. Actually, the acronym
MWD in Table 5.12 indicates the pipelined circuitry composed by the MWD filter
coupled with the energy extraction module. Thus, at the end of the signal processing,
the chip is able to increase by 16 times the initial SNR, ensuring a SNR of 48.93 dB.

Stage SNR SNRdB FSNR

RAW 17.24 24.73 1
RC4 170.18 44.62 9.87

MWD 279.52 48.93 16.22

Table 5.12: Post P&R SNR values for RC4 and MWD coupled with the energy extraction circuitry.

The second simulation proved the ability both of the CFD method and the Gold-
schmit’s algorithm to detect the zero crossing time with a precision below 1 ns, if
properly configured. For this purpose, another set of 1000 pulses of different ampli-
tudes fed the DSP chip. The minimum generated amplitude was around 1700 ADC
codes, while the maximum one was of 3045 ADC codes. The level of noise injected
was the same of the previous simulation. The post P&R simulation for the CFD
block is reported in Figure 5.28 where the orange signal represents the output of the
CFD circuit.
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Figure 5.28: Example of CFD filtering with baseline correction and the pulse generated for signals of
different amplitudes.
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The sign changing of the function when a pulse is detected on the raw data is
easily recognizable. A step is contextually genereted in order to reconstruct the
event even offline (it is intentionally enlarged in the magnified area for visualization
purposes). The continuously updated baseline is also depicted in the image. This
is maintained constant inside the acquisition window of the signal which is detected
with two programmable thresholds as explained in Section 4.4. This value is then
used to correct the CFD output and its baseline restoring is effective to cancel both
the injected offset and the noisy modulations. From the simulation two set of data
composed by angular coefficients and time zero points were also collected. Each one
is expressed as 33-bits long word, where the first bit is reserved to the sign, followed
by 12-bits slice assigned to the integer part and the last 20-bits part used for the
decimal component. On this data structure the average value of the 1000 time zero
points was computed, then their standard deviation was calculated. To investigate
the robustness of the method, the nominal rising time τr = 50 ·10−9 was additionally
randomized pulse-by-pulse besides the injected noisy background of the previous
simulation. Table 5.13 summarizes the results where the first column indicates the
window of randomization for each pulse and the second one lists the average values
of the cross points measured in ns. For these values the zero time reference were
defined by the negative value whose occurrence is externally flagged by the step
signal. Lastly, the last column shows the standard deviations σzp.

∆τr (±%) Zeropoint (ns) σzp (ns)
0 10.32 ±0.64
5 10.29 ±0.69
10 10.25 ±0.70
15 10.23 ±0.88
20 10.23 ±0.84
25 10.16 ±1.08
30 10.02 ±1.64

Table 5.13: Timing resolution obtained with the CFD method for different rising times and amplitudes.

The best result is (10.32 ± 0.64) ns, hence when no further perturbation on the
rising edges are introduced. However, the CFD method is strong enough to tolerate
a 20% of randomization without overcoming the 1 ns of resolution. The non-total
monotonicity of σzp is due to the intrinsic differences between the generated datasets.
For instance, each simulation is characterized by its own baseline fluctuations and
noise contributions. Thus, under this conditions, the circuit is able to resolve both
the time walk effect that arises when signal amplitude is not constant and the rising
time variations within a time resolution below 1 ns.
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5.2.4 Power analysis

Finally, the DSP circuit performance in terms of power consumption was investi-
gated. Different tasks performed by the digital processor were considered: the ini-
tial average computation, the sigma derivation, the baseline definition and the pulse
processing were inspected both on their static and dynamic components. The latter
examination takes into account the same two most energy-intensive intervals, one for
the average and sigma, the other one for the baseline and pulse elaborations. These
two couplings are due to the order of execution of the tasks. Indeed, the average and
sigma calculations share the same toggle rate because they are activated earlier and
neither the baseline elaboration, nor the pulse signal processing are still enabled at
those points. On the other hand, the static dissipation records these variations and
it rises progressively from the average to the pulse elaboration of the signal. It was
expected because more and more circuitries are involved from the initial idle state to
the full final computation.

Power Average Sigma Baseline Pulse Pulse
Static (mW) (%) Static (mW) (%) Static (mW) (%) Static (mW) (%) Dynamic (mW) (%)

Internal 1.9883 82.42 2.1316 80.77 2.7301 77.03 2.9016 77.46 4.1207 76.94
Switching 0.4191 17.37 0.5026 19.04 0.8090 22.83 0.8390 22.40 1.2296 22.96
Leakage 0.0050 0.21 0.0050 0.19 0.0051 0.14 0.0051 0.14 0.0051 0.10

Total 2.4124 2.6392 3.5442 3.7457 5.3554

Table 5.14: Static and dynamic power budget of the DSP chip during different tasks.

For this reason, the static power of all the listed tasks are reported in Table 5.14
while the dynamic slice takes into account slightly more than 17,000 ns during the
pulse processing operation. In this time window the chip processed 10 pulses of
variable amplitude and different time distribution to mimic a realistic condition.
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Figure 5.29: Example of DSP elaboration of pulse signals.
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These signals are also biased with an offset and they are depicted in Figure 5.29
where the magnified area shows the activation of the pile-up rejection system. In
fact, the pulse located at 600 ns is correctly processed while the next one is rejected.
This fact is visible in the energy level (blue) which is not updated. Although the chip
was still able to process this pile-up event, the feature was enabled to include it in the
power evaluation. These values are referred to the 9-metals 65 nm CMOS technology
running at 50 MHz clock and by considering the typical corner simulation. The
average, sigma and baseline power consumptions were computed considering a time
window of 200 ns. In Tables 5.15, 5.16, 5.17 and 5.18 the static power distribution
changes from the initial state towards the full operativity in terms of computation. In
particular, it is significant to take into account the combinational percentages. During
the average value derivation no other module is directly activated, thus the value is
around 30%.

Power Internal Switching Leakage Total Percentage
group

Sequential 1.432 0.0050 0.0010 1.438 59.59
IO 0 0 4.4 ·10−8 4.4 ·10−8 1.8 ·10−6

Combinational 0.4705 0.2551 0.0038 0.7295 30.24
Clock (Combinational) 0.0863 0.1589 4.4 ·10−5 0.2452 10.17

Total 1.988 0.4191 0.0050 2.412 100

Table 5.15: Static power distribution expressed in mW computing the average value.

Once the average value is obtained, the FSM passes to the sigma elaboration and
the same power group rises up to 35%. It was expected since in this task two subtrac-
tions and one multiplication are involved, while by contrast the average operation is
carried out with a single addition into the accumulator register.

Power Internal Switching Leakage Total Percentage
group

Sequential 1.451 0.0064 0.0010 1.458 55.26
IO 0 0 4.4 ·10−8 4.4 ·10−8 1.6 ·10−6

Combinational 0.5943 0.3372 0.0038 0.9354 35.44
Clock (Combinational) 0.0863 0.1589 4.4 ·10−5 0.2452 9.291

Total 2.132 0.5026 0.0050 2.639 100

Table 5.16: Static power derived for the sigma computation. Unit expressed in mW.

As mentioned before, the baseline task marks the first step into the full process-
ing state. Basically, the combinational power around 49% is calculated when all the
processes dedicated to the data filtering are activated. This means that the CR-RC4

chain, the further trapezoidal deconvolution coupled with the energy extraction, the
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charge accumulation and the data manipulation by adopting the CFD approach, in-
cluding the pile-up rejection system, take part to this component.

Power Internal Switching Leakage Total Percentage
group

Sequential 1.533 0.0121 0.0010 1.547 43.64
IO 0 0 4.4 ·10−8 4.4 ·10−8 1.2 ·10−6

Combinational 1.11 0.638 0.0038 1.752 49.44
Clock (Combinational) 0.0863 0.1589 4.4 ·10−5 0.2452 6.919

Total 2.73 0.809 0.0050 3.544 100

Table 5.17: Static power annotated for the baseline task and measured in mW.

The percentages variation between Table 5.17 and Table 5.18 where the combina-
tional power is slightly more than 54% is to ascribe to the average toggle rate during
the pulse processing.

Power Internal Switching Leakage Total Percentage
group

Sequential 1.529 0.0119 0.0010 1.542 41.18
IO 0 0 4.4 ·10−8 4.4 ·10−8 1.2 ·10−6

Combinational 1.286 0.6682 0.0039 1.958 52.27
Clock (Combinational) 0.0863 0.1589 4.4 ·10−5 0.2452 6.547

Total 2.902 0.839 0.0051 3.746 100

Table 5.18: Static power contributions expressed in mW during the pulses processing task.

Power Internal Switching Leakage Total Percentage
group

Sequential 1.559 0.0157 0.0010 1.576 29.42
IO 0 0 4.4 ·10−8 4.4 ·10−8 8.3 ·10−7

Combinational 2.475 1.058 0.0041 3.538 66.06
Clock (Combinational) 0.0863 0.1558 4.4 ·10−5 0.2422 4.522

Total 4.121 1.23 0.0051 5.355 100

Table 5.19: Dynamic power contributions during the elaboration of a pulse signal. The power is
evaluated in unit of mW.

Finally, Table 5.19 reports the values for the dynamic power where the total power
budget is bound to slightly more than 5.3 mW. The larger power consumption is
again required by the combinational group, followed by the sequential slice. These
values could be further reduced by enabling a zero rejection circuitry to send out only
significant data. This feature was not implemented in the current version of this DSP
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chip because the intention was to explore the power performance of the presented
filters in their worst case.
Even for this digital block some heatmaps were generated. In Figure 5.30 a sort of
tilted T-shape is recognizable and it is clearly defined by sharp borders characterized
by the lower internal power. This area is mainly populated by filler cells and logic
used to refresh memories. This apparent void is required to physically separate the
tripled registers as discussed in Section 5.2.2.1 and illustrated in Figure 5.2.2.2. The
almost blue pattern is due to the absence of stimuli of simulated particles.
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Figure 5.30: Heatmap of the internal power for the DSP chip.
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Figure 5.31: Heatmap of the switching power derived by the dynamic analysis.
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Figure 5.32: Heatmap of the leakage power accounted for the standard cells.

The total power of the standard cells summarized in Table 5.19 is illustrated in
Figure 5.33. Figure 5.34 depicts the total power density. The heatmap represented in
Figure 5.35 shows the IR drop across the chip area by considering a voltage source
VDD set to 1.2 V. In general, the distribution appears flat, but some spots are char-
acterized by a larger value compared to the average trend. In particular, the most
critical point is located at the bottom of the design. A more detailed inspection fig-
ured out that the involved cells belong to the output of the CFD filter. However, these
variations do not invalidate the functionality of the timing block.
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Figure 5.33: Heatmap of the total power of the DSP block.
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Figure 5.34: Heatmap of the total power density for the whole DSP chip.
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Figure 5.35: Heatmap of the IR drop. The voltage source VDD is equal to 1.2 V.

Similar considerations can be carried out for the rightmost regions where some
differences are recorded. These areas are managed by the trapezoidal filter and the
standard cells interested are some flip-flops of the dedicated circular buffer, some
logic and register of the reserved accumulator and a couple of flip-flops to obtain the
final outcome. Even in this case, the higher IR drop does not negatively affect the
performance of the filter. Therefore, the power distribution among the several blocks
reported in the pie chart of Figure 5.36 was quite expected. The most power consum-
ing module is the CFD block which is justified by the complex calculations. In fact,
they involve the discriminator and the division implemented with the Goldschmit’s
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algorithm as explained in Section 4.9.6. The CR-RC4 module requires less power,
nevertheless the number of operations is not trivial. Hence, the pipelined architecture
seems to be a reasonable design choice to contain its power consumption. The trape-
zoidal module should be coupled with the energy one because they formed another
pipelined structure. The budget for the MWD manipulation is far higher than the one
accounted for the energy extraction. Even this variation is expected since onerous
cumulative additions are carried out in the trapezoidal filter.

Figure 5.36: Pie chart of the power budget distribution among the sub-modules of the DSP chip.
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Chapter 6

Data compression

Data compression represents an important branch of the digital signal processing.
This term collects all those techniques that reduce the original data size during mem-
ory allocation and the algorithms developed to efficiently exploit the bandwidth dur-
ing the data transmission. At the same time, this category includes also the funda-
mental methods to reconstruct the compressed data. The reduction of information
can be also realized without a proper compression scheme. For instance, the occu-
pancy expected in ALICE was low, thus the development of ALTRO and its heirs
adopted a zero-suppression system to achieve an initial data reduction. This ap-
proach can be classified as the early stage of data formatting rather than a proper
data compression.
The compression algorithms are divided into two groups referred as lossy and loss-
less. As their name suggest, the difference is about the loss of information. In the first
set of techniques a lack of the exact reconstruction of the original data is expected.
This situation is not critical in some applications such as transmitting speech be-
cause a precise reproduction of that sound is not required and a distortion is assumed
acceptable. On the other hand, this compromise is widely compensated by general
higher compression ratios than the lossless counterpart. By contrast, the second class
of algorithms does not allow any loss of information. For example, let’s consider a
medical application as the PET where an accurate reconstruction of the radioactive
tracker distribution inside the patient is fundamental. In this case a deficiency of
information that may prevent a correct diagnosis is totally unacceptable. From this
point, only the lossless group will be taken into account since in nuclear and particle
physics experiments the loss of information cannot be tolerated. Thus, how do you
quantify the performance of a compression scheme? At first glance one could be
focused only on the amount of compression, but many factors contribute to a global
evaluation. In fact, the data similarity after the reconstruction process must be also
considered as well as the general complexity of the employed algorithm and the re-
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quired memory to store it. Additionally, the processing speed plays an important role
too. All these aspects become particularly significant for an on-chip implementation.
A quantitative measurement of the performance achieved with a given method is the
compression ratio (CR) which is defined as:

CR =
SA

SB
(6.1)

where SA is the size of a bitstream after the compression and SB is the original
data before the compression occurred. The reverse of this quantity is named com-
pression factor, while to estimate the saving percentage (SP):

SP =
SB − SA

SB
(6.2)

6.1 Compression techniques

Many compression algorithms have been developed over the years and they are op-
timized for specific tasks. For an exaustive list of these techniques a self-explained
title is reported in bibliography [199]. Even the particle physics field benefits of
compression schemes, especially when the data reduction represents the only feasi-
ble way to send out or to store the data during the experiments. An example is shown
in [200] where once again the TPC of the ALICE is involved. The expected rate of
events for the experiment was estimated around 300 Hz with an event size of 66
Mbyte by enabling the zero-suppression scheme. Therefore, the maximum data rate
was simply the multiplication of these two quantities which is close to ∼ 20 Gbyte/s.
This would have been an impressive amount of data and the issue to store it would
have not been trivial. For this reason the zero-suppression circuit was developed.
Although the data reduction was estimated around a remarkable 80%, this was not
enough and a compression algorithm was implemented and tested on FPGA. The
method took advantage of three techniques named vector quantization, delta calcu-
lation and Huffman coding. The maximum reduction obtained by combining these
three steps was 38% at 40 MHz.
In the following sections a selection of three popular and effective algorithms useful
to reduce the size of a data stream will be presented. The last section will be reserved
to discuss an application of these methods on a dataset generated for the CMS exper-
iment at CERN. This activity have to be considered as complementary work of the
thesis due to its preliminary nature.
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6.1.1 Run-Length Encoding

The first method presented is named Run-Length Encoding (RLE) and it is based on
the idea of replacement. Let’s suppose that a given data d is repeated n times in a
stream. The consecutive replicated word is usually referred as run. In this case it is
convenient to replace the recurring values with the shorter nd packet. For instance,
in the string TMEEEEERAAAAS two runs can be identified, the first one of length
5 on symbol E and the second one of length 4 on the symbol A. Then, this stream
can be encoded as TM§5ER§4AS where § defines a special character to flag when a
recurrence happens. In this trivial example the CR is 0.69 and the saving percentage
is 30%. The lossless nature of this scheme is quite evident once the reduced string is
decompressed. The stream is read character by character until a marker § is found.
Hence, the following number is recorded and the consecutive letter is repeated a
number of times equal to that number.

6.1.2 Huffman tree

The second compression technique introduced is called Huffman coding [201] [202]
[203] and it is based on the knowledge of the frequency distribution for a given set of
values. To get the idea, let’s consider the number of occurrences in a given language.
For instance, in English the letters E, T, A, O, I are remarkably most frequent than K,
X, Q, J, Z [204]. If a text compression is required, this asymmetrical distribution can
be exploited by assigning shorter codes to the letters more frequently used and longer
codes to those letters less utilized. Thus, Huffman coding is a statistical method,
belonging to the fixed-to-variable class. This means that each fixed length symbol is
associated with a prefix code of variable size. The following example will be focused
on the binary coding for simplicity. Therefore, we take into account the ensemble
reported in Table 6.1.

Symbol T M E R A S
Frequency 11 1 5 7 1 13

Table 6.1: Ensemble of six symbols and their occurrences.

Here six simbols with their occurrences are collected. The first step is to sort the
group, obtaining the Table 6.2. Now it is possible to build the so termed Huffman
tree as follow. The algorithm starts by picking up the two elements of the group
which are less frequent (A and M in our case).
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Symbol S T R E A M
Frequency 13 11 7 5 1 1

Table 6.2: Ensemble of six symbols and their occurrences.

Then, they are combined into a new node whose frequency is the sum of A and M
occurrencies. This new element, often named node or leaf, is included into the origi-
nal ensemble and it substitutes both A and M. The rightmost branch that connects the
generated node with the child is assigned 1, while the other branch is marked with
0. This assignment will be also replicated for the successive steps. The explained
passage is realized in the panel P0 of Figure 6.1 where the new node is highlighted
with a red ring around it. Afterward, the same operation is repeated among the re-
maining elements, thus E is selected and another leaf of the tree takes place with
the frequency equals to 7. The process is iterated also in P2 with the creation of an
additional node with a doubled occurrence.
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Figure 6.1: Huffman tree for the ensemble {S,T,R,E,A,M} with the occurencies {13,11,7,5,1,1}.

At this stage the ensemble is composed by S, T and the last created node which
represents all the branches built up to now. Let’s have a look at their frequencies
that are 13, 11 and 14, respectively. In this case the frequency of the node is larger
than those ones associated with S and T. So, the leaf can not be combined neither



6.1. COMPRESSION TECHNIQUES 149

with S nor with T and in the box P3 a new branch is generated. Finally, in P4 the
full Huffman tree is realized by combining the two last nodes into the higher one
denoted with the frequency equals to 38. The last panel contains only a legend on
the general core of the described process. In order to assign at each symbol a variable
length code it is sufficient to start from the higher node and to point to the desidered
symbol. The 0s and 1s met along the path are the sequence assigned to that symbol.
Table 6.3 summarizes the assignment obtained in this way with the current ensemble.

Symbol Frequency Huffman code
S 13 00
T 11 01
R 7 10
E 5 110
A 1 1110
M 1 1111

Table 6.3: Ensemble of six symbols and their occurrences.

These codes are unique for each symbol and no ambiguity can occur. To prove
it, the sequence MSSRT is considered. Given those Huffman codes, the string is
converted by an encoder resulting into the bit stream 111100001001. The decoder
accomplishes the reconstruction process bit-by-bit by examining the internal dictio-
nary. If the input sequence corresponds to a Huffman code the symbol is recognized.
The first bit of the string is equal to 1 and it is stored into a variable length array,
but there is not a single bit associated with any symbol into the memory. Thus, the
decoder appends the second bit which is another 1. Even in this case the interal re-
search does not return any symbol. The process is iterated until the fourth 1 is added.
The word 1111 is assigned to M and the first symbol is correctly reconstructed. The
array is flushed and another cycle is enabled. The following bit is a 0 and once again
there is not a valid symbol to associate with. After the appending of the next 0, the
letter S is sent out without uncertainty. The same instructions are repeated for the
other symbols and the original string is obtained. For what concerns the compres-
sion performance of this algorithm, it is easy to find that at least 3 bits are required to
represent those 6 elements in the raw case. The total frequency is equal to 38, so the
uncompressed original stream is 114 bits long. To figure out the benefit of the method
each frequency must be multiplied by the bit-length of the corresponding Huffman
code. The sum of this products results in 85 bits. Therefore, the compression ratio in
this case is 0.75, while the saving percentage equals 25%. As expected, the Huffman
coding is not particularly effective since only six symbols are considered, however
also in the current example an appreciable data reduction can be observed.
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This last paragraph is dedicated to some preliminary considerations about the pos-
sibility to apply the Huffman coding to the DSP output. In particular, the MWD
outcome was considered as field investigation. Thus, the first step is to obtain a his-
togram of the collected codes to analyze their distribution along the range. This study
adopts the same data set used for the CFD evaluation described in Section 5.2.3. This
choice is due to the wide variation in amplitude of the raw signal which is a quite
realistic condition. The histogram illustrated in Figure 6.2 provides a first useful
information about the benefit of a zero-suppression which is not currently imple-
mented. In fact, the lower values that were cut off in the plot form basically the
baseline of the MWD filter and they can be rejected. The interesting data are in-
cluded between the threshold (the red dashed line) and the code 1200. This interval
defines almost 700 codes that should be represented with an equivalent number of
Huffman codes. Such a large dictionary is certainly not feasible for each channel, but
it could be integrated at a higher hierarchy level by sharing it among the channels.
However, a further significant reduction in the size of the dictionary is possible with
the approach described in the next section.
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Figure 6.2: MWD codes distribution.

6.1.3 Delta encoding

If the samples are quite similar to each other or they difference is small a delta
encoding can be employed. It is also called relative encoding or differencing [205]
and as its name suggested it is based on the difference between data. Therefore,
let’s suppose to compress the stream {113, 117, 107, 120, 115, 111}. The encoding
machine will produce the output {113, 4, -6, 7, 2, -2} where the first element is
unchanged since it is used as reference for the compressed sequence. In this example,
the original number of bits required to represent each component of the string was
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7. After the compression this number is scaled down to only 4 bits since 3 bits
are spent to the magnitude and the MSB is reserved to the sign. The first word is
naturally excluded from this reduction. Thus, if the initial size of the stream was 42
bits, after the compression the sequence is reduced to 27 bits. In this case the CR is
0.64 with a saving percentage around 35%.
This technique becomes interesting also in the case of the trapezoidal input. The
consideration comes from a close look at the output of this filter. Indeed, after the
rising edge, the signal reaches a plateau, then it returns to the baseline. If we extract
only the codes above the threshold defined in Figure 6.2, the reduced interval of
amplitudes reported in Figure 6.3 is obtained.
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Figure 6.3: MWD amplitudes above the threshold set into Figure 6.2.

Since the delta encoding is effective when the difference between adjacent val-
ues of a sequence is small, the plateau clearly appears to be the ideal window for
the application of the method. The information contained in Figure 6.3 can be ar-
ranged in a more significant way by plotting the difference ∆ = MWD_output[t + 1]
- MWD_output[t] as show in the following picture.
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Figure 6.4: Difference between consecutive MWD amplitudes of Figure 6.3
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Figure 6.4 is a more useful representation of the MWD output because it high-
lights the falling edges of the signal as negative values. These ranges of samples
are totally unnecessary to the definition of the energy which is represented by the
baseline of this signal. Therefore, if these values are filtered with a simple threshold
set to zero, a plot of the occurrences can be derived.
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Figure 6.5: Occurrences of the positive differences MWD[t+1] - MWD[t]

Figure 6.5 shows the positive occurrences of the collected differences by taking a
dataset of 1000 pulses. Most part of them are distinctly grouped in the lower part of
the graph, reflecting the small variations between the points of the plateau. Although
the trend is extended along a wide range, the frequencies drop down quicly and the
important values are confined near the peak that occurs for ∆ = 1. Now, if a new
threshold is set on these positive differences, a range of acceptability for the MWD
outputs can be defined in the same way of that one proposed in Section 4.8.1.1. Thus,
a sequence of MWD outputs precisely located inside the flat top window is formed.
This approach is totally independent by the amplitude, because only the differences
are considered and no further thresholds are required. The resulting stream is more
convenient for a serialization. Indeed, let’s assume to send out ten points of the
plateau. If the acceptable ∆ between them is set to eight for instance, only three
bits will be taken to represent the component of the string after the first full-length
element. Since the difference is strictly positive, no additional bit for the sign have
to be accounted. So, in the nominal case of 12-bits resolution, the stream would be
composed by 120 bits, while the delta encoding leads to 39 bits. The compression
ratio in this case is equal to 0.32 with a remarkable saving percentage of 67%. How-
ever, this value can be still slightly increased if a Huffman coding is applied on the
computed ∆. Since only 3 bits are used, the dictionary will be extremely small. By
taking into account the eight most frequent differences the resulting Huffman tree is
depicted in Figure 6.6
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Figure 6.6: Huffman tree built on the eight most frequent differences.

Then, the Huffman codes are derived from the developed tree as summarized
in Table 6.4. The dictionary length benefits enormously from the use of a delta
encoding compared to the raw indexing of 700 codes required by the single Huffman
coding.

∆ Frequency Huffman code
0 3125 00
1 4211 10
2 2848 01
3 1588 1110
4 951 1100
5 695 1101
6 535 11110
7 429 11111

Table 6.4: Huffman codes of the eight most frequent differences.

If 1000 pulses are considered and 10 samples of their flat tops are recorded for
each one, the raw stream will be formed by 120,000 bits since:

1000pulses · 10samples · 12bits = 120, 000bits (6.3)
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Then, the use of a delta encoding results into a drastic bit sequence reduction.
Since the string referred to a single flat top is formed by a full 12-bits reference
followed by 9 elements of 3-bits length each, only 39,000 bits are accounted for the
same dataset:

1000pulses · (12bits+ 9 · 3bits) = 39, 000bits (6.4)
Finally, if the delta encoding is coupled with an Huffman coding, the non uniform

distribution of the codes can be exploited to further reduce the number of bits as
demonstrated by:

1000pulses · 12bits+ 21970bits = 33, 979bits (6.5)
where 21970 bits are obtained by the use of the dictionary built in Table 6.4 on

the 9 elements of the sequence. After this additional stage, the compression ratio is
0.28 while the saving percentage is increased up to almost 72%.
This analysis should be read as a preliminary investigation about the benefits of a
data compression on the MWD output. Similar considerations can be done for the
other relevant outcomes in order to evaluate the feasibility of these schemes for a
on-chip implementation. Additional details about the signal characteristics can drive
to better compression strategies by adequately weighing the trade-off between the
required area and power consumption and device performance.
In the last section another application of these techniques on a simulated data sample
for a CERN experiment will be presented.

6.2 RD53A

CMS is another of the four detectors employed by the LHC and its name stands for
Compact Muon Solenoid. It shares the same scientific targets of the ATLAS ex-
periment, nevertheless it is equipped with a different magnet-system design and it
adopts other technical solutions. CMS was designed as a general-purpose detector to
explore the high energy physics domain and to investigate the heavy ion collisions.
The solenoid magnet is the core of CMS. It is formed by a cylindrical coil of super-
conducting cable which is able to generate an electromagnetic field of 4 Tesla. The
collision products are detected by a stacked layers structure composed by a inner
tracker, an electromagnetic calorimeter, a hadronic calorimeter, the solenoid magnet
and a muon detector [206]. In 2013 the discover of the Higgs boson was confirmed
by both CMS and ATLAS experiments.
As well as ALICE, CMS was also subjected to upgrades [207] [208] [209]. In
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this context, a chip demonstrator developed by an international collaboration called
RD53 was designed to prove the suitability of 65 nm technology for both ATLAS
and CMS experiments, including radiation tolerance [210]. It was not intended to be
a production IC, thus different design variations were implemented. The chip size is
20 x 11.6 mm2 organized in 400 by 192 pixels of 50 µm pitch. The top hosts a row
of test pads placed for debugging purposes, while peripheral circuitry is located at
the bottom and it is dedicated to the bias, the configuration, the monitoring and the
chip readout.
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Figure 6.7: Hierarchy level of the RD53A pixel matrix.

The pixel matrix is segmented into 8 by 8 pixel cores distributed on 50 rows by
24 columns as shown in Figure 6.7. A core is partitioned into 16 pixel regions, each
one equipped with 4 front-ends. A single sub-region provides 4-bits timing infor-
mation. These values are the ToTs discussed in Section 1.2 and they are counted
independently at 40 MHz clock. The readout was implemented with two different
architectures named Distributed Buffer Architecture (DBA) and Central Buffer Ar-
chitecture (CBA). In the first flavor the ToT information is stored by pixel, while its
counterpart records the same information into a common region memory. Thus, the
CBA architecture suppresses ToTs whose values are zero, but this advantage requires
the recording of a hit map. By contrast, the DBA does not need an additional hit map
at the expense of memory usage to store zero ToT values. Due to these differences,
the DBA results efficient in case of high region occupancy, so when multiple pixels
are hit. On the other hand, if the region occupancy is low the CBA flavor is efficient.
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A very high hit rate of 3GHz/cm2 was estimated for the upgrades of the tracker. This
implied the exploration of some compression scheme to sustain the generated data. A
first study about this feature is reported in [211] where an arithmetic encoder [212] at
behavioural description level was designed. This work was based on 50 Monte Carlo
simulations in which proton-proton collision events were considered. The obtained
saving percentage was in the range between 41% and 54%, according to different
readout configurations.
As a complementary work of this thesis, another preliminary investigation about
data compression methods was done. The available dataset was not physically val-
idated with the last expected results, thus the performance can not be considered
well grounded. A mix of Monte Carlo simulations and internally generated data was
adopted for the current study. The latter was initially carried out by considering a
single column data stream and the DBA architecture was selected. The raw data
string taken into account was composed by 6 bits for the column addressing, other
6 bits reserved to the core, 4 bits accounted for the pixel region address and 16 bits
for the 4 ToT values. The data was collected and analyzed to estimate an appropriate
approach. Figure 6.8 reports the distribution of the 4-bits ToTs along all their range.
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Figure 6.8: Histogram of ToTs distribution

In the DBA flavor the no hit condition of a pixel was indicated with the word
0000. This protocol justifies the huge number of occurrences which populate the
zero bin whose height is around 5000 for the current dataset, not totally shown in
the histogram. Since these values are not suppressed and due to the non equal dis-
tribution of the ToTs along the remaining range, a Huffman coding was adopted.
The frequencies of each bin fed a C++ code implemented from scratch in order to
generate the associated Huffman codes listed in Table 6.5.
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ToT code Frequency Huffman code
0 604 1000
1 770 111
2 552 1001
3 394 1100
4 251 10101
5 126 101001
6 114 110101
7 69 1010000
8 59 1010001
9 71 110111
10 48 1101100
11 58 1101000
12 57 1101001
13 29 1101101
14 460 1011
15 4939 0

Table 6.5: ToTs distribution.

A behavioural model of this dictionary was implemented in SystemVerilog to ver-
ify this effectiveness. Thus, compared to the raw information, the saving percentage
for the timing information was around 40%.
Afterwards, the core rows were considered. Although they are equal to 50, their
addresses must necessarily be expressed with 6 bits, leaving some codes never ex-
plored. This fact can be exploited since it generates an asymmetrical condition in
their distribution. Thus, it was proposed to split the 6 bits of the core into two sub-
groups, each one used as pointer of a grid arranged as depicted in Figure 6.9. Then,
the idea was to superimpose the two grids as illustrated in the second stage. To dis-
tinguish the most significant pointer (MSP) from the least significant one (LSP) a
bit D is reserved. Based on this bit fashion, a delta encoding of 3-bits length was
applied by setting as initial reference the origin 000. In this way, due to the unequal
distribution of the pointers, the system was forced to generate smaller differences
with a higher probability and the final string was formed by {D,∆1,∆2}. An addi-
tional Huffman coding was coupled with the described scheme, leading to a saving
percentage of 9%. A similar approach was adopted also for the pixel regions with a
SP equals to 30% compared to the full addressing. As well as for the ToTs case, other
two dictionaries were modeled in SV language to test the algorithms. By combining
the performance of these three compression schemes, the final bit stream reduction
was ∼37%. For this evaluation the column address was not considered because the
compression engine was designed at single column level.
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Figure 6.9: The considered raw data stream is composed by the core row address followed by the pixel
region and the values of the four ToTs. Below is reported the proposed data reduction scheme for the
core address.

A comparison can be done with another work on the same dataset [213]. This
study implemented a RLE and a Variable Length Coding (VLC) to reduce the orig-
inal data. It is important to keep in mind that the mentioned analysis considered
only the active regions which included at least one hit pixel. Since intra-column and
inter-column modes were even developed, the size reduction ranged between ∼36%
and ∼38%.
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Conclusion and outlooks

The purpose of this thesis was to investigate digital signal processing techniques
suitable to be implemented in multi-channel front-end ASICs for radiation sensors
with the aim of pushing forward the state-of-the-art in the field in term of integration
density and performance. The proposed digital processing chain was partitioned into
two sub-systems: a digital calibration block for analog-to-digital converters and a
processor reserved to the data manipulation. Both circuits were implemented in 110
nm and 65 nm CMOS technologies: the calibration unit occupies an area of 452 x
452 µm2 and 265 x 265 µm2, while the digital processor has an area of 781 x 781
µm2 and 424 x 424 µm2, respectively.
The ADC correction engine is based on an algorithm named Offset Double Conver-
sion which adjusts a set of digital weights to calibrate the ADC outputs. The method
is reported in literature and the efforts were focused on the on-chip realization, sim-
plifying the technique without compromising the performance. A prototype have
been fabricated in 110 nm CMOS process and this chip was equipped with a SAR
ADC with a nominal resolution of 12 bits, two serializers and a LVDS bank. Due
to an hardware level issue, it was not possible to directly test the calibration engine.
However, the raw data of the SAR ADC was collected and processed by a post P&R
simulation running in the typical corner. Therefore, the performance of the ADC
was compared with the one after the bits adjustment, extracting the figures of merit
through FFTs. The results are summarized in Table 7.1.

Figure of sinewave ramp Training
merit samples

Before After Variation After Variation (103)
SINAD (dB) 31.29 50.93 +19.64 49.88 +18.59

ENOB 4.90 8.17 +3.26 7.99 +3.09 300
SFDR (dB) 33.55 56.0 +22.45 54.25 +20.70

Table 7.1: Summary of the figures of merit obtained in the test campaign.

159
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For this training set the learning parameters µ∆ and µW were chosen to remap
the original data into a 10-bits resolution range. Due to the high number of missing
codes, it was not possible to recover them in this interval with the given parameters.
However, the calibrated output benefits of a general improvement in terms of linear-
ity as demonstrated by the SINAD which rises from the initial 31.29 dB to slightly
less than 50.93 dB after calibration. The ENOB follows the trend with a positive
variation of +3.26, achieving an effective resolution of 8.17 bits. This results is sat-
isfactory, considering the initial ENOB is equal to 4.90. The SFDR records the same
improvement with a final value of 56 dB that highlights the effectiveness of the cor-
rection algorithm. Since 300,000 samples were used during the training step and the
circuit was running at 20 ns clock, the total time required to complete the calibration
was only 6 ms which is still an acceptable interval. Finally, it is important to point
out that also when a ramp signal is used to calibrate the system, the response is still
satisfactory with the given learning parameters. Indeed, the SINAD is almost equal
to 50 dB, while the ENOB is very close to a resolution of 8 bits and the SFDR is up to
60 dB. In a multi-channel ASIC implementation, a ramp signal is much easier to de-
ploy than a sinusoidal one. Such ASICs are in fact intended for large systems where
the accessibility to the detector is an issue and connections to the outside world must
be minimized. It is important to keep in mind that these values are a function of the
number of training samples employed as well as the learning parameters that define
the final resolution range and the shape of the signal. If we recall Table 5.7, when the
training set is equal to 200,000 points the ramp signal performance is even higher that
the sinewave counterpart. Ultimately, to achieve the best performance it is important
to find a balance between the parameters. A possible procedure to accomplish this
task is to start with small values of µ∆ and µW and a fixed signal shape. Then, the
number of training samples can be progressively increased, recording the figures of
merit in which one is interested. Afterwards, the signal shape can be changed to
differently explore the sources of non-linearities.
The power consumption of the calibration engine implemented in 65 nm CMOS is
below 1 mW. In particular, the total static power is 0.37 mW when the correction
circuit is not enabled. This value is increased up to 0.47 mW once the weights are
updated. The dynamic contribution is 0.84 mW for the same calibrating mode and
the larger part of the power budget in these three cases is due the internal one with a
86.19%, followed by the switching (13.58%) and the leakage (0.24%).

After this initial stage, the core of the design is the digital signal processor. This
unit is equipped with an anti-glitch system and a baseline restorer to correct the
pulse input. Both these circuits exploit the amplitude intervals defined by two pro-
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grammable thresholds. However, these levels are self-adjusted by default. They are
based on the signal itself, computing its average noise value and standard deviation.
The latter is derived using the bisection algorithm. The two thresholds are defined as
the sum of the average value with configurable multiple values of the deviation.
Hence, the raw data is processed by a pipelined stage composed by a digital CR-RC4

pulse shaper and a trapezoidal filter carried out through a Mobile Window Deconvo-
lution. This block is coupled with a dedicated circuit to extract the amplitude which
is proportional to the energy. The final SNR results further improved compared to
the single CR-RC4 as summarized in Table 5.12, reported below for convenience.

Stage SNR SNRdB FSNR

RAW 17.24 24.73 1
RC4 170.18 44.62 9.87

MWD 279.52 48.93 16.22

Table 7.2: Post P&R SNR values for RC4 and MWD coupled with the energy extraction circuitry.

The raw data was generated with a Python script accounting for a non-ideal
12-bits SAR ADC with a DAC affected by a 15% of random capacitor mismatch.
Furthermore in this generator other possible sources of noise were also considered
such as the quantization error, the thermal noise and the jitter contribution. The val-
ues show in Table 7.2 were elaborated by the DSP that processed 1000 pulses with
the same nominal amplitude. The initial SNR of the raw data is around 17 which is
a typical value for a front-end. The SNR after the CR-RC4 filtering is increased by
10 times. This value is slightly smaller than the simulated one in Python, but this de-
viation is justifiable considering two factors. The first one is related to the numerical
representation, since the script was implemented on a 64-bits machine. By contrast,
the CR-RC4 outcome is only 12-bits long, excluding an additional bit reserved to the
sign. The second reason can be attributed to the differences between the RTL and
Python codes. Due to its nature of preliminary study, this latter does not realize a
continuous update of the baseline. Conversely, the final circuit has dedicated block
that monitors the baseline of the digital shaper at each clock cycle, correcting the
CR-RC4 output. Therefore, the MWD filter coupled with the module to extract the
amplitude of the signal further increases the final SNR up to 16 times. The aver-
age amplitude, expressed in ADC codes, is 860.5 ± 11.7, hence the relative error is
1.3%.
A second set of raw data was used to feed the Constant Fraction Discriminator. Be-
sides the noise already introduced with the previous simulation, the generated 1000
pulses were characterized by variable amplitudes between 1700 and around 3000
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ADC codes to simulate time walk effects. Additionally, the nominal rising time τr
was randomized pulse-by-pulse with a maximum variation ∆τr of ± 30%. The hard-
ware implementation of the Goldschmit’s algorithm ensures an accurate division to
carry out the interpolation process. The results are collected in Table 5.13 where the
variation is associated with the corresponding zero point and the standard deviation.
The time events can be easily reconstructed using as reference the pulse generated
when the CFD signal crosses the zero level. The best result was achieved for ∆τr =
0% where the standard deviation is 0.64 ns. However, the circuit can tolerate ∆τr =
20% remaining below 1 ns of uncertainty. Thus, the timing block can handle both
the time walk effect and the rising time variation with an acceptable performance in
terms of resolution.
The power consumption of this digital unit was analyzed under different working
conditions as shown in Table 5.14. The maximum dynamic dissipation is 5.3 mW
when the pulse is processed. This is expected because during the signal elaboration
all the filters are enabled. The power is divided between internal (76.94%), switch-
ing (22.96%) and leakage (0.10%). The entire processor handles pile-up events with
a dedicated filter and it is protected against radiation. The strategy adopted to avoid
undesired bit inversions in the memory content is the well-explored Triple Modular
Redundancy. It was demonstrated that the protection is effective against Multiple Bit
Upsets in post P&R simulations.

7.0.1 Future perspective

A comparison with other works reported in Section 1.3 is quite difficult since they
are designed and optimized to specific tasks for the most part. By contrast, this the-
sis was focused on a more general DSP for multipurpose uses where several filters
have been implemented, as introduced in the abstract. The same reason motivated
the implementation of a calibration block that can be used for a large topology of
converters and it is not limited to the SAR ones.
However, some comparison such as area and the power consumption allows few in-
teresting considerations on future perspective. The comparative Table 7.3 reports
some features of the digital processors implemented for HEP experiments. In the
following, the technology target for this work will be the 65 nm CMOS. The total
circuit area is 0.25 mm2 considering the digital occupancy per channel, account-
ing both the calibration unit and the DSP. Since ALTRO and S-ALTRO have been
fabricated with 16 channels, the same number of digital units for the current design
would be equal to 4 mm2 on silicon. This is a reasonable value even in the case of a
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comparison with SAMPA, where the channels were doubled.

Parameter ALTRO S-ALTRO SAMPA This work
Process (nm) 250 130 120 110 - 65
Area (mm2) 64 ∼49 ∼86 0.81 (110)

0.25 (65)
Sensor topology gas-based gas-based, GEMs TPC, Muon Chamber general purpose

Channels 16 16 32 1
Power supply (V) 2.5 1.5 1.25 1.2
ADC resolution 10 10 10 12

Frequency (MHz) 10 10 10 50
Total Power (mW) 320 757 1.5 (ADC) -
DSP Power (mW) 67.5-250 65-84 - -

DSP Power/ch (mW/ch) 4.2 4.04 - 4.1-6.2
Embedded memory 800Kb 1280Kb - No

ADC calibration No No No Yes
Data formatting Yes Yes Yes No
Zero-suppression Yes Yes Yes No
Pile-up rejection No No - Yes

Radiation hardness No No No Yes

Table 7.3: Comparative summary with other works.

A power consideration is more tricky due to the different operation conditions of
the chips. For what concerns ALTRO, the power consumption ranges between 67.5
and 250 mW while the variation of S-ALTRO is smaller with the minimum value
around 65 mW and the maximum one equal to 84 mW. From these power windows
a value for the single channel can be derived considering the lower value, hence 4.2
and 4.04 mW, respectively. These values are quite comparable with the range of
the present design which is 4.1 (static) - 6.2 (dynamic) mW obtained as sum of the
power dissipations of the two processors. However, this comparison is not totally
fair because of the functionalities carried out. For instance, ALTRO takes advantage
of lookup tables to perform a baseline correction. This feature was designed tak-
ing into account the gas-based detector and it involves particularly energy-intensive
operations that lead to 250 mW of power dissipation when the lookup tables are en-
abled. On the other hand, this chip realized a tail cancellation filter with two types
of baseline restoring and an additional zero-suppression scheme without any further
digital elaboration on-chip. S-ALTRO inherited basically the same features, while
the digital power dissipation of SAMPA can not be evaluated due to a lack of infor-
mation at the time of writing. The power budget evaluated for this work includes the
baseline correction, the CR-RC4 pulse shaper coupled with a MWD filter, the charge
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accumulator, the CFD module, the pile-up rejection system and the TMR protection
at channel level, additionally equipped with the calibration engine. Furthermore, the
power estimation of this design have to be considered as a worst case. Indeed, at
higher level of ASIC architecture it might be planned to share the core of the cali-
bration engine between more channels, leaving only the updated weights stored in
memories at the single front-end level. It makes perfectly sense because the more
expensive computation costs can be shared between channels, reducing the overall
impact on the power budget. In the following a definitely non-complete list of other
items is reported that can further improve the current implementation, optimizing the
overall digital design:

• The first step should be the realization of a zero-suppression scheme which is a
low-cost change. In order to accomplish this upgrade, a more precise model of
the expected signal should be obtained.

• Another important investigation may be about the outputs of the filters as a
function of the numerical resolution. In particular the SNR degradations of the
CR-RC4 shaper, the MWD filter and CFD could be studied progressively re-
ducing the current 32-bits long words. In the same way, an analysis concerning
the performance of the calibration engine should be explored with a reduced
bit-length of the weights.

• A hardware implementation of a compression scheme such as the one proposed
in Section 6.1.3 could be a first step for a smarter management of the data to
sent out. The delta encoding is a valid candidate at least for the MWD output.
However, an extension to the CR-RC4 and CFD output appears reasonable at
the expense of a memory bank dedicated to their dictionaries.

• In order to reduce the area, both the calibration unit and the digital processor
must be integrated at ASIC level. As reported before, this choice would ben-
efit of a reduced power consumption as well as a more compact design since
now the blocks were developed as standalone modules, equipped with dedicated
cumbersome power rings.

• Despite the independent implementation of the two digital blocks presented in
this thesis, some considerations have been made in view of an integration at chip
level. In Figure 7.1 a) and b) are shown two possible layouts in the case of strip
sensors. The latters are represented on the left side of the figures considering a
generic pitch of 50 µm (the sensors are not proportionally scaled on the hori-
zontal axes). Taking into account the 65 nm version of this work, the calibration
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block occupies an area of 265 x 265 µm2. Since each strip is equipped with a
dedicated digital converter, a sharing of the calibration engine among the sensor
could be more convenient. For this reason the computational core of the design
can be placed in a dedicated area (the green box). In order to reduce the area
on silicon reserved to the memories, the use of RAMs is a reasonable choice.
In this way, the calibration of each ADC is obtained by multiplexing the dig-
itized output of a single strip. Additionally, these outputs can now be directly
connected to an accumulator (blue boxes) to independently obtain the adjusted
codes.
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Figure 7.1: Block level representation of possible layouts for the integration of a chip.

The current implementation of the DSP module requires 424 x 424 µm2 which
is not suitable for a pitch of 50 µm. However, the resources sharing strategy
can be applied once again. The three trenches defined to implement the TMR
as explained in Section 5.24 occupy a total area around 51k µm2. Since these
memory cells store the values of the coefficients and parameters that will be
used by all the processors, a different configuration of this bank makes sense at
chip level. Therefore, the TMR can be carried out by distributing the tripled reg-
isters along a DSP array of replicated modules. Each one is fed with the nearest
memory and at the same time multiple outputs from the strips are accomodated
by using a multiplexer scheme. In this way, also the spatial distribution of the
TMRs is properly mantained while the routing congestion is avoided. The total
area of a single DSP block is now reduced around 126k µm2 from the initial
176k µm2. If the timing becomes a critical parameter for the application, the
layout depicted in Figure 7.1 b) could be adopted. Here each DSP block is con-
nected to a reduced number of outputs in order to decrease the work queue. The
power impact on this elongated design is expected to be trivial because of the
pipelined architecture of the processor itself. Indeed the block level representa-
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tion of Figure 4.3 shows the partition of each filter into a dedicated module and
the data stream is developed as a pipeline structure. Basically, this block organi-
zation can benefit from a larger placement without suffering a drop of the power
performance. Anyway, the worst case can ward off by adding a suitable number
of vertical power stripes with the same width of the current implementation to
guarantee a uniform power distribution across the area.

• Finally, a down-scaling to a smaller technological node such as 28 nm would
be very interesting to study the area and power consumption of both the cali-
bration engine and the digital signal processor. Moreover, the circuitry can also
take advantage of the reduced gate dimensions for what concern the radiation
hardness. Indeed the damage caused by particle interactions is proportional to
gate oxide volume. By contrast, ultra-scaled technologies involve cautions on
the analog counterpart which is reasonable to face in a real mixed-signal sys-
tem. For instance, if the lower supply voltage reduces the power consumption
on the digital side, the same trend can not be derived for the analog part. This
is due to the decreased SNR for a given noise power compared to larger tech-
nologies. As consequence of the reduced supply voltage, the threshold voltage
have also to decrease because of an adequate current capability. However, the
ratio between the two voltages is smaller in ultra-scaled nodes if compared to
other older CMOS technologies and this fact leads to a reduced dynamic range.
These second order effects and other issues such as PVT and mismatch varia-
tions which are minor in larger technological nodes must be properly addressed
during the down-scaling and porting of the design.
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