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Abstract  

The electronic devices used in modern analog and digital systems can be 

affected by faults. For example, physical manufactury defects or device ageing are 

common causes of faults. Typically, the defects of an electronic device can arise 

during its production, or during the assembly phase of the device in the final 

system, for example on the Printed Circuit Board (PCB). In other cases, 

unexpected external events, such as physical shocks, or exposure to unwanted 

operating conditions such as overheating, can damage the device. In some 

situations, the device fails over time due to its intrinsic ageing. It is particularly 

important to detect the faulty electrical devices and to put the faulty systems in a 

safe state, i.e., in a state where they cannot cause harm to people or to other 

systems. Detecting faulty devices is not a trivial task, especially in complex 

systems consisting of many devices. Typically, electronic devices are tested at the 

end of manufacturing using different techniques. Furthermore, testing is a key 

parameter for increasing the quality of a system. Currently, the effectiveness of 

test methodologies for analog devices is in most cases qualitatively assessed 

considering the experience of engineers and the number of defective products 

returned from the field. In general, the effectiveness of the test procedures is 

performed without resorting to a precise device fault model. The absence of a 

fault model for analog devices does not allow a systematic and exhaustive 

generation of a list of all the possible faults to be considered. Therefore, it is not 

possible to assess the real effectiveness of a test method for analog devices. 

However, in recent years, numerous efforts have been performed to identify a 

fault model applicable to analog and power circuits. For example, the emerging 

IEEE P2427 standard proposes some solutions to the above issue, e.g., based on 

the adoption of a catastrophic fault model. In this thesis, this recently fault model 

is used with different aims. Initially, the catastrophic fault model is used to assess 

the effectiveness of the power devices test procedures; afterwards, the considered 

fault model is used to assess the effectiveness of thermal test procedures for 



 

 

power devices. Finally, the catastrophic fault model is used to study the impact of 

the device faults on cyber-physical systems and for performing the Failure Mode, 

Effects, and Criticality Analysis (FMECA) for the power devices. 

 

My research activities have been focused on assessing the effectiveness of 

devices test methodologies using the new device fault models recently proposed 

by the scientific and industrial community. The aim of my research is to allow a 

quantitative evaluation of the effectiveness of a test strategy for power devices 

and systems; in other words, my work aims at making possible to calculate a Fault 

Coverage (FC) figure for a test solution targeting a power device or system. In 

particular, I devised an approach targeting different power devices, such as 

Insulated Gate Bipolar Transistors (IGBTs) and Metal-Oxide-Semiconductor 

Field-Effect Transistors (MOSFETs). A key point in the proposed method is the 

ability to generate in an automatic and systematic way the list of possible faults, 

thus paving the way to perform fault simulation experiments and compute the 

Fault Coverage figure.  

The obtained results show which faults are detected by different test methods, 

allowing to also highlight the faults that are never detected. These results indicate 

which efforts are needed to improve the available test methods with the aim of 

detecting faults that are not yet detected. Moreover, the experimental results have 

shown that with an adequate combination of different test methods it is possible to 

reach a high FC (at least 90%) of the possible faults. Furthermore, some power 

devices are used in such a way to implement redundant solutions in the target 

system. The aim of these redundancies is to distribute the management of high 

currents and high voltages across multiple power devices. Furthermore, these 

redundancies create systems tolerant to the faults. However, experimental results 

obtained on a real target system have shown that some end of manufacturing tests 

can significantly lose their effectiveness in the presence of redundant 

configurations. The redundant configurations can be useful to improve device 

output capacitance and for creating a system tolerant to the faults. Clearly, these 

configurations can introduce untestable faults, the presence of which can affect 

the long-term device reliability. 

 

Power devices require an adequate system to dissipate the heat produced 

during their operation. In fact, an excessive junction temperature in the power 

device may cause different breakdown phenomena. Usually, an efficient heat 

dissipation system is present on the power devices; typically, a heatsink is 

assembled on the power device. Heatsink incorrect operation may cause a 



 

 

 

 

significant increase in the power device junction temperature. Therefore, it is 

necessary to check the correct assembly and operation of the heatsinks used on the 

power devices. Currently, heatsinks are often tested using automatic optical 

inspection or by an x-ray inspection. However, this approach gives only a 

qualitative idea of the heatsink assembling, requires complex equipment and does 

not guarantee the systematic detection of possible defects affecting the heatsink 

system. In this thesis, a test method based only on electrical measurements is 

proposed; the test method allows to estimate the thermal resistance present 

between the device junction and the environment. This measure allows 

performing a quantitative test on the heatsink assembly. The effectiveness of the 

proposed methodology is assessed experimentally and by means of a thermal 

model of the adopted dissipation system. 

The results obtained show that the effectiveness of the thermal test 

methodologies strongly depends on the specific target system; in some circuits, 

electrical components present around the power device under test can reduce the 

effectiveness of the test methods by masking the fault effects. This highlights the 

importance of quantitatively assessing the test methodology adopted, which, for 

some real target systems, may require new engineering in order to maintain its 

high effectiveness. Furthermore, the experimental results highlighted the 

effectiveness of the proposed test method. The proposed solution (assessed on a 

real target system) has identified the heatsink incorrect assembly in 100% of the 

cases considered. 

 

Finally, a methodology for performing the FMECA analysis on power 

systems considering the newly introduced catastrophic fault model is proposed. 

FMECA is a widely used methodology to identify the critical faults. This analysis 

is required by numerous international standards for safety-critical applications. It 

requires studying the impact of each fault on the whole system. In this thesis, a 

methodology to perform the FMECA analysis for faults present inside a power 

device is proposed. The novelty introduced in this thesis concerns in particular the 

underlying simulation methodology, targeting the whole complex cyber-physical 

system and considering the possible catastrophic faults present in the power 

devices. Furthermore, the proposed methodology allows assessing the 

effectiveness of the adopted fault mitigation strategies. The proposed approach 

allows the systematic and automatic identification of critical faults in a cyber-

physical system. These analyses are particularly useful to the designers of the 

cyber-physical systems used in safety-critical applications.  



 

 

The results obtained show the versatility of the multilevel simulators used in 

FMECA analyzes. Moreover, the multilevel simulators allow to reduce the 

simulation times, compared to traditional circuit simulations, by about 70% 

without affecting the quality and accuracy of the simulations performed.  
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Chapter 1 

Introduction 

This first chapter provides general motivations for the research work reported 

in the thesis. Moreover, it provides a brief and concise overview of the current 

state of the art in the area and it reports the main scientific contributions 

introduced by this thesis. Finally, this chapter describes the overall structure of 

this document. 

1.1 Motivations 

Many different electronic components may appear in electronic systems. 

Typically, there may be some power devices able to handle the high voltages and 

currents present in some systems. Some trends, like the increasing electrification 

of vehicles, tend to widen their usage and importance. Insulated Gate Bipolar 

Transistors (IGBTs), Metal-Oxide-Semiconductor Field-Effect Transistors 

(MOSFETs), Bipolar Junction Transistors (BJTs) and power diodes are power 

devices often present in such systems. The power devices are used in different 

applications, such as for driving electrical motors, managing and recharging 

batteries, for electric power supplies, for the production and distribution of 

electricity, and for many other applications. Many of these applications are safety 

critical, i.e., applications whose malfunction can cause significant economic 

damage or physical harm to people.  

 

Electrical systems require adequate tests before being used, especially for those 

used in safety-critical applications. All devices used in an electrical system, in 
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general assembled on Printed Circuit Boards (PCBs), require to be properly 

tested. The aim of the test is to identify the components affected by a fault. Due to 

a faulty device, the system may not work properly; in general, a faulty electrical 

system can produce potentially dangerous and undesirable behaviours. Of course, 

detecting faulty devices in a system is not a trivial task. The design of a test 

requires considerable knowledge and skills. Assessing the effectiveness of a test is 

also a complex operation. Initially, it is necessary to identify quantitative metrics 

for assessing the reliability of the power devices used in safety-critical 

applications, as required by different standards [1]. In particular, it is necessary to 

identify a metric to assess the effectiveness of the test procedures used to verify 

the correct behavior of the power devices once assembled on the PCBs often 

composing the system. In other words, a methodology for computing a Fault 

Coverage (FC) figure for the different test methods used in the industrial field for 

power devices is needed. Currently, the effectiveness of the power device test 

methods is often performed qualitatively, based on the experience of test 

engineers and without using a well-defined fault model. 

For computing a FC figure it is first necessary to define a fault model; for 

example, for the digital circuits, the stuck-at [2] fault model is often adopted. The 

stuck-at fault model is based on the binary behaviour of digital circuits founded 

on only two possible logic values. This digital circuits behaviour has allowed the 

definition of a practical fault model for digital circuits. Based on the stuck-at fault 

model, a list of possible faults present in the digital circuit is produced; this list is 

called fault list. Afterwards, a fault simulation campaign is performed with the 

aim of verifying the ability of the test to detect the considered faults. The FC is 

defined as the number of faults detected by the test method divided by the total 

number of faults present in the circuit. The FC figure provides a quantitative 

measure of the test effectiveness. In order to apply this approach to the power 

devices, it is first of all necessary to define an analog fault model suitable for 

them, i.e., a fault model for power devices, or more generally for analog devices. 

The fault model must represent the possible physical defects that can affect a 

device; moreover, it must be easy to handle, for example during fault simulation 

campaigns. 

In contrast to the binary behavior of digital circuits based on only two 

possible logic values, for the analog and power circuits it is not possible to define 

a practical fault model since an analog signal can assume infinite values, as 

discussed in [2][3]. Furthermore, the intrinsic tolerances of the components, the 

electrical noise and the thermal effects can greatly influence the voltages and 

currents present in the circuits. All these facts did not allow until now the wide 

adoption of a fault model for the analog circuits. In turn, the absence of a 

universally adopted fault model for analog devices/modules did not allow a 

quantitative assessment of the effectiveness of a test targeting them. Currently, the 

effectiveness of an analog test is often qualitatively assessed considering the 

experience of engineers and the number of defective products returned from the 

field, as discussed in [4][5][6][7][8]. A product returned from the field is studied 

to identify the causes of the malfunction; afterwards, the tests are improved or 



3 

 

new specific tests are implemented. However, the emerging IEEE P2427 

[3][9][10] standard introduces a first practical fault model for analog and power 

circuits and devices. 

 

Moreover, power devices suffer of non-negligible thermal problems, which 

require special attention in safety-critical applications. In particular, the high 

voltages (in the order of KVs) and the high currents (about few tens of As) 

produce a considerable amount of heat in the power device. Therefore, numerous 

thermal problems due to the dissipation of the heat present inside the devices are 

present. It is necessary to introduce a suitable heatsink systems able to dissipate 

the heat produced in the power device and to keep the junction temperature within 

the allowed thresholds. The correct assembly and behavior of the heatsink system 

also requires to be tested. Currently, the heatsink test is in most cases performed 

using manual or automatic optical inspections [2][11][12] or resorting to the x-ray 

[2][11][12] technology; the x-ray inspection allows to observe the physical 

coupling between the heatsink and the power device in a more effective way than 

the simple optical inspection. Furthermore, the effectiveness of these thermal test 

methods is assessed qualitatively without considering any fault model.  

As for the test of the power devices, also for the test of the heatsinks it is 

necessary to identify a methodology to quantitatively assess the effectiveness of 

thermal test methods. In addition, a thermal model must be identified to compute 

a quantitative FC for thermal test methods. To summarize, an efficient fault model 

for heat dissipation systems that can be used to assess the effectiveness of thermal 

test methods has not been proposed until now in the literature. 

 

A further important aspect, required by different industrial standards for the 

safety-critical applications [13][14][15], concerns the analysis of the effect on the 

overall system behaviour of a fault present in a power device. The Failure Mode 

and Effect Analysis (FMEA) approach is typically used to analyze the failure 

modes of a product, identify the causes, and assess the effects on the whole 

system, as required by the IEC 61508 [1] standard. In other words, a methodology 

is necessary for studying and analyzing the effect of faults present in power 

devices on the overall system. 

Currently, this analysis is performed based on theoretical considerations and 

by simulating the system. Furthermore, the FMECA approach allows identifying 

the critical faults present in a system, i.e., the faults that bring the system in a 

potentially harmful unsafe state. Finally, the FMECA analysis is useful for 

assessing the effectiveness of the fault mitigation strategies adopted and 

implemented in safety-critical systems.  

1.2 Thesis contributions 

In this thesis, the problem of assessing the effectiveness of a test method for 

the power devices in an electronic system is faced. This analysis requires first the 

identification of a suitable fault model and the generation of the fault list for each 
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power device. In this thesis, a methodology for generating automatically and 

systematically the fault list for power devices is proposed. Obviously, the fault list 

generated is composed of a finite and countable number of possible faults. The 

fault list is used in the fault simulation phase to compute a figure of FC for each 

test method. 

The results obtained show the validity of the analog fault model proposed in 

the IEEE P2427 standard. Moreover, the proposed approach allows identifying 

failures never detected by any test method. Furthermore, the results highlight the 

dependence between the faults not detected and the phenomena that can inhibit 

the effectiveness of the test methods. For example, some electrical components 

placed in parallel to the power device under test can reduce the effectiveness of 

the tests by masking the effect of the faults. Moreover, with the results obtained 

with the proposed approach, it is possible to identify the best set of tests, 

considering the cost of each test methodology, the time required to perform each 

test, the effectiveness of each test and the test equipment necessary to run each 

test.  

 

Furthermore, the problem of the junction temperature increase in the power 

devices associated with an incorrect assembling of the heatsinks on the devices is 

faced in this thesis. The effects of temperature on the power devices features are 

analyzed. These effects are exploited to perform an end of production test of the 

heatsink assembly. Again, different test methods were considered and assessed. I 

proposed a methodology to model thermal failures in a circuit simulator such as 

SPICE. The results obtained show how the effects of some faults are masked by 

the circuit; therefore, some faults are not detected by a test. Moreover, I proposed 

a methodology for testing the heatsinks assembled on power devices recurring 

only to electric measurements. The effectiveness of this methodology was 

evaluated experimentally and with a thermal model of the dissipation system. 

Similar to the results obtained for the power devices test methods, also for the 

thermal test methods the results obtained show which faults are detected by a test 

method and which faults are never detected. This analysis allows to identify the 

causes that reduce the effectiveness of a test method, such as other devices that 

mask the effect of thermal faults, and to improve the thermal test method in order 

to increase its effectiveness. 

 

Finally, a strategy for performing the FMECA analysis on a complex cyber-

physical system is proposed. A cyber-physical system is an electro-mechanical 

system automatically and continuously controlled by a control software executed 

by a microcontroller. The approach proposed differs from other approaches in 

literature [14][16][17] for the cyber-physical system simulation modality and for 

the faults considered. Our approach, compared with others present in the 

literature, allows performing a more accurate simulation and in shorter times by 

simulating the whole electro-mechanical system, including the control software. 

Moreover, the proposed approach allows performing the FMECA analysis on a 

whole cyber-physical system, taking into account faults in power devices. 
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The results obtained show how the design tool, typically used during the 

cyber-physical system design phase, can be also used for studying the effects of 

faults and therefore for performing the FMECA analyzes required by numerous 

international standards. These design tools are equipped with efficient multilevel 

simulator that allows the developer to describe the systems at different levels 

(specific, behavioral, implementation) and in many cases to automatically 

generate the description of the implementation levels; for example, with the 

model-based approach, it is possible to automatically obtain the implementation 

of part of the code starting from a behavioral description of the software desired 

[18]. The model-based approach is also applicable to hardware, obtaining an 

implementation of a circuit starting from its behavioral description, as discussed 

in [19]. The multilevel simulation method allows to simulate the hardware and 

software elements present in a cyber-physical system at the same time, allowing 

to study the behavior of the faults mitigation mechanisms introduced by the 

engineers. Moreover, compared to traditional SPICE simulations, multilevel 

simulation introduces a considerable simulation times reduction, without 

significantly impacting the accuracy and the quality of the results, as evidenced by 

the experimental results obtained. 

1.3 Thesis structure 

In addition to Chapter 1, this thesis is composed of other 5 chapters.  

 

Chapter 2 overviews the state of the art about the different test methodologies 

and about the analog fault models currently being defined and in use. Moreover, 

Chapter 2 describes the main power electronic devices typically used in electronic 

systems and describes their equivalent electrical models. Furthermore, the thermal 

aspects of the power devices are considered; in particular, the thermal model of 

the devices and the heat dissipation systems used for the power devices are 

considered. Finally, Chapter 2 provides an overview of the Failure Mode, Effects, 

and Criticality Analysis and about complex Cyber-Physical Systems. 

 

Chapter 3 describes a possible methodology for generating a fault list for 

different power devices. Furthermore, in Chapter 3 the methodology used for 

performing an fault simulation of these devices is discussed. The effectiveness of 

different test methodologies for power devices is also evaluated in Chapter 3 on 

some real cases of study.  

 

Chapter 4 proposes a methodology for testing the heatsinks assembled on the 

power devices; in addition, the effectiveness of the proposed methodology is 

assessed. A thermal fault model is also identified and a method to generate the 

fault list of the possible thermal faults is introduced.  

 

Chapter 5 proposes a methodology for performing the FMECA on a cyber-

physical system; in other words, a methodology for building a simulator useful for 
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analyzing the impact of a fault affecting a power device on the whole system 

behavior is proposed.  

 

Finally, Chapter 6 closes this thesis by summarizing the main results obtained 

and providing some considerations about some further possible works. 

 

In addition to the 6 chapters, the thesis include 2 appendices. Appendix A 

offers an overview of the research activities performed on the test of 

microcontrollers used in safety-critical applications. Appendix B reports the list of 

publications produced classified by topic and type. 
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Chapter 2 

Background 

This section provides to the reader the main knowledge about power 

electronics, the semiconductor devices used in power circuits and the problems 

encountered in the power circuits test,  with particular emphasis on the test of the 

power devices typically used in different analog and power applications. This 

chapter summarizes the state of the art relating to the test of power devices and to 

the fault models applied to the analog and power electronics. In addition, a wide 

background about the power devices electrical and thermal models and about the 

possible models to deal with cyber-physical systems is provided. Moreover, the 

role of the international standards that govern the development and the testing of 

the applications that use the power devices is also discussed in this chapter. In 

particular, subsection 2.1 provides an overview of the typical power devices used; 

subsection 2.2 discusses the new fault models recently introduced and formalized 

by the scientific and industrial community. Subsection 2.3 shows the typical test 

methods currently used to test the PCB in the factories, while subsection 2.4 

discusses the models of some of the power devices typically used in the power 

applications. Subsection 2.5 focuses on the thermal aspects of power electronics; 

in particular, the strategies used for dissipating the heat produced by the power 

devices and the thermal models of the cooling systems typically used are 

discussed. Finally, subsection 2.6 discusses the problems associated with the 

impact of faults present in power devices on the whole cyber-physical system they 

are part of, as required by different international standards relating to the 

engineering and testing of safety-critical applications. 
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2.1 Power Electronics Applications 

Power electronics is a multidisciplinary field that involves several aspects 

connected to electronics circuit design, control theory, signal processing, power 

semiconductor devices, magnetic phenomena, power network analysis and 

renewable energy [20][21]. Power devices are specifically developed with the 

purpose of handling high voltages and high currents. Power electronics can be 

defined as the application of solid-state electronics (i.e., of semiconductor 

devices) to the control and conversion of electrical power [21]. Typically, as 

discussed in [21], power systems are controlled by a microcontroller that manages 

and drives the power devices. Power electronics plays a fundamental role in 

modern technology and it is used in a wide variety of products and applications. 

Figure 1, extracted from “Power Electronics Handbook” [21], provides an 

overview about some of the main possible power electronics applications. 

Furthermore, Figure 1 shows the typical frequencies and powers involved in each 

application.  

 

 

Figure 1 Typical power electronics applications 
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As shown in Figure 1, the applications that use power devices can work in a 

very wide range of powers; for example, the systems devoted of the production 

and distribution of electricity manage powers of a few megawatts (MW), while 

the electrical appliances normally found in homes manage typically few hundred 

watts or less. Between these extremes, there are numerous industrial and sanitary 

applications that operate at different powers and frequencies.  

Among the different applications of power electronics, it is possible to 

identify many safety-critical applications, i.e., applications whose malfunction can 

cause serious consequences. For example, automotive applications, or more 

generally those applications associated with the people or goods movement, are 

classified as safety-critical. Moreover, the applications associated with the 

management, production, distribution of energy or the applications used for the 

management of strategic infrastructures, such as the internet, are also classified as 

safety-critical. In all these applications the power devices are considerably used. 

Figure 1 shows some of the different possible power devices used in different 

power applications. Among the devices typically used in power systems, it is 

possible to find the MOSFET transistors, typically used in medium-low power 

applications that require high switching speeds. Instead, BJT and IGBT transistors 

are used in applications that handle higher electrical powers; however, these 

devices have higher switching times and operate at lower frequencies. Instead, the 

Gate Turn Offs (GTOs) devices and the Thyristors devices are solid-state 

components conceptually similar to power diodes able of handling very high 

voltages and currents. Furthermore, all the power devices suffer of different 

thermal problems due to the management of the heat intrinsically produced by the 

power devices. Thermal aspects must also be considered during the engineering, 

production and testing of power systems. 

2.2 Power Electronics Test Approaches and Metrics 

Testing plays a fundamental role in product engineering, especially for safety-

critical applications. The role of the test is to detect if something in the product 

went wrong [2], i.e., to verify that the system is able to function correctly without 

introducing any dangerous behavior. In practice, the purpose of the test is to check 

the whole system, the different subsystems present in the product and the 

components that compose each subsystem. The test does not identify the cause of 

the malfunction but indicates the presence of a malfunction in the system [2]. 

Following a failed test, some precautions are taken; for example, the system is 

placed in a safe state, i.e., in a state in which it is inactive or it cannot introduce 

dangerous behavior. Moreover, following a failed test, a diagnosis process can be 

initiated to determine exactly what went wrong [2]. The test can be performed at 

different moments in the product production and/or in the product operating phase 

or maintenance cycle.  
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Different tests are performed at the end of production, i.e., at the end-of- 

manufacturing of the product. The purpose of these tests is to verify that the 

manufactured product correctly works; for example, for detecting accidental 

defects that arise during the production of the product, such as a component not 

soldered on a PCB or a component badly soldered. Sometimes, the product does 

not pass the end-of- manufacturing test phase because the components/devices 

used were already affected by malfunction before their assembly in the final 

product. For this reason, an incoming test phase is typically introduced in order to 

verify the correct functioning of the components before their assembly.  

In-field test is typically introduced in the safety-critical applications. The 

purpose of the in-field test is to periodically check the correct working of the 

product. Some in-field tests require that the test be performed with the product in 

a particular test configuration; in general, the in-filed tests are performed mainly 

at the system startup; for example, in the automotive area, the Electronic Control 

Units (ECUs) tests are performed during the ignition key phase [22].  

Moreover, the test is fundamental in the production cycle of a product with 

the aim of creating safe and quality products [2]. For the end of production, a 

good testing process can eliminate all bad products before they reach the final 

user; instead, the in-field test can prevent than an over time failed product causing 

damage. Regardless of the test strategy adopted, it is necessary to assess the 

correctness and the effectiveness of the test strategies adopted [2]. 

 

A test procedure is a sequence of steps that must be performed to execute a 

test; for example, the diagram of Figure 2 describes the steps necessary to verify 

the correct work of a resistor before it is assembled on the PCB of the final 

product. The first step consists of implementing the circuit shown in Figure 2 and 

applying a test stimulus to the component under test. A test stimulus is an 

electrical signal (typically a voltage or current test signal) applied to the 

component under test for performing the test. In the proposed example, the test 

stimulus consists of a continuous direct voltage (Vtest) applied to the resistor. 

Furthermore, in the first step, the response to the test stimulus provided by the 

component under test is measured. In this specific case, the current (Im) that flows 

in the resistor is measured. 

 

 

Figure 2 Test procedure for a resistor 



11 

 

 

 

In the second step, the resistance (Rm) of the resistor under test is calculated 

using the Ohm's law. Finally, in the last step, the resistance value obtained during 

the test is compared with the nominal one value (Rn) defined by the manufacturer. 

The test passes if the Rm resistance value is similar to the Rn value defined by the 

resistor manufacturer, considering also the tolerance, or rather a valid range 

around the nominal value defined by the manufacturer. The test fails if the 

resistance value is outside of the validity range, as shown in the step 3 of Figure 2. 

The test of a resistor is extremely simple; in literature, there are numerous test 

procedures for other components and devices. For example, in [23] the test 

procedure for a capacitor is discussed, while in [24][25][26] the test procedures 

for a diode, a MOSFET and an IGBT devices are discussed, respectively. 

 

The real problem is how to assess the effectiveness of an analog test 

procedure. In literature, different methods have been proposed to perform the fault 

simulation of digital circuits [27][28] and recently to perform the fault simulation 

of analog circuits [29][30]; these approaches required a fault model identification. 

A fault model is an abstraction of the error caused by one or more particular 

physical defects; the fault model does not need to accurately model the physical 

failure but to describe the presence of the failure [2]. Afterwards, the fault model 

is applied to the product under test, generating the list of the possible faults. 

Finally, with a fault simulator, the ability of the test procedure to detect the 

injected faults is verified. As defined in [2], the Fault Coverage (FC) is defined as 

the ratio between the number of faults detected (DT) by the test procedure and the 

total number of the potential faults, as described by the equation (1). In the 

equation (1), the faults not detected by the test procedure are indicated with NDT. 

In general, at the end of the fault simulation procedure, each fault can be classified 

as DT or NDT. 

 

𝐹𝐶 = 
#𝐷𝑇

#𝑡𝑜𝑡. 𝑓𝑎𝑢𝑙𝑡𝑠
=  

#𝐷𝑇

#𝐷𝑇 + #𝑁𝐷𝑇
             (1) 

 

Therefore, the FC represents an index of the effectiveness of a test procedure, 

i.e., it is the percent number of faults that the test procedure is able to detect. In 

general, the FC allows comparing the effectiveness of the different test strategies. 

 

The binary behavior of digital systems has allowed the identification of a 

practical fault model called stuck-at [2]. This fault model allows generating a list 

of the possible faults present in a digital circuit. In the presence of a well-defined 

fault list, it is possible to assess the effectiveness of a test procedure, i.e., 

computing a fault coverage figure for a given test procedure [27][28]. 

In contrast to the test of digital systems, for the test of analog systems 

(including power ones), there are different additional difficulties that prevent the 

definition of a fault model. Consequently, the effectiveness of the test procedures 
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is currently assessed in an approximate and qualitative manner without resorting 

to a precise fault model, as discussed in section 1.1. 

 

       In subsection 2.2.1, the main difficulties present in the test of analog devices 

and systems are described, while subsection 2.2.2 describes a state of the art 

metric widely used for generating the fault list. Subsection 2.2.3 discusses the 

recent fault models introduced with the new emerging standard IEEE P2427 

currently under definition. Finally, subsection 2.2.4 describes the most significant 

strategies currently used for assessing the effectiveness of a test method. 

2.2.1 Analog Testing Difficulties 

Developing and assessing the effectiveness of an analog test procedure for the 

power device assembled on a PCB is currently an open problem. As discussed in 

[2], the test of the power device, or more generally the test of an analog circuit, is 

manually performed designing specific test solutions for each different case study. 

Currently, there are few Computer Aided Design (CAD) tools able of assisting the 

analog test design; in general, the test effectiveness is carried out without a precise 

fault model. As introduced in [2], the first tests developed for analog systems and 

for analog devices began in the 1960s. Usually, the first tests were developed in a 

functional way, considering the operating specifications and the features of the 

analog system under test. The aim of the functional test is to verify the correctness 

of the system behaviours to the test stimulus, i.e., that the response of the system 

to the test stimulus is that expected. This approach, currently still used and 

integrated with other test methods, is widely used for systems with few input ports 

and few output ports. Test stimuli applied to the system's input ports are generated 

by the system's technical specifications. However, this testing method is 

expensive in terms of time in case of the number of specifications is very wide; in 

particular, if the test is performed in a systematic way by testing all the possible 

specifications or combination of specifications. Furthermore, this approach 

requires a long time to perform all the possible functional tests. Nowadays, with 

the large scale automatic production manufacturing, it is not possible to think of 

performing all possible functional tests for each product. Therefore, it is advisable 

to identify a minimal but efficient set of tests, i.e., to combine different test 

strategies in order to maximize the overall effectiveness of the test also 

considering the execution costs of the different tests. In other words, considering 

different test aspects as the costs in terms of test execution time, the test 

equipment required and the time required to develop each test. However, for 

identifying the best set of tests, it is necessary to identify a methodology to assess 

the effectiveness of each test. A fundamental step of this workflow is to establish 

a list of possible faults that can afflict the analog system, and then verify which 

tests are able to detect each fault. Nowadays, the list of possible faults is manually 

generated considering the experience of the test engineers [6].  
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In contrast to the test of digital systems [2][31][32], the test of analog systems 

presents numerous additional difficulties. The first of these difficulties lies in the 

fault model to be adopted. Analog systems are composed of numerous devices 

and components whose characteristic parameters can widely vary [2]. Therefore, a 

nominal value and a range of acceptable values, defined around the nominal 

value, are typically indicated for each parameter of each device. The acceptable 

variations of these parameters are defined in the system engineering phase by 

means of simulations and circuit analysis [33]. Moreover, in addition to the 

intrinsic device parameters variations, there are many random variations due to 

the parasitic components present in the analog systems. Estimating the value of 

these parasitic components a prior is very difficult [11][12][34]; furthermore, the 

value of these parasitic components can significantly greatly among the different 

production batches. In addition, the components nominal parameters variation and 

the variation of the parasitic components depend on many external factors, 

including the manufacturing process variations, the thermal drift and the device 

ageing. Often, the list of possible faults is generated considering an excessive 

deviation of the component parameters [2]. This approach requires a complex 

circuit analysis for identifying the maximum deviation tolerated by the system. In 

[35] an exhaustive analysis of the variation of a single circuit parameter is 

proposed. The analysis is performed analytically by studying the mathematical 

relationships present between the different components of the circuit. The 

analytical study is validated through experimental laboratory tests performed on a 

grid converter influenced by a severe three-phase symmetrical fault. Moreover, 

the effect of the fault on the system stability is also considered. The approach 

proposed in [35] is inapplicable on a large scale or on complex analog systems 

composed of many devices. In general, analog circuits have complex relationships 

between input and output signals. Many analog circuits introduce non-linear 

relationships that greatly complicate the analysis of circuits [2] (for example, the 

characteristic equations of MOSFET transistors introduce a quadratic 

relationship). Moreover, the statistical distributions of analog faults may not be 

known with such precision of allowing an adequate faults statistical study [2]. For 

example, in [36], a faulty circuit passes all the conventional tests performed at the 

end-of-manufacturing . In particular, the fault hypothesized in [36] is masked 

during the test by other components present in the circuit. 

Currently, the scientific and industrial community is looking for an efficient 

fault model to apply on the analog circuits. Recently, different efforts have been 

done for defining a fault model; the efforts performed converging on the emerging 

IEEE P2427 standard [3][37][38].  

The next step consists in identifying a practical methodology for applying the 

proposed fault model to an electrical circuit or to a device; in other words, for 

generating automatically and systematically the list of possible faults present in a 

power device. In general, the effectiveness of an analog test is now often 

qualitatively assessed without using a fault model, by only considering the 

experience of engineers and the number of defective PCBs returned from the field 

[4][5][6][7][8]. 
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A further difficulty present in the design and assessment of analog tests is 

associated with circuit simulation problems. In particular, from the numerical 

accuracy of the simulation algorithm used and from the precision and 

completeness of the devices electrical models used [2]. 

 

The measurement instruments used to perform the analog test also introduce 

additional difficulties that must be considered in the design of the test. In 

particular, the measurement errors introduced by the instruments can influence the 

effectiveness of the test. An electrical quantity, such as a voltage or a current, may 

not be easily measurable, or observable, due to uncertainties of the measurements. 

For example, the impedance of the electrical probes or the loading effect of the 

instruments can influence the electrical measurements during the test [2]. 

Furthermore, electrical noise, the bandwidth of the instrument and its accuracy 

can influence the effectiveness of the test by masking the effect of the fault 

[2][33][39], which it is therefore undetectable by the test. 

Furthermore, the electrical measurement must be physically possible; in other 

words, the measuring instrument must have easy access to the components and the 

power device under test present on the PCB; or more generally, to the test points 

present on the PCB. The test points are special locations on the PCB used to 

measure an electrical value or to apply a test stimulus [12], as shown in Figure 3. 

Typically, test points simplify the test but occupy space on the PCB and require 

numerous new PCB traces. Figure 3 shows two different ways of using the test 

points; in Figure 3.a the electrical contact is manually executed by hooking the 

test point with an electric probe. Typically this procedure is done by a technician. 

Instead, Figure 3.b shows a different test point strategy typically automatically 

contacted by test equipment. 

 
Figure 3 Test Points 

       The next subsection shows the Presence Correctness Orientation Live 

Alignment (PCOLA) metric used to generate the list of possible faults present in a 

PCB. The PCOLA metric is specific for PCBs and not for devices assembled on 

them. However, one of the points of the PCOLA metric is related to the 

component test, even if the test proposed is not exhaustive. 
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2.2.2 PCOLA 

       As discussed in [40], the PCOLA metric allows generating the list of possible 

faults present on a PCB. In particular, the faults associated with the single devices 

and the single components assembled on the PCB are generated. Figure 4 shows a 

PCB in which the main elements that characterize it are defined, such as the 

electrical tracks used for connecting the different components, the pitches used for 

soldering the components and information about the orientation of the 

components. In addition, the extended version of this metric, called Presence 

Correctness Orientation Live Alignment / Shorts Opens Quality (PCOLA/SOQ), 

also considers the possible faults present between the tracks of the PCB. In 

particular, the SOQ extension deals with the connections between components. A 

connection is a place where a component is electrically attached to the PCB, 

typically a solder or press-fit joint. The following list discusses the 5 points of the 

PCOLA metric and the 3 points added with the SOQ extension. 

o Presence, this point required to verify that the component has been 

assembled on the PCB. 

o Correctness, this point requires of verifying that the right component has 

been assembled on the PCB. 

o Orientation, this point requires of verifying that the component has been 

assembled on the PCB in the correct direction. In other words, that it has 

not been assembled with an orientation different than the exact one. This 

point is fundamental for all components that have polarity, such as 

diodes, transistors, integrated circuits (IC) or electrolytic capacitors. 

However, this point can be ignored for those components that do not 

have polarity, such as resistors, fuses or non-polarized capacitors. 

o Live, this point requires of verifying that the component qualitatively to 

an electrical stimulus, i.e., that the component is "live" from an electrical 

point of view. In general, this point does no required a full functional 

qualification, but it verifies that the component is basically alive. 

o Alignment, this point verifies that the device is correctly aligned in the 

PCB. In other words, that the component has not been assembled with 

small rotations or small inclinations, and that the component is centrally 

in the space reserved for it on the PCB. 

o Shorts, this point verifies that there are no short circuits between the 

PCB tracks. 

o Opens, this point verifies that there is the electrical continuity in each 

track present on the PCB; in particular, between the different pitches of 

each track. 

o Quality, this point checks the quality of the welds, i.e., that the weld is 

free of malformations, that too little or too much tin has been deposited, 

that there are no cold weld gaps. 
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Figure 4 Typical elements of a PCB 

 

As discussed in [40], the points Presence, Correctness, Orientation, Live, 

Shorts and Opens are called fundamental, while the points Alignment and Quality 

are qualitative. The fundamental points are typically detected with in-circuit tests 

on each component, while the qualitative points can be detected with automatic 

optical inspection or with x-ray technology. However, for the purposes of this 

thesis, we consider only the faults potentially detectable with electrical tests, i.e., 

Presence, Correctness, Live, Shorts, Opens. Moreover, the Live point identifies a 

very generic and qualitative condition of a component or device. This condition 

may not be sufficient. Verifying the functioning of an electronic device may 

require an exhaustive test of all its features and functionality. For example, the 

test of a transistor may require to polarize the device in different configurations 

and verify that in each of them it assumes the desired behavior. 

For the purposes of this thesis, the Live point requires to perform a generic 

device test to verify that it responds correctly to a test stimulus. This qualitative 

test does not constitute an exhaustive test of the analog or power device. 

Furthermore, the PCOLA metric does not require to assess the effectiveness of the 

test stimulus used. 

2.2.3 Fault Models for Analog Electronics 

       Currently, the effectiveness of a test procedure for analog systems is 

empirically assessed considering the experience of the engineers that developing 

the test, as discussed in [4][5][6][7][8] and in chapter 1. In the academic world, 

different researchers have been involved in the identification of a fault model 

applicable to analog systems, such as the stuck-at or the transient fault models 

used for the digital systems [2]. As reported in [38], a working group, that now 

includes over 40 members, was born in 2018 with the aim of developing a 
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standard for analog defect modelling and coverage [37][41]. The recent IEEE 

P2427 standard emerged from the periodic meetings and research performed by 

this working group. The final publication of the P2427 is expected at the end of 

2022, as discussed in [38]. The first contribution provided by the P2427 standard 

is a set of definitions aimed at clearly and concisely indicating the quantitative 

information about the fault coverage of a test procedure. 

The standard defines a defect as a permanent and unexpected change in a 

component or in a circuit connection; the unexpected change is outside of the 

manufacturing/design specification at the component or circuit level [37][38]. 

Furthermore, the P2427 defines a fault as an unexpected, temporary or permanent, 

change in a circuit or component that causes one of the circuit specifications to 

fail. Unexpected means that one of the component's nominal parameters is outside 

its expected validity range. In addition, the standard does not provide indications 

on how to execute efficient analog fault simulations, but it does provide 

indications about how to compare the efficiency of the numerous defect/fault 

simulation techniques currently present in literature [42]. 

 

Based on the definitions proposed in the P2427, the catastrophic fault model 

(corresponding to hard faults) and the parametric fault model (called also soft 

faults) are introduced. The P2427 standard defines a catastrophic fault [42] as a 

short circuit or an open circuit in an electrical network; this definition is consistent 

with further definitions provided in the literature in previous years [43]. In fact, an 

open circuit or a short circuit in the network is equivalent to inserting resistors of 

appropriate value into the circuit, as discussed in [38]. The group agreed that there 

should be no limit to the resistance used to model a catastrophic fault, as long do 

not use an infinite value resistor for a short circuit, and zero resistance for an open 

circuit. This definition allows using the most suitable resistance value. However, 

as discussed in [5][38], a value of a few milliohms (mΩ) is used for short circuits 

and one gigaohm (GΩ) is used for open circuits. Furthermore, the P2427 defines a 

parametric fault [42] as a modification of a circuit parameter, or a modification of 

a component parameter present in the circuit. Therefore, a parametric fault is 

defined as a change of a parameter in the behavioral/electrical model of a 

component. This definition is also provided in a way that is consistent with the 

classical definition [43]. 

 

The P2427 standard is useful for defining the coverage of faults that occur 

during the system production (and which are detected with end-of-manufacturing 

tests), and to define the coverage of faults that occur with use of the product over 

time (and which are detected with in-field tests). As discussed in [38], 

manufacturing defects are typically caused by unassembled components, 

deformed elements, absence of electrical contact, etc., while defects that occur 

over time are caused by electrical, thermal, physical stress and ageing 

mechanisms [44][45][46]. Currently, the P2427 standard specifies that the defect 

coverage summary must quantitatively report the FC achieved by the test 
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procedures considered [38]. Optionally, the summary can also include coverage of 

parametric defects, how parasitic circuit elements differs from design elements, 

and the test limits considered [38]. Separately, the details of the fault simulation 

must be reported for all the faults considered; a summary table of the faults 

classified as DT and as NDT by the test procedure must be produced [38]. 

Moreover, some commercial tools, such as DefectSim by Mentor Graphics [29] 

and TestMAX by Synopsys [30], have recently proposed for the generation and 

simulation of catastrophic and parametric faults defined in the new P2427 

standard. These tools provide a first attempt of automate the process of assessing 

the effectiveness of a test procedure. 

In summary, the P2427 standard provides the basis for generating the list of 

possible faults present in an analog circuit or in a device used in an analog circuit 

[37][38][42]. 

 

However, the list of possible faults present in a simple analog system is very 

broad, also considering only the possible catastrophic faults. Currently, the 

scientific community proposes strategies for identifying a significant subset of 

faults that must be considered [9][38][42][47][48][49]. Note that the analog fault 

simulation process is particularly onerous in terms of execution times and in terms 

of computation. Currently, the identification of an efficient subset of 

representative faults is still an open problem. 

 

2.2.4 Effectiveness of a Test Procedure - State of the Art 

The aim of this section is to provide an overview of some methodologies used 

to assess the effectiveness of a test procedure 

In [5] a methodology oriented to the simulation of the defects present in a 

circuit is proposed. The methodology is based on the use of a circuit simulation in 

which the electronic components are modelled at behavioral level. For each 

electrical component present in the circuit, a resistor is inserted in series and one 

in parallel. Each series resistor models a catastrophic open circuit fault, while each 

parallel resistor models a catastrophic short circuit fault. In [5], a realistic range of 

defect resistances for the 65nm process was chosen in the simulation. In 

particular, the resistors in parallel assume the values of 1 Ω, 100 Ω, 1 KΩ, 2 KΩ 

and 5 KΩ, while the resistors in series assume the values of 1 kΩ, 2 ΩK, 5 ΩK, 10 

ΩK and 100 ΩK. For each fault, the fault simulation is repeated several times 

using the different resistance values considered. The signal produced at the output 

of the circuit affected by faults is compared with the expected one. A fault 

coverage figure is calculated on a statistical approach considering the different 

resistance values used. The methodology proposed in [5] requires long simulation 

times because each fault is simulated several times. Furthermore, as discussed in 

[5], the value of the series/parallel resistances to be used strongly depend on the 

manufacturing process of the electronic components. The methodology proposed 

in [5] is not specific for power devices, or more in general for analog devices. The 
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faults are considered at level of the circuital diagram by inserting resistors in 

series or in parallel to the components. This approach does not consider faults 

present in an analog or power device. 

In [9] a further methodology to assess the effectiveness of a test stimulus is 

proposed. The proposed methodology exploits an analogy present with the toggle 

activity defined for digital systems [50]. In digital electronics, toggle activity is 

defined as the number of times a digital signal switches state, i.e., a transaction 

occurs from 1 to 0 or from 0 to 1. The binary behavior of digital electronics 

allows to define the toggle activity in a very practical way. In [9], the author 

defines an active (or turned on) and inactive (or turned off) state for each 

component present in the network. For example, a transistor is active when it is in 

saturation state, or it is subjected to a voltage and a current higher than a certain 

threshold. Conversely, a transistor is inactive when it is in interdiction state, or the 

voltage and current in the device are below a defined threshold. In a similar way, 

it is possible to define the active and inactive state for each component present in 

the network. Moreover, it is possible to define the active and inactive state for 

each node present in the network. A node is active when the voltage at the node is 

higher than a certain threshold; on the other hand, the node is inactive when the 

voltage at the node is lower than a defined threshold. In a circuit simulator, the 

circuit subject to the test stimulus is simulated; during the simulation, the number 

of components and nodes that performing at least one transaction is counted. The 

effectiveness of the test stimulus is measured considering the number of 

transactions occurred divided by the number of components and nodes present in 

the network. The approach proposed in [9] requires only one simulation for each 

test stimulus. However, the active and inactive states for each component and 

node present in the circuit must be defined. However, the approach proposed in 

[9] does not use any fault model and therefore the fault list is not generated. The 

approach proposed in [9] is suitable for evaluating how much an electrical 

stimulus can stressing an electrical circuit or an analog device, or for identifying 

the nets that are most sensitive to a fault in a circuit, as discussed in [9]; however, 

the approach proposed in [9] is unsuitable for assessing the effectiveness of a test 

stimulus and for computing FC figure for a test method. 

Finally, in [51], a methodology based on Multivariate Additive Regression 

Splines (MARS) modelling approach is proposed [51]. The MARS methodology 

is used to model the input-output relationships present in an electronic circuit at 

behavioral level. With the MARS methodology, the electrical circuits are 

modelled with generic two gates double bipoles shown in Figure 5.a. The 

parameters Zin, Zout and A are nonlinear functions of the circuit characteristics. 

The parameter A is a complex quantity that describes the input-output relation 

present in the circuit. Three catastrophic faults are considered in each double 

bipole, as indicated in Figure 5.b. In a circuit affected by a fault, the response of 

the circuit to the test stimulus is compared with the stimulus-response obtained in 

fault-free. The effectiveness of the test procedure is assessed by considering the 

number of faults detected by the test procedure divided by the number of potential 

faults present in the circuit modelled with the MARS methodology. The aim of 
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this approach is to generate a fault list composed of a limited number of faults 

using a simplified model of the circuit under test. The approach proposed in [6] 

reduces the fault list to 3 faults for each double bipoles present in the circuit 

modeled with the MARS approach; the faults considered may not model any 

defects present in an analog or power device. 

 

 

Figure 5 (a) MARS model; (b) MARS model with faults 

2.3 Power electronics test methods 

       This section introduces the three main test methods used for testing the power 

device present on the PCB at the end of production. The test methods considered 

are aimed of testing the components and the PCB assembly. In particular, the 

incoming inspection test method is aimed of testing the devices before they are 

assembled on the PCB, while the in-circuit test and functional test methods are 

focused to test the PCB fully assembled. 

2.3.1 Incoming Inspection test 

       The incoming inspection test is performed on the electronic devices before 

they are assembled on the PCB; the aim of the incoming inspection test is to 

exclude faulted devices before assembly it on the PCB. However, as discussed in 

[12], about 20% of the faults of a PCB are associated with a device initially 

faulted before it is assembled, while 5% of the faults are associated with defects 

present in the PCB electrical traces, as for the bare board defects. Instead, 75% of 

the faults are associated with faults that occur during PCB assembly. The 

incoming inspection test is performed by applying some electrical stimuli to the 

device and measuring the response of the device to the stimulus. During the 

incoming inspection test, there is maximum controllability and maximum 

observability, i.e., it is possible to apply the test stimuli and observe the effect of 

the stimuli directly to the device pins without external influences. 

2.3.2 In-circuit test 

       The in-circuit test [11][12][52] is performed on the PCB fully assembled. The 

aim of the in-circuit test is to test the devices assembled on the PCB and to test the 

electrical connections present on the PCB. The in-circuit test is performed with an 

Automatic Test Equipment (ATE); the ATE is able to contact a device assembled 

on the PCB and to apply some test stimuli to the device. Furthermore, the ATE 
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observes the response to the test stimulus in a similar way to the incoming 

inspection test. 

 

       The test stimuli are applied to the PCB by means of electronic probes; 

typically, two different approaches are available: the bed of nails approach and the 

flying probes approach. The bed of nails approach is shown in Figure 6.a. With 

the bed of nails approach different electrical probes are placed on the PCB for 

contacting the devices. The thin electrical probes contact the PCB on the device's 

solder or on the test points. The bed of nails approach has the advantage of 

allowing the positioning of numerous probes; however, the ATE setup is very 

complex. Each probe is manually placed in the ATE compartment. This operation 

requires a lot of time and a high precision, for these reasons the bed of nails 

approach is not typically preferred in the factory. 

       In opposition to the bed of nails approach, the flying probes approach is 

typically used in modern ATEs. In the flying probes approach a robotic arm 

moves on the PCB, it contacts the devices to perform the test. This approach has 

significantly shorter setup times; however, significantly fewer points can be 

contacted simultaneously during the test. The flying probes approach is shown in 

Figure 6.b. 

 

 

Figure 6 (a) ATE with bed of nails approach; (b) ATE with flaying probes approach 

 

       The in-circuit test methodology can suffer from different electrical and 

mechanical problems that can inhibit the test. For example, an electrical stimulus 

applied to a device can propagate on the PCB by exploiting the electrical 

connections between the devices. In this case, in addition to the test effectiveness 

reducing, the test stimulus can damage other devices assembled on the PCB. 

Typically, different guard probes are used during the in-circuit test [11][52][53]. 

The purpose of the guard probes is to prevent the test stimuli propagation on the 

PCB. In particular, the guard probes place some PCB points to the ground. The 

guard probes use is well known in the industry, as discussed in [53].  

       Moreover, from a mechanical point of view, some points of the PCB cannot 

be directly contacted by the ATE. For example, an electronic component or a 

heatsink placed on a device can hinder the probes contact. In this case, the test 
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cannot be performed or an additional test point must be added with the problems 

previously analyzed. 

 

       In general, ATEs allow to contact a device on the PCB, to apply a test 

stimulus to it, to measure the test stimulus-response of the device and to compare 

the measured response with the expected one. During the in-circuit test the PCB is 

not powered, no cables are connected to the PCB and no external stimuli are 

applied to the circuit, except those applied by the ATE. 

2.3.3 Functional test 

The last test method considered is the functional one [11][12]. The aim of the 

functional test is to verify the PCB against its design specifications. The 

functional test is performed by applying some test stimuli to the PCB input ports 

and observing the stimulus-response on the PCB output ports. The test stimuli 

applied to the PCB must also comply with the PCB specifications. In general, the 

effect of the test stimulus is observed in steady-state, i.e., the initial transient is 

excluded.  

This first functional test methodology is called Base functional test. As 

discussed in [54][56], the Base functional test can be improved with two further 

methodologies. The first methodology, called Timely enhanced functional, 

extends the analysis of the stimulus-response to the initial transient. This approach 

requires adequate test equipment able of acquiring also the trend of the initial 

transient. The second methodology, called Observability enhanced functional, is a 

hybrid approach that combines the features of the base functional test and the in-

circuit test. During the Observability enhanced functional test, some points of the 

PCB are measured by an ATE. Typically, the subsystems output signals or the 

electrical signals present at a test point are also observed during the Observability 

enhanced functional test. The aim of the Timely enhanced functional and 

Observability enhanced functional methodologies are to increase the observability 

on the PCB, i.e., observing those faults whose effect can be masked during the 

simple Base functional test. However, the test equipment used must be able of 

performing these improved functional tests. 

2.4 Power devices and models 

This subsection discusses the equivalent electrical models of 3 typical power 

devices used in power application. In particular, for explanatory purposes, the 

equivalent electrical models of a diode, a MOSFET and an IGBT are discussed. 

These models are known in literature and normally used in different analog 

simulators, as discussed in [57]. The equivalent electrical model of a device 

describes its behavior. Any faults present in a power device can be modeled by 

introducing variations in the equivalent electrical model of the device. 
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2.4.1 Diode 

This section shows the equivalent electrical model of the diode. A possible 

equivalent electrical model is discussed in [58][59][60]. The equivalent electrical 

model proposed in [60] is built around an ideal diode; in addition to the ideal 

diode, some parasitic components are considered. The parasitic components 

describe unwanted physical phenomena present in the device. Typically, 

unwanted physical phenomena degrade the features and the performance of the 

device. These unwanted phenomena are intrinsic in the device. Figure 7 shows the 

equivalent electrical model of the diode. In the diode model, 2 junction access 

resistances (Ra and Rk), the junction capacitance (Cg) and the diffusion 

capacitance (Cd) are introduced, as discussed in [21]. 

 

Figure 7 Diode equivalent electrical model 

2.4.2 MOSFET 

The equivalent electrical model of a MOSFET device is obtained by 

elaborating the electrical model proposed in [61][62][63]. The model considered 

in [61] uses a generic four pin MOSFET with the Substrate terminal disconnected 

from the Source terminal. The equivalent electrical model considered is shown in 

Figure 8. This model considers the parasitic components (Ccd, Cgb, Cgs, Cdb, 

Cbs, Cds, Rd, Rs, Dd and Ds) discussed in [62] and the voltage controlled current 

generator Imosfet, as discussed in [62][63].  

 

Figure 8 MOSFET equivalent electrical model 
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𝐼𝑚𝑜𝑠𝑓𝑒𝑡 =  

{
 
 
 

 
 
 
          0                                                                                𝑉𝑔𝑠 < 𝑉𝑡ℎ                         (2)

𝐾 ∙ [𝑉𝑑𝑠 ∙ (𝑉𝑔𝑠 − 𝑉𝑡ℎ) −
𝑉𝑑𝑠2

2
] ∙ (1 + 𝜆 ∙ |𝑉𝑑𝑠|) 0 < 𝑉𝑑𝑠 < 𝑉𝑔𝑠 − 𝑉𝑡ℎ    (3)

𝐾

2
∙ (𝑉𝑔𝑠 − 𝑉𝑡ℎ)2 ∙ (1 + 𝜆 ∙ |𝑉𝑑𝑠|) 𝑉𝑔𝑠 > 𝑉𝑡ℎ  ;  𝑉𝑔𝑠 − 𝑉𝑡ℎ < 𝑉𝑑𝑠              (4)

 

 

The Imosfet voltage controlled current generator implements the MOSFET 

characteristic equation defined in (2,3,4), where 𝑉𝑔𝑠 indicates the voltage between 

the gate and source terminals of the MOSFET; 𝑉𝑡ℎ is the threshold voltage of the 

MOSFET; 𝐾 is the transconductance parameter of the device; 𝑉𝑑𝑠 is the voltage 

between the MOSFET drain and source terminals; finally, 𝜆 is the coefficient of 

the early effect in the MOSFET device. 

 

2.4.3 IGBT 

        This section discusses the considered equivalent electrical model of the 

IGBT device. The model is based on the physical structure of the IGBT. In 

particular, the IGBT is composed joining in a single monolithic device a 

MOSFET device and a BJT device [64], as shown in Figure 9.a [65]. The IGBT 

has a high input impedance, similar to the MOSFET devices, and it has the output 

characteristics of a BJT device. IGBT devices improve dynamic performance and 

efficiency and reduce the level of electrical noise, with respect to the MOSFET 

and BJT devices. They have a low driving power and a simple drive circuit due to 

the input MOS gate structure and have a superior output current conduction 

capability compared with the BJT alone. Furthermore, the switching time of an 

IGBT is lower than that of a MOSFET and higher than that of a BJT. Typically, 

an IGBT is built with the PNPN [66][67] structure shown in Figure 9.b. 

 

       Using the base model proposed in [65], and adding the parasitic components 

discussed in the model proposed in [66], it is possible to obtain an equivalent 

electrical model of the IGBT device.  Figure 10 shows the equivalent electrical 

model obtained. The considered model considers the parasitic transistor NPN 

(T2), the access resistors (Rg, Rc, Re), and the body resistor crossed by the 

electric current of the collector-emitter when the device is in the on state. The p-

type substrate in an N-channel IGBT injects holes into the drift region. Therefore, 

the current flow in an IGBT is composed of both electrons and holes. This 

injection of holes (minority carriers) significantly reduces the effective resistance 

to the current flow in the drift region by the R_drift resistor [67]. Stated otherwise, 

the hole injection significantly increases the conductivity, or the conductivity is 

modulated. The parasitic capacitors (Cgc, Cce, Cdg, Cds, Cge) [65][66] are 

related to the input and output capacitors through the equations defined in (5,6,7). 

In general, the Cgd and Cds parasitic capacitors are negligible. 
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Figure 9 (a) IGBT conceptual model; (b) IGBT structure 

 

Cies = Cge + Cgc           (5) 

Coes = Cce + Cgc          (6) 

Cres = Cgc                       (7) 

 



 

26 

 

 

Figure 10 IGBT equivalent electrical model 

 

Finally, the equivalent electrical model of the IGBT is completed with two further 

branches. The first branch is composed of the diode D_Vces and the generators 

Vces and Ices; as discussed in [67], this branch model the IGBT  behaviour when 

it is subjected to a voltage higher than the maximum allowed with the device 

turned off. The last branch composed of the D_Vce(inv) diode and the Vce(inv) 

generator models the antiparallel diode present in the IGBT device. 

 

2.5 Thermal basic concepts on Power Devices 

Managing the heat produced by devices is one of the different problems 

associated with power electronics. The temperature has a significant impact on the 

features of the power devices and on their working. This chapter introduces the 

main thermal effects on power devices. Afterwards, the Temperature-Sensitive 

Electrical Parameters (TSEP) of some power devices are discussed. These 

parameters allow for estimating the junction temperature (Tj) of a device by 

measuring other electrical quantities dependent on the Tj. The main concepts used 

for modelling the thermal aspects of the power devices and the heat dissipation 

systems are shown. Finally, the thermal fault model considered is shown. 

2.5.1 Thermal Effects on Power Devices 

The junction temperature significantly affects the performance and the 

reliability of transistors. In general, a junction temperature very high, or outside 

the device operating parameters, causes the device breakdown or rapid 
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degradation of its features. Moreover, as discussed in [45], the junction 

temperature is related to the ageing of the devices. The causes of the device 

breakdown due to thermal effect are associated with mechanical and electrical 

phenomenon. The junction temperature increase leads to different mechanical 

stresses inside the device [68]. The power devices are composed of different 

materials (silicon, aluminium, iron, plastic and so on) which have different 

thermal expansion coefficients. With the junction temperature increases, the 

different materials expand causing mechanical stress in the device. The 

mechanical stresses are the main causes of interruption of the solder connection of 

the devices on the board. Other important issues associated with mechanical stress 

are related to the welding connections of the wires between the die and the 

external contacts of the devices. From an electrical point of view, the temperature 

increases accelerate some failure mechanisms [68] such as the breakdown of the 

gate oxide [69], the electromigration [70], the effects of hot electrons [71] and the 

instability of the negative polarization temperature [72]. All these aspects reduce 

the reliability of the device in a long time. 

Furthermore, the junction temperature increases influence many of the 

functional parameters of the power devices [21][68][73]. For example, as 

discussed in [68][73][74], the drain-source resistance of the MOSFET increases 

with the increase of the junction temperature; moreover, the threshold voltage of a 

MOSFET decreases with the temperature increases, as discussed in [68][73]. All 

these variations of the characteristics of the transistors can be used as TSEP [75]. 

These parameters, together with a correct calibration process, allow of estimating 

the junction temperature in an indirect way; i.e., without performing a direct 

measurement of Tj. In general, with the exception of power devices equipped with 

an integrated thermal probe [76], it is not possible to perform a Tj measurement 

directly. 

2.5.2 Heat Dissipation Strategies 

       Different strategies have been used to dissipate  the heat produced by the 

power devices and lower the junction temperature [77]. Passive heatsinks are the 

most commonly adopted approach. They are implemented with radial shapes and 

geometries designed to facilitate the heat dissipation dispersion in the 

environment. In general, these heatsinks are composed of numerous copper or 

aluminium cooling fins. Passive heatsinks are considered efficient, reliable and 

inexpensive. However, they have significant physical volume and considerable 

weight. The active heatsinks are a possible alternative to the passive ones. By 

means of a fan, it is possible to force a constant airflow between the fins of the 

heatsink for facility the heat dissipation . In more complex cooling systems, the 

same principle can be used to force a constant flow of liquid in the heatsink. 

Active heatsinks allow for greater dissipation of the heat produced by power 

devices and have a significantly lower physical volume. However, they are 

ineffective if the cooling fan or the circulation pump don't work. 
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Regardless of the heat dissipation system used, these systems require adequate 

levels of reliability; their malfunction can cause an increase of the junction 

temperature in the power devices causing malfunctions or breakages. 

The heatsink ability to dissipate the heat also depends on how the heatsink is 

assembled on device, as discussed in [78][79][80]. The heatsinks can be 

assembled with different strategies on power devices, as discussed in 

[80][81][82]. Figure 11 shows some of the typical solutions adopted. In particular, 

Figure 11.a shows a possible assembly performed with a clip that blocks the 

heatsink on the device. In contrast, Figure 11.b shows different devices that 

sharing the same heatsink. Each device is anchored to the heatsink by means of a 

screw-bolt couple. Note that this configuration can introduce unwanted electrical 

contacts. Usually, the metallic TAB of the power devices is electrically connected 

to an electrical terminal of the device; for example, the collector terminal for the 

BJTs and the drain terminal in the MOSFETs are connected also to the metallic 

TAB of the device. If the heatsink is not covered with a non-conductive paint, 

unwanted contacts can be created. However, Figure 11.c shows a further assembly 

in which a sheet of mica is placed between the heatsink and the device for 

electrically isolating them; moreover, the heatsink is also assembled to the device 

by means of a plastic screw-bolt, as shown in Figure 11.c. The configuration 

shown in Figure 11.c reduces the ability of the heatsink to dissipate heat due to the 

non-thermal-conductive elements placed between the heatsink and the device. The 

mica foil and the plastic screw-bolt do not allow effective heat propagation from 

the device to the heatsink. Finally, Figure 11.d shows a heatsink glued on top of 

the power device. Typically, this solution degrades over time with the loss of glue 

effectiveness. 

 

 

Figure 11 Typical heatsink assembly strategies (a) Clip; (b) Metal screw; (c) Plastic screw; (d) Glue 
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Moreover, in [83] a further critical problem present in dissipation systems is 

highlighted. Due to small imperfections of the DCB (Direct Copper Bonded) 

internal to the power device or to small imperfections present in the mechanical 

adhesion between heatsink and device, some thermal stress points can be present 

in the device, i.e., points where the local temperature is considerably higher than 

the expected average one. In the thermal stress points, the temperature effects as 

mechanical stress, ageing and breakage phenomenal, are particularly accentuated 

in power devices. In general, to overcome this problem and to improve the 

mechanical coupling between the heatsink and the power device, a conductive 

thermal grease is introduced between the heatsink and the device [80], as shown 

in Figure 12. 

 

 

Figure 12 Heatsink-device mechanical coupling 

 

As described in [80][84], the purpose of the thermal grease is to eliminate the 

imperfections present between the surfaces of the heatsink and the device, and 

facilitate the heat propagation from the device and the heatsink. 

2.5.3 Temperature-Sensitive Electrical Parameters (TSEPs) 

       The measurement of the junction temperature in a semiconductor device is 

possible using the electrical parameters of the device sensitive to the junction 

temperature. These parameters are called temperature sensitive electrical 

parameters [75]. In this thesis, the TSEPs of the devices discussed in subsection 

2.5.1 are considered. In particular, the TSEPs for diode, MOSFET and IGBT 

devices are discussed in the following three subsections. During the thermal 

characterization procedure of a device, some electrical quantities of the device are 

measured with the device junction temperature variation. The junction 

temperature can be varied by placing the device in a controlled temperature 

environment, as discussed in [85]. Alternatively, it is possible to exploit the 

phenomenon of self-heating of the device, as discussed in [85].  

2.5.3.1 Diode 

Typically, it is possible to derive the diode junction temperature using the 

TSEP relationship between the threshold voltage (Vf) of the diode, the current 

that flows through the device and the Tj, as discussed in [86]. In particular, there 

is a decrease in the threshold voltage as a consequence of the increase in the 
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junction temperature in the diode device. Typically, the relation Vf(Tj, i) is 

provided by the diode manufacturer, or it can be obtained experimentally, as 

discussed in [87]. 

2.5.3.2 MOSFET 

In MOSFET devices, the relationship typically used as TSEP is the 

dependence between the Ron and the Tj, as discussed in [77][78]. Ron is the body 

resistance of the MOSFET, i.e., it is the resistance present between the drain and 

source terminals of the device with the device turned on. In particular, as a 

consequence of the Tj increases, there is an increase of the Ron; in other words, 

the drain-source resistance of the MOSFET increases with the junction 

temperature. The Ron (Tj) relationship can be estimated as discussed in [78]. 

2.5.3.3 IGBT 

For the IGBT device, there is a relationship involving multiple TSEPs, as 

discussed in [75][88]. In particular, it is possible to estimate Tj by resorting to the 

relation that involving the collector-emitter voltage drop (Vce) and the collector 

current (Ic) that flows in the IGBT device. The relation Vce(Ic, Tj) can be 

estimated with the procedure described in [88] employing numerous electrical 

measurements at different Ic and Vce. 

2.5.4 Thermal Model  

       This subsection discusses the fundamental concepts related to thermal 

modelling of systems; moreover, it provides the physical meaning of the thermal 

quantities used.  

       Heat propagation in a physical system can occur by means of three physical 

principles called convection, radiation and conduction. However, as discussed in 

[68], the heat spreads mainly by the conduction phenomenon in the PCBs, i.e., by 

propagation in physical material. Furthermore, it is assumed that the heat 

propagation occurs in one direction only and in a homogeneous isotropic material, 

as discussed in [68]. These conditions greatly simplify the differential equations 

typically used to model the thermal phenomena, as discussed in [68][89]. The new 

simplified equations have the same mathematical structure of the transmission 

lines signals propagation. Using the Kirchhoff principle [68][89][90] ("Two 

different forms of energy behave identically when the basic differential equations 

which describe them have the same form, and the initial and boundary conditions 

are identical") it is possible to identify an analogy between the electrical models 

and the thermal ones. This allows of creating an electrical network that models the 

thermal aspects present in a system, i.e., it is possible to create an electrical 

network whose behaviour describes the heat flows and temperatures present in the 

system. Obviously, the physical meaning of electrical quantities present in an 

electrical network, such as voltage and current takes, assumes a different physical 

meaning in thermal network one. Table 1 shows the similarities between the two 

domains. In thermal networks the electrical principles (e.g., the Ohm law, the two 
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laws of Kirchhoff, the Superposition Theorem, and so on) remain valid and they 

can be used to analyze the thermal networks. 

 

Electrical model Thermal model 

Physical 

quantity 

Symbol and unit 

of measurement 

Physical 

quantity 

Symbol and unit 

of measurement 

Voltage U [V] Temperature T [K] 

Current I [A] Heat Flow P [W] 

Resistance R [Ω] Thermal resistance Rth [K/W] 

Capacitance C [F] Thermal capacitance Cth [J/K] 
Table 1 Physical quantities meaning 

 

In thermal networks, the electrical components represent the thermal 

quantities; resistances, capacities and electrical generators assume a different 

physical meaning than the electrical ones. The voltage represents the temperature 

of a material, while the current flow represents the propagation of the heat flow in 

a material by conduction phenomenon. Similarly, a constant voltage generator 

represents a constant temperature source, while a current generator identifies a 

constant heat source. Resistances and thermal capacities are associated with the 

materials that composed the system and to the physical structure of the system. In 

particular, thermal resistance models the difficulty encounters by the heat for 

propagating through a material [68][89]. The thermal resistance of a 

parallelepiped of homogeneous density material crossed by a homogeneous heat 

flow can be calculated with the equation defined in (8) of Figure 13, as discussed 

in [68][89]. The constants and variables of equation (8) are explained in Figure 

13. 

 

Figure 13 Thermal resistance and thermal capacitance of a parallelepiped of homogeneous 

material 
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Thermal capacitance in thermal networks describes the amount of heat that 

the object can store. Thermal capacitance is a physical property of matter; it is 

defined as the amount of heat to be supplied to a given mass of a material to 

produce a unit variation of its temperature [68]. Hence, the temperature of an 

object increases as it stores heat, and decreases when the object releases heat. The 

thermal capacitance is determined by the mass of the object and its specific heat, 

as shown by equation defined in (9) of Figure 13. The constants and variables of 

equation (9) are explained in Figure 13. 

In general, the value of thermal resistances and thermal capacities are not 

easily estimated with the equations illustrated in Figure 13. Usually, the values of 

these thermal components are experimentally measured as discussed in [91]. The 

thermal resistances are experimentally measured with the system in thermal 

regime using the equation (10), where T1 - T2 describes the thermal difference on 

the two faces of the material crossed by the Ptot heat flow; while the thermal 

capacities are obtained by analyzing the thermal transients of the system. 

 

Rth =  
T1 − T2

Ptot
                (10) 

 

The thermal models of the systems can be implemented using two different 

types of R-C cells, with the Cauer thermal network or the Foster thermal network 

[86]. Both types of networks are shown in Figure 14. 

 

 

Figure 14 (a) Cauer thermal network;  (b) Foster thermal network 

 

In the Cauer approach, the thermal model is obtained studying the physical 

system. In particular, each R-C cell is associated with a physical element present 

in the system. The system is analyzed with respect to the heat propagation 

direction considered. Typically, the different layers of oxide,  semiconductor, 

plastic, and metal present in the system are considered. Therefore, this approach 

requires an excellent knowledge of the physical system under analysis. Instead, in 

the Foster approach, the thermal model is obtained experimentally by measuring 

the temperature thermal trends in different points of the system, as discussed in 

[92]. In [92], numerous thermal cycles are performed by measuring the 

temperature trend in different points of the system. The thermal transients 

obtained are interpolated with exponential functions to obtain the number of R-C 

Forster cells necessary to model the system. 
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Thermal circuit models are widely used by different electrical and electronic 

companies [89][90][91]. Some electronic companies provide SPICE thermal 

models for their power devices [90][93][94]. These models are normally used to 

correctly design the heatsink, possibly resorting to thermal simulations or electro-

thermal simulation. 

 

As discussed in [80], the force exerted by the mechanical anchoring system of 

the heatsink on the power device has a significant impact on the thermal contact 

resistance present between the heatsink and the device. Figure 15, extracted from 

the application note AN-997 of the International Rectifier [80], shows the 

relationship between the thermal contact resistance and the force exerted by the 

anchoring system of the heatsink, for example by the screw-bolt system. With the 

increase in the force exerted by the heatsink anchoring system, the adhesion 

between the heatsink and the device improves; consequently, the thermal contact 

resistance decreases. Figure 15 shows the dependence if the heatsink is assembled 

using thermal grease or without thermal grease. In general, as discussed in [80], a 

force of at least 20 N is required for the optimal assembly. Typically, the thermal 

contact resistance present at 20 N is 1.2 °C/W in the absence of thermal grease 

and 0.2 °C/W with thermal grease. 

 

 

Figure 15 Thermal contact resistance 

 

2.5.5 Thermal Fault Model 

In this section, the thermal fault model considered is introduced. As discussed 

in [95][96][97][98], a thermal fault is an alteration of the heatsink dissipation 

ability. In other words, the heatsink cannot dissipate the heat produced by the 

power device on which it is mounted. All possible thermal faults are modelled by 
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inserting additional thermal resistors in the thermal model of the system. For each 

thermal resistance, a further thermal fault resistor placed in series can be added. In 

accordance with the definition of thermal resistance given in subsection 2.5.4, the 

new thermal fault resistors represent an additional obstacle to the heat flow. These 

obstacles represent, for example, the incorrect contact between the various 

elements of the dissipation chain. In other cases, the thermal faults may be 

associated with the presence of unwanted material between the transistor and the 

heatsink. Finally, in other cases, the thermal fault resistance models a heatsink 

physical deformation that leads to an increase of the heatsink thermal resistance. 

In contrast to the catastrophic fault model discussed in section 2.2.3, for the 

thermal fault model it is necessary to identify the value of the thermal fault 

resistor. In other words, it is necessary to identify a methodology for attributing a 

value to each thermal fault resistor added in the thermal network.   

 

2.6 Power Devices Used in Cyber-Physical System 

As discussed in section 2.1,  power devices are widely used in Cyber-Physical 

Systems (CPSs), i.e., in automatic/autonomous systems in which a physical 

mechanism, or more in general a mechatronics system, is controlled or monitored 

by computer-based algorithms [99]. Typically, cyber-physical systems include 

smart grid applications, autonomous car systems, medical monitoring, industrial 

control systems, robotics systems, automatic pilot avionics and autonomous 

driving applications. In a cyber-physical system, physical and software 

components are deeply intertwined, able to operate on different spatial and 

temporal scales, exhibiting multiple and distinct behavioral modalities, and 

interact with each other in ways that change with context, as discussed in [99]. 

Complex systems are composed of different devices belonging to many 

technological different areas. Often, in complex systems, it is possible to find 

digital, analog, power devices or radiofrequency systems, but also mechanical, 

pneumatic, or hydraulic devices. Furthermore, sensors and mechanical devices 

such as power electrical motors or gears may be present. In general, cyber-

physical systems are modular, i.e., composed of numerous subsystems connected 

to each other. Each subsystem is designed for performing a specific function 

defined with a precise relationship between its inputs and outputs signals. The 

different subsystems are interconnected creating a high-level block diagram of the 

overall cyber-physical system [100][101][102]. Initially, a high-level model 

composed of a set of input-output relationships is first created; this high-level 

model is called behavioral model of the subsystem. Afterwards, each subsystem is 

implemented resorting to different components or devices. The ensemble of the 

components that composed of a subsystem, including the connection description 

of the components, it constitutes a possible low-level model of the subsystem. In 

general, this low-level model is called the structural model of the subsystem. For 

the Electrical and Electronic (E/E) subsystems, the electrical components are 

connected to each other creating an electrical model of the subsystem called 
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circuit diagram. Therefore, the circuit diagram of a subsystem corresponding to an 

electronic circuit represents its structural low-level model. 

 

The next subsection discusses the background about the international 

standards that manage the design and the maintenance of safety-critical 

applications. Furthermore, the FMECA analysis required by different standards is 

discussed in subsection 2.6.2. Finally, the last two subsections introduce 

respectively the state of the art regarding the cyber-physical system modeling and 

their simulation. 

 

2.6.1 Safety International Standards 

As previously introduced, many cyber-physical systems include safety-critical 

applications. Different international standards have been proposed for handling 

design and production of the safety-critical applications used in different areas, 

e.g., aviation, automotive, medical, and industrial. Figure 16 shows some of the 

possible areas where safety-critical applications are used. For each area, a 

dedicated standard has been defined. As shown in Figure 16, the different 

standards derive from the IEC 61508 [103] which manages the overall life cycle 

of the product. The IEC 61508 standard introduced a fundamental concept for the 

safety-critical applications. A system must function correctly or, at least, fail in a 

predictable and safe way. In other words, a safe state must be expected in which 

the system must reach when it is not functioning properly [103]. The purpose of 

the standards is to define methods for applying, designing, distributing, and 

maintaining automatic protection systems for each specific application. In these 

standards, the Failure Mode, Effects, and Criticality Analysis (FMECA) is listed 

among the possible techniques for analyzing the items that compose the systems 

[13][14][15]. An item can be a single specific subsystem, a set of subsystems or a 

device present in a subsystem, as discussed in [104]. In general, FMECA is 

performed after the design to determine if some of the faults that can affect the 

components prevent the system from satisfying the safety level associated with its 

functions. The different safety standards require to study the behavior and the 

impact of a fault in an electrical and electronic system, in order of computing the 

failure meantime figure, verifying the effectiveness of the safety mechanisms used 

to mitigate the effects of the faults,  producing other figures such as the diagnostic 

coverage and identify the critical faults. 
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Figure 16 Different international standards for safety-critical applications 

 

Moreover, with the growing complexity of the designed cyber-physical 

systems, it is necessary to introduce strategies that allow analyzing the effects of 

faults automatically and systematically. These strategies are essential to support 

the designer of complex systems when dealing with safety-critical ones. The 

FMECA analysis can be performed with a simulation of the whole system; in fact, 

in the event of a failure of a subsystem, it is necessary to understand the effects 

that a failed subsystem has on other subsystems. In this way, the possible 

propagation of the effects of a fault through the different subsystems can be 

studied. 

 

2.6.2 Failure Mode, Effects, and Criticality Analysis (FMECA) 

       For the Electrical and Electronic (E/E) items in charge to perform safety- or 

mission-relevant operations, it is needed of assessing their reliability level. 

Typically, the reliability level is expressed through metrics that represent how 

much time the E/E can operate safely, i.e., without any safety goal violation [105]. 

Usually, no discrete component of device is able to ensure a significant reliability 

level by itself; therefore, in the Cyber-Physical System, it is necessary adopting 

different safety solutions, as redundancy, monitoring and so on [106][107][108]. 

An item can react to a failure in two different ways. In the easiest scenario, the 

system is branded in a safe state; in other words, in a state whose Cyber-Physical 

System behaviour has no potentially dangerous or harmful effects. The other 

possible scenario, smarter but more expensive with respect to the previous one, is 

to continue to provide the function even in the case a failure happens. Typically, 
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in the second scenario, the system is equipped with a redundant system that 

replaces the defective one [109][110][111][112]. 

       In the usual design process, the first step is to identify the potential failures 

that can affect each possible item. There are different manuals that collections the 

typical failures for each item or that describes how to generate the list of the 

possible failures; currently, the most promising manual is the one jointly 

published by AIAG&VDA in June 2019 [113]. Typically, these failures are 

identified at the functional level of the different subsystems present in a Cyber-

Physical System. However, once a fault pattern has been identified, it is possible 

to generate the faults of interest. Afterwards, each failure is classified by an 

Action Priority (AP) that can assume only three values: High, Medium, and Low. 

A first AP value is assigned to the system by itself, then is updated taking into 

account the possible detection and/or mitigation measures that it is possible to 

apply. At this point, the requirements determined during the Failure Mode and 

Effect Analysis (FMEA) and the risk level associated with the item functionality 

are combined to obtain the requirements. After the item has been designed, 

FMECA has to be performed on it. The FMECA [114] is usually performed for 

safety-critical application. The result of the FMECA analysis is a Risk Priority 

Number (RPN) for each failure mode of each possible item component. RPN is 

defined as the product between the Severity, the Occurrence, and the Detection 

capability embedded in the item. The Severity is the severity rates of the potential 

effect of the failure. Occurrence is the likelihood that the failure occurs; finally, 

the Detection is the likelihood that the problem is detected before it reaches the 

end-user or the end-customer. On the other hand, for the automotive safety-critical 

application, the FMECA approach is performed with the aim of classifies all the 

failure modes in four different groups. The four groups are generated as a 

combination of Safe/Dangerous and Detected/Undetected [105]. In general, the 

FMECA process is essentially a manual process; the designer identifies different 

failure mechanisms and studies their behavior on the cyber-physical system. To 

support FMECA execution, a simulation-based approach has been proposed in 

[115], where a methodology based on a simulation framework is used that 

employs behavioural models. When evaluating system outputs in presence of 

faults, the Safe/Dangerous - Detected/Undetected classification is highly 

dependent on the specific application. For historical reasons, the FMECA process 

is based on the assumption that all or most of the components of the circuit are 

discrete (like resistors, capacitors, diodes, etc.) and that they are not too many. 

This was often true in the past, while today many devices are modular and may 

also correspond to complex integrated circuits or Commercial Off The Shelf 

(COTS) submodules. Moreover, in modern Cyber-Physical Systems, there are 

numerous microcontrollers that execute a complex control software.  

Currently, the FMECA approach poses four types of challenges:  

1) the time required for simulating the whole system at low level (e.g., with 

SPICE) is completely unacceptable; simulating different parts of the system 

at different abstraction levels is a feasible solution, but implies the 

availability of an environment where models of the different modules can be 
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easily integrated, where the simulation at different levels is supported and 

where signals flow from one module to the other even when they are 

described at different levels; 

2) the circuit diagram of the COTS components at the different levels 

(including the most detailed ones) is not always available, so multilevel 

simulation is not always possible; 

3) the failure patterns of digital electronics are different from those of analog 

ones; hence, the choice of the most representative and suitable fault model is 

not given; 

4) the effect of the microcontroller embedded software must be considered, 

too. 

 

2.6.3 Complex Cyber-Physical System Models 

       In general, the E/E systems are composed of different dedicated subsystems 

that perform a specific task. Each subsystem receives in input some electrical 

quantities and produces other electrical quantities in output. The different 

subsystems are interconnected creating a high-level block diagram of the overall 

system [100][101][102] in which the outputs of each subsystem are connected to 

the inputs of other subsystems, as shown in Figure 17. For each subsystem, it is 

possible to identify a high-level behavioural model [100]. The subsystem 

behavioural model is characterized by a set of equations that describe the 

relationships between the inputs and outputs; this relationship is called the 

Transfer Function (TF) of the subsystem. A simple example is provided by a 

subsystem dedicated to the amplification of an electrical signal. An amplifier 

receives an input a voltage signal that varies over time (Vin). The amplifier 

produces to the output (Vout) a new signal proportional to the input one. The gain 

(G) of the amplifier describes the proportion between the input and the output 

signals. Hence, the relation Vout = Vin·G identifies the behavioral model of the 

subsystem dedicated to signal amplification. In general, it is possible to perform a 

simulation of the whole Cyber-Physical System using the block diagram of the 

Cyber-Physical System and the high-level behavioral models of the different 

subsystems. Obviously, the behavioral models of the different subsystems must be 

accurate and validated. For example, in the case of the amplifier in the example, 

the relation Vout = Vin·G is valid only in the passband; any signals that have 

frequencies outside the passband are amplified or attenuated in a different way 

from that expected. 
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Figure 17 Cyber-Physical System models 

       Afterwards, each subsystem must be implemented. For the E/E systems, each 

subsystem is implemented with an electronic circuit. Therefore, a circuit diagram 

of each subsystem is produced. The circuit diagram is the structural low-level 

model of an electrical subsystem, and it is composed of different electrical 

components commercially available. This new low-level model represents a low-

level implementation of the subsystem. For example, an amplifier modelled with 

the behavioural relation Vout = Vin·G; at the circuit diagram level, it is composed 

of numerous electrical components, e.g., transistors and resistors, in order to 

obtain a circuit that implements the relationship Vout = Vin·G. This circuit 

diagram represents a possible low-level model of the amplifier. 

       During the design of the overall system, the development of a high-level 

block diagram is a step normally performed; in particular, for a system composed 

of different subsystems. Therefore, the overall block diagram of the whole system 

is usually available and well defined already in the early phase of the Cyber-

Physical system design. 

2.6.4 Multilevel Simulation Strategy 

The multilevel simulation is a practice commonly adopted for performing 

simulations of systems composed of different subsystems [116][117][118][119] 

[120][121]. In general, the whole complex Cyber-Physical System can be 

simulated resorting to the structural or behavioral models of the different 

subsystems. Generally, high-level models are used to perform behavioral 

simulations of the whole Cyber-Physical System, while structural models are used 

for detailed simulations of the single subsystem. Usually, each subsystem is 

simulated at low level by itself to avoid long simulation times. The idea of 

multilevel simulation is to combine low-level and high-level models in one 
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simulator. In the multilevel simulations, at least one subsystem is simulated at low 

level resorting to its structural low-level models; the remaining subsystems are 

simulated at high-level resorting of their behavioural models. This strategy allows 

to perform simulations of complex mixed-domain systems, i.e., systems involving 

low voltage subsystems, high voltage power subsystems, digital subsystems or 

microcontrollers, mechanical subsystems, and so on. In addition, the embedded 

software executed by the microcontrollers is simulated, too. In general, multilevel 

simulations are available with new generic simulation tools, such as the 

SIMULINK environment on MATLAB [121]. However, this approach requires a 

considerable effort for implementing and validating the models. Moreover, the 

simulation times can be excessively long in systems composed of many 

subsystems. Obviously, the number of low-level modelled subsystems greatly 

affects the development terms of the simulation environment and also the 

simulation times of the Cyber-Physical system. Different multilevel simulation 

solutions are proposed in different papers [116][117][118][119][120][121]. For 

example, a multilevel simulation strategy oriented to the mixed-signals integrated 

circuit design is proposed in [116]. In particular, the different problems relating to 

the interfacing of the different domains are discussed in [116]. In [117], a 

multilevel simulator for a mechatronic system is proposed; the simulator 

discussed in [117] is used to simulate the control system of an electric motor. 

Instead, a power inverter used to drive a DC motor for electrical car is simulated 

in [119]. The multilevel simulator proposed is built with PSIM [120] e 

MATLAB/SIMULINK [121] tools. Finally, in [122][123] a multilevel simulation 

of a mono-domain system is proposed. In particular, the systems proposed in 

[122][123] are composed only of electrical subsystems. In [122], the Analog-

circuits Multilevel SIMulation (AMSIM) is proposed. As discussed in [122], the 

advantages of the AMSIM simulation strategy used in the design phase of the 

system are discussed. 
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Chapter 3 

Assessing the Effectiveness of Test 

Methods for Power Devices 

This chapter discusses the approach we propose for assessing the 

effectiveness of a generic test method for power devices. In particular, the 

proposed approach used for generating the fault list is discussed;  in other words, 

the list of possible faults present inside a device or in a circuit is generated. The 

proposed methodology is general and applicable to different devices. In this 

thesis, the proposed methodology is evaluated on 3 different devices. Using the 

equivalent electrical models discussed in subsection 2.4, the fault lists of a diode, 

IGBT e MOSFET devices are generated. 

The next subsection analyzes the considered methodology used for 

performing an analog fault simulation; finally, many experimental results about 

the effectiveness of the electronic test methods discussed in subsection 2.3 are 

reported. 

 

Overall, Figure 18 shows the general flow used to generate the list of possible 

catastrophic faults present in a power device and to perform an analog fault 

simulation. Considering the equivalent electrical model of the power device, it is 

possible to obtain the faults list with the proposed approach discussed in 

subsection 3.1; afterwards, the fault coverage of a test procedure is computed with 

the method discussed in subsection 3.2.  
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Figure 18 Overall proposed flow 

 

3.1 Fault List Generation Flow 

This section discusses a possible algorithm able to generate the fault list 

starting from an electrical network; the electrical network can be the equivalent 

electrical model of an electronic device, such as a transistor, or the electrical 

network of a circuit assembled on a PCB. In both cases, the proposed approach 

generates the fault list of the catastrophic faults in a deterministic and automatic 

way. The proposed approach is based on some generic rules, so it applies to any 

case study. As discussed in subsection 2.2.3, the catastrophic faults are modelled 

by inserting a number of open and short circuits in the electrical network. Short 

circuits and open circuits are modelled with different electrical switches. Each 

switch models a single catastrophic fault. In a SPICE circuit simulator, a switch is 

modeled with a resistance [124][125]. In particular, the open switch is modeled 

with a high value resistance (typically 1.0e+12Ω), while the closed switch is 

modeled with a low value resistance (typically 1.0e-12Ω), as discussed in 

[124][125]. This behavior is compliant with the definition of catastrophic fault 

model proposed in the IEEE P2427 standard discussed in subsection 2.2.3. A 

catastrophic fault can be easily injected in a simulation by changing the state of 

the electrical switches. Three different types of switches can be inserted in the 

electrical network. The serial switches are placed in series with the electronic 

components, the parallel switches are placed in parallel with the electronic 

components. Finally, the topological switches connect points of the electrical 

network that are normally not connected; topological switches correspond to 

unwanted short circuits in the electrical network. 

In general, for each component present in the electrical network a switch is 

inserted in series and another switch is inserted in parallel. Furthermore, 
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considering the electrical network as a graph, the arcs necessary for completing 

the graph are identified; the graph is complete when each vertex is connected to 

all the vertices present in the graph by a dedicate arc. The topological switches are 

inserted in correspondence to the arcs that complete the graph. 

However, only a few switches present in the electrical network are 

considered; in particular, two switches placed in series are collapsed in a single 

equivalent switch. Similarly, two switches placed in parallel are collapsed in a 

single equivalent switch. Finally, the switches that disable the parasitic 

components present in the electrical network are not considered. A parasitic 

component describes an undesired phenomenon present in the network; removing 

or inhibiting a parasitic component means improving the circuit features (which is 

never the case with real defects). An inhibited parasitic component does not 

correspond to any defect in the electrical network. Therefore, the switches placed 

in series with the parasitic components or the switches which short-circuit the 

parasitic components are not considered in the fault list. Moreover, in the 

electrical network, adjacent nodes directly connected by an electrical wire are 

collapsed in a single equivalent node. This last consideration reduces the number 

of vertices in the graph and the number of topological switches in the network. 

 

The proposed approach is now described, which is implemented with the 

following 4 steps: 

o Step 1 In the electrical network, the ideal and the parasitic components 

are identified. 

o Step 2 For each component present in the electrical network, an electrical 

switch is inserted in series. Moreover, two or more switches placed 

directly in series are collapsed in a single equivalent switch. Afterwards, 

the electrical switches that disable the parasitic components are excluded 

from the fault list. For the electrical switches placed in series, the fault is 

injected in the circuit opening the switch. 

o Step 3 For each component present in the electrical network, an electrical 

switch is inserted in parallel. Moreover, two or more switches placed 

directly in parallel are collapsed in a single equivalent switch. 

Afterwards, the electrical switches that disable the parasitic components 

are excluded from the fault list. For the electrical switches placed in 

parallel, the fault is injected in the circuit closing the switch. 

o Step 4 The topological switches are inserted in the electrical network by 

transforming the electrical network in a graph; this new graph is called 

incidence graph. Each node of the electrical network is equivalent to a 

node of the incidence graph, while each branch of the electrical network 

is equivalent to an arc in the incidence graph. The arcs that connect the 

same nodes are collapsed in a single equivalent arc. The electrical nodes 

directly connected by an electrical wire are collapsed in a single 

equivalent node in the incidence graph. Afterwards, the arcs that 

complete the graph are identified. The topological switches are added on 
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the arcs that complete the graph. However, the electrical switches that 

disable the parasitic components are excluded from the fault list.  For the 

topological switches, the fault is injected in the circuit closing the switch. 

The proposed method for generating the fault list is automatic, systematic and 

generally. The fault list is composed of a finite number of possible faults. The 

proposed rules are independent of the Device Under Test (DUT) or the Circuit 

Under Test (CUT) considered. The fault list is not generated considering the 

experience of the engineers [4][5][6][7][8] but it is automatically generated 

starting from an electrical network. The proposed approach was published in [54]. 

 

To better explain the method, an example about the fault list generation for a 

capacitor is given. The equivalent electrical model of the capacitor [55] is shown 

in Figure 19, where some parasitic components are added to the equivalent 

electrical model. In the equivalent electrical model of the capacitor, the C 

component identifies the nominal capacitance of the ideal component. The resistor 

RL models the electrical permeability of the dielectric present in the capacitance. 

The non-ideal dielectric causes a small migration of electric charges between the 

two capacitance plates. The ESL equivalent series inductance represents the 

distributed inductances present in a real capacitor. The ESR equivalent series 

resistance is due to the resistance of access to the capacitance plates. Finally, the 

Rda and Cda components are related to the absorption of the dielectric, i.e., the 

ability of a dielectric to retain some electrical charges inside it. To summarize, the 

C component is ideal, while the components Rda, Cda, RL, ESL and ESR 

correspond to the parasitic components. 

 

 

Figure 19 Equivalent electrical model of the capacitor 

 

       The serial switches are added as shown in Figure 20.a. Considering the serial 

equivalence, the switches placed in series to the ESL and ESR components are 

replaced with a single switch. Furthermore, the switches that disconnect only the 

parasitic components are not considered; this is the case of the switches placed in 

series to the Rda, Cda and RL parasitic components. The switches considered are 

shown in green, those excluded in red and the equivalent switches in blue. Figure 
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20.b shows the parallel equivalent switches and the excluded switches. Figure 

21.a shows the collapsed electrical nodes (A and N1) and the collapsed parallel 

components (RL and C) in the equivalent electrical model of the capacitance; 

furthermore, Figure 21.b shows the obtained incidence graph. Finally, Figure 22 

shows all the switches considered for the capacitor (Fp stands for parallel faults, 

Fs for serial faults and Ft for topological faults). Overall, five faults are 

considered for the capacitor, each corresponding to a switch in the equivalent 

electrical model. 

 

 

Figure 20 The serial switches (a) and the parallel switches (b) in the equivalent electrical model of 

the capacitor 

 

 

 

Figure 21 (a) The nodes and the components collapsed in the capacior's equivalent electrical 

model. (b) The incidence graph of the capacitor's equivalent electrical model 
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Figure 22 The equivalent electrical model of the capacitor with the catastrophic faults 

 

       The proposed approach is generic and it can be applied to different power 

devices or to integrated circuits, too. However, the number of faults generated can 

be considerable, especially for topological faults, as discussed in section 2.2.3. 

       In the following 3 subsections the fault lists of 3 different power devices are 

generated using the proposed approach. In particular, the fault lists of a diode, a 

MOSFET and an IGBT are generated. 

3.1.1 Diode 

       In this subsection, the method for generating the fault list for a diode device is 

described. The approach proposed in subsection 3.1 is applied to the equivalent 

electrical model of the diode discussed in subsection 2.4.1. In addition, subsection 

2.4.1 discusses the parasitic components considered in the equivalent electrical 

model of the device. Figure 23 shows the equivalent electrical model of the diode 

with the catastrophic faults generated with the proposed approach. In particular, 4 

electrical switches have been added to the equivalent electrical model of the 

diode. Each electrical switch identifies a catastrophic fault present inside the 

device. 
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Figure 23 Diode equivalent electrical model  with faults 

3.1.2 MOSFET 

       In this subsection, the fault list for a MOSFET device is described. The fault 

list is generated by applying the proposed approach, discussed in subsection 3.1, 

to the electrical model of the MOSFET, discussed in subsection 2.4.2. In addition, 

subsection 2.4.2 discusses the parasitic components considered in the equivalent 

electrical model of the device. With the proposed approach, 23 catastrophic faults 

are identified in the equivalent electrical model of the MOSFET. Figure 24 shows 

the faults identified in the equivalent electrical model of the MOSFET device. 

 

 

Figure 24 MOSFET equivalent electrical model  with faults 

3.1.3 IGBT 

In this subsection, the fault list for an IGBT device is described. Figure 25 

shows the 31 catastrophic faults present in the equivalent electrical model of the 

IGBT. The model considered was discussed in subsection 2.4.3, while the 

proposed approach used to generate the fault list was discussed in subsection 3.1. 
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Subsection 2.4.5 discusses the parasitic components considered in the equivalent 

electrical model of the device. 

 

 

 

Figure 25 IGBT equivalent electrical model  with faults 

 

3.2 Analog Fault Simulation Flow 

       This subsection discusses the analog fault simulation methodology proposed. 

The methodology is based on an analog circuit simulator. In the circuit simulator, 

the Circuit Under Test (CUT) is duplicated. A copy of the CUT is used as a 

reference. The second copy of the CUT is used for injecting the faults. The 

diagram of Figure 26 shows how the considered analog fault simulator works. In 

the analog fault simulation, the same test stimuli are applied to both copies of the 

circuit. The test stimuli responses obtained from both circuits are compared. The 

comparator produces an error signal as defined in the equation (11). If the error 

signal exceeds a maximum threshold chosen, the fault injected in the CUT is 

marked as detected (DT), otherwise the injected fault is marked as not detected 

(NDT). The FC is calculated with the equation (12) already discussed in 

subsection 2.2, i.e., as the ratio between the number of faults labelled as DT and 

the total number of faults considered. The proposed approach was published in 

[54]. 

 

 

Error =
|CUT stimulus effect − Reference Circuit stimulus effect|

Reference Circuit stimulus effect
∙ 100     (11) 
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FC =
#DT

#DT + #NDT
∙ 100                (12) 

 

 

 
Figure 26 Analog fault simulation flow 

The methodology shown in Figure 26 is generic, as it can be applied to the 

different electronic test methods discussed in subsection 2.3. Obviously, the test 

stimulus application point and the stimulus effect observation point are different 

for each test method. For example, for the incoming inspection test, only the 

single device under test is simulated; the test stimuli are applied to the device pins 

and the effects of the test stimulus are observed on the device pins. Instead, in the 

in-circuit test methodology, the test stimuli are applied to the device under test 

assembled on the PCB by means of some electrical probes, as discussed in 

subsection 2.3.2. Similarly, the response to the test stimulus is also observed (or 

rather measured) on the device under test pins. However, the electrical circuit 

implemented on the PCB may affect the test or its effectiveness. Finally, in the 

functional test methodology, the test stimuli are applied to the PCB input ports 

and the effects of the test stimuli are observed on the PCB output ports, as 

discussed in subsection 2.3.3. 

 

As discussed in [126], identifying the maximum acceptable error threshold is 

an open problem in every test scenario. Typically, a threshold compliant with the 

circuit design specifications is chosen. For the purpose of our work, we selected a 

significantly large value for this threshold in order to be conservative. This 

threshold value can be freely and suitable changed depending on the specific case, 

as it normally happens in practice. 

3.3 Proposed Approach Evaluation 

       This subsection discusses the case study considered. Afterwards, the 

effectiveness of three different test methods applied to the case study considered 
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is evaluated. For each test method, the results obtained are discussed highlighting 

the strengths and weaknesses of each test method. Finally, the last subsection 

combines the different test methods in order to identify the minimum set of tests 

to be performed for maximizing the FC. 

3.3.1 Case Study 

       A large number of research activities have been evaluated by us on the case 

study described in this section. A three-phase motor control system was 

considered as a case study. This cyber-physical system is assembled on a single 

PCB. This section shows the overall system composed of several subsystems. In 

addition, it also discusses the heat dissipation aspects of the power devices. The 

next section focuses on two subsystems of particular interest, the high-voltage 

Power Supply Unit (PSU) subsystem and the encoder subsystem. 

This cyber-physical system is used for controlling a three-phase electrical 

motor. The system can be used in ventilation systems, in industrial complexes and 

in household appliances; some of these applications are safety-critical. The 

analyzed system manages 2.2 kW electrical motors powered at 400 V phase-

phase. During the steady-state, each polar pairs is crossed by a current of 6 A. The 

electric motor has a steady rotation speed of 3,000 RPM. Figure 27 shows the 

block diagram of the whole system, while Figure 28 shows the PCB assembled. In 

particular, Figure 28 highlights the different subsystems present on the PCB. The 

system considered implements a speed control and current control for the three-

phase motors. The PCB is composed of nine different subsystems, as shown in 

Figure 27. 

 

The first subsystem analyzed is the high-voltage PSU; this subsystem receives 

in input an AC grid voltage between 100 V RMS and 220 V RMS at a frequency 

of 50 Hz or 60 Hz. The high-voltage PSU supplies a direct voltage of 400 V on 

the DC link, with a maximum ripple of ±7 V. In addition, the high-voltage PSU is 

able of delivering a maximum current of 12 A to the powered electrical load. The 

high-voltage PSU is devoted to supplying the voltage and current needed to the 

power circuits present in the system. Moreover, the high-voltage PSU is equipped 

with an Electro Magnetic Compatibility (EMC) Filter. The EMI filter consists of a 

common mode choke and film capacitor used to reduce the conducted 

electromagnetic emission caused by the high-voltage PSU switching. In addition, 

there is a connector for the DC link on the PCB (Vout high-voltage PSU 

connector) as highlighted in Figure 28. The connector is used for powering 

additional external PCBs. In addition to the high-voltage PSU, there is a low-

voltage PSU. The low-voltage PSU is directly connected to the high-voltage PSU, 

i.e., it receives the DC link voltage at its input and supplies different DC low 

voltages. The different DC low voltages are needed to power the low power 

analog subsystems present in the PCB. Specifically, the low-voltage PSU provides 

3.3 V for the Complementary Metal-Oxide Semiconductor (CMOS) logic of the 
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microcontroller, 5 V and 15 V dedicated for the low-power analog circuits present 

in the system. 

 

 

 

Figure 27 Three-phase motor control system 

 

 

Figure 28 Three-phase motor control system PCB 

In this system, there is a three-phase power inverter subsystem. This 

subsystem is designed using the STGIPS30C60T [127] device, it integrated a 

three-phase inverter manufactured by STMicroelectronics. STGIPS30C60T is 

composed of 6 power IGBTs that implement 3 half H-bridges. Each half H-bridge 

is used to drive one of the 3 phases (U, V, W) of the three-phase electrical motor. 

Furthermore, the protection logic of the half H-bridges is also present in the 

STGIPS30C60T. The protection logic checks the congruence of the 3 Pulse-

Width Modulation (PWM) input signals. In particular, the protection logic 
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prevents that 2 IGBTs of the same H-bridge are simultaneously closed; in this 

situation, the inverter is short-circuited. The IGBTs present in the STGIPS30C60T 

can work up until 600 V and manage a maximum current of 12 A for each phase. 

Additionally, the PWM signals accepted by the STGIPS30C60T must be 

compatible with CMOS voltage levels. 

The current absorbed by the three-phase electrical motor is measured with a 

dedicated subsystem. Three shunt resistors are placed in series with each phase of 

the electrical motor. The voltage drop present on each shunt resistor is measured 

with an instrumentation amplifier; the output voltage from the instrumentation 

amplifiers are converted into a numerical value using the Digital-Analog 

Converter (DAC) integrated in the microcontroller. The control algorithm 

performed by the microcontroller introduces a current control; the aim of the 

current control loop is to avoid the excessive current absorption by the electrical 

motor. 

In addition to the motor currents measure, the microcontroller measures the 

angular speed of the motor shaft. The angular speed is measured with an encoder 

placed on the motor shaft. On the PCB, there is a subsystem dedicated of 

interfacing the microcontroller with the encoder. The angular speed of the 

electrical motor is used in the motor control software executed by the 

microcontroller; in particular, it is used for maintaining the motor angular speed to 

the constant value desired. 

The microcontroller subsystem is dedicated of controlling and managing the 

whole cyber-physical system. This subsystem receives the data acquired by the 

different sensors. In particular, the microcontroller receives in input the motor 

currents, measured by the current sensors subsystem, and the angular speed of the 

motor measured by the encoder. In addition, the microcontroller generates the 

PWM signals used by the three-phase inverter subsystem. This control subsystem 

is implemented around the STM32F446RE [128] microcontroller developed by 

STMicroelectronics. The STM32F446RE is a 32-bit microcontroller working at 

180 MHz; the microcontroller is based on an ARM CORTEX M4. This 

microcontroller is used for run-time control applications of cyber-physical 

systems. It is equipped with an Adaptive Real-Time Accelerator (ART 

Accelerator) [128] used to speed up the reading and writing operations performed 

on RAM and Flash memories. The microcontroller is equipped with a 512 KB of 

flash memory and 256 KB of RAM memory. In addition, there are different 

peripherals used by the control software, such as the ADC converter and 4 

different timers. Furthermore, different communication peripherals are used, such 

as the Universal Asynchronous Receiver-Transmitter (UART), the Controller 

Area Network-bus (CAN-bus) and the Serial peripheral interface (SPI). The aim 

of the control software is to maintain constant the three-phase motor angular 

speed. Furthermore, the microcontroller has a second control system relating to 

the current absorbed by the motor. The second control system verifies that the 

current absorbed by the microcontroller does not exceed a maximum threshold 

chosen by the PCB designer. 
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Finally, in the PCB there are three distinct subsystems dedicated to the 

communication. Through the UART, CAN, or SPI interfaces, it is possible to 

communicate with the microcontroller for obtaining the motor angular speed 

measured or the current values present in each electrical motor phase. 

Furthermore, through the communication interfaces, it is possible to modify the 

reference angular speed maintained by the control system. By default, this value is 

set to 3000 RPM. 

3.3.1.1 High-Voltage PSU subsystem 

This subsection is dedicated to the high-voltage PSU subsystem. This 

subsystem has in input the grid voltage and supplies a DC 400 V ±7 V in output 

with a 12 A of maximum current. The high-voltage PSU consists of three boost 

cells driven by the  FAN9673 [129] analog controller. The boost cells have the 

function of a voltage booster, i.e., the voltage present at the cell output is higher 

respect the input cell voltage. The circuit diagram of the high-voltage PSU is 

shown in Figure 29. Each of the 3 boost cells is composed of a power diode 

(STTH12S06 [130]), a power IGBT (STGF19NC60 [131]) and an inductor . Both 

the semiconductor devices are assembled in TO-220FP packages. Each boost cell 

operates in Continuous Conduction Mode (CCM), i.e., the current in the inductor 

never reaches zero ampers during the switching cycle. In addition to the three 

boost cells and the FAN9673 controller, the PSU is equipped with a diode bridge 

(Dw1, Dw2, Dw3, Dw4), an input capacitor (CIN) and two output capacitors 

(COUT) placed on the DC link. The FAN9673 analog controller measures the 

PSU input voltage with the R1 resistor, the DC link voltage with the RF1 and RF2 

voltage divider, and the currents flowing through the boost cells with the Rs1, Rs2 

and Rs3 resistors. The PSU works with sinusoidal input voltages between 110V 

RMS and 220V RMS at 50Hz or 60Hz. The aim of the FAN9673 is to obtain a 

sinusoidal shape of the current absorbed from the electrical grid and with a power 

factor almost unitary. An independent control signal is produced for each IGBT of 

each boost cell. The signal controls is a square wave with a frequency of 60 kHz 

and a variable duty cycle. The FAN9673 analog controller is produced by ON 

Semiconductor. The FAN9673 controller is compatible with the IEC1000−3−2 

standard related to electromagnetic compatibility; moreover, it incorporates the 

TriFault Detect system [129] in compliance with the UL 1950 safety standard. 

The TriFault Detect system implements many protection systems, including the 

peak current limitation, input voltage brownout protection, the output short-circuit 

and the over-voltage protection. However, the protections implemented by the 

FAN9673 device are intended for protecting the PSU components, such as IGBTs 

and diodes, from faults external to the PSU stage [129]. For example, the 

protections are useful for saving the PSU circuit from a short circuit at the outputs 

of the PSU; other protections are useful in presence of a significant inductor 

current increase due to a grid voltage increase. Finally, a protection system is 

implemented to save the PSU from meaningful variations of the grid voltage at 
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the PSU input. However, possible faults affecting the PSU power devices cannot 

trigger in any way these protection mechanisms. 

 

 

Figure 29 High-voltage PSU circuit diagram 

        

The STTH12S06 diode [130] is a power device with a forward voltage (Vf) of 

1.5V; the power device can manage a current up to 12A. The maximum junction 

temperature (TjMAX) supported is 175 °C, and has a case junction thermal 

resistance (Rth,JC) of 4.6 °C/W. The IGBT STGF19NC60 [131] is a power 

device able of managing voltages up to 600V and currents up to 19A. The 

maximum managed junction temperature is 150 °C with a junction-case thermal 

resistance (Rth,JC) of 3.9 °C/W. The STTH12S06 diode and the STGF19NC60 

IGBT are produced by STMicroelectronics. Subsection 2.4.1 and 2.4.3 show the 

equivalent electrical models of the diode and IGBT, Table 2 and Table 3 show the 

model parameters for the STTH12S06 and STGF19NC60 devices. 

        

STTH12S06 diode equivalent electrical model parameters Value 

Ra 7.21 mΩ 

Rk 7.21 mΩ 

Cg 0.13 pF 

Cd 95 pF 

Vf 1.5 V 
Table 2 STTH12S06 diode equivalent electrical model parameters 

 

STGF19NC60 IGBT equivalent electrical model parameters Value 

Vge(th) 4 V 

Rg 10 MΩ 

Cgd 5 pF 

Cge 1.15 nF 

Cds 20 pF 

R_drift 1.3 Ω 

Cgc 36 pF 
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R_body 9 Ω 

Vce(inv) 2.5 V 

Vces 600 V 

Ices 15 A 

Cce 94 pF 

Rc 5.6 mΩ 

Re 5.4 mΩ 
Table 3 STGF19NC60 IGBT equivalent electrical model parameters 

The PSU cooling system is built using the passive SK56 heatsink produced 

by Fischer Elektronik [132]. The heatsink is composed of aluminium and it is 

equipped with numerous cooling fins able to dissipate the heat. The thermal 

resistance of the heatsink (Rth,H_A) is 0.35 K/W. The heatsink is assembled on 

the three power diodes and on the three IGBTs by means of through screws. 

 

3.3.1.2 Communication subsystems 

The communication interfaces implemented on the PCB operate at 

different voltages; for example, the SPI interface operates in CMOS logic on the 

microcontroller side and TTL logic on the bus side. Therefore, a logical adapter 

must be implemented. The circuit of Figure 30 realizes a typical logic adapter 

using a MOSFET device, as discussed in [133]; this circuit is replicated several 

times for each signal present in the communication interface. The circuit is based 

on a small signal MOSFET, in particular on the Surface Mounting Device (SMD) 

BSS138 [134] produced by ON Semiconductor. The BSS138 device has a very 

low Ron and fast switching speed. The device is used in low power applications. 

Table 4 reports the parameters of the equivalent electrical model discussed in 

subsection 2.4.2. 

 
Figure 30 CMOS-TTL logic adapter 

BSS138 MOSFET equivalent electrical model parameters Value 

K 200 mA/V2 

Vth 1.5 V 

λ 0.06 1/V 

Rd 6 µΩ 

Rs 0.5 µΩ 

Rg 100 MΩ 

Rb 0.01 mΩ 

Cgd 0.5 nF 

Cgs 22.5 nF 

Cgb 1e-15 F 



 

56 

 

Cds 9.5 nF 

Cdb 1e-15 F 

Cbs 1e-15 F 

VfDd 0.6 V 

VfDs 0.6 V 

Vf 0.8 V 

Vbdrdss 65 V 
Table 4 BSS138 MOSFET equivalent electrical model parameters 

 

3.3.2 Incoming Inspection Test Method 

       This section reports the test procedures for the different power devices for the 

incoming inspection test method considered; in other words, the test stimuli 

applied to the DUT are reported. In particular, the test procedures for the diode, 

the IGBT and the MOSFET devices are discussed. The last subsection reports the 

experimental results obtained; in particular, the FC figure obtained for each device 

considered is reported. 

3.3.2.1 Diode 

       The incoming inspection test procedure for the diode is shown in this section. 

In particular, the procedure proposed by Fluke [24] is analyzed. The test 

procedure is composed of 2 steps, as shown in Table 5. Afterwards, each test step 

is discussed and the circuit that performs each test step is shown. 

 

Test step Test step description 

A PN junction test directly biased 

B PN junction test polarized inversely 
Table 5 Diode test procedure 

 

Step A The current Ia crosses the diode PN junction directly polarized. During the 

test, the Vm voltage drop on the diode is measured. The test step passes if the Vm 

is equal to the diode threshold voltage Vf. 

 

Figure 31 Diode PN junction test directly biased 

 

Step B The current I crosses the diode PN junction inversely polarized. During 

the test, the voltage drop on the diode is measured. The test step passes if a high 
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resistance value is present; the resistance is calculated by dividing the voltage 

drop measured by the current applied during the test. 

 

 

Figure 32 Diode PN junction test polarized inversely 

 

2.3.2.2 IGBT 

       The incoming inspection test procedure for the IGBT device proposed by 

Galco [26] is shown in this section. Table 6 shows the 8 test steps (from A to H) 

that composed of the test procedure. Afterwards, each test step is discussed. 

 

Test step Test step description 

A PN junction test polarized inversely  

B PN junction test directly biased 

C Gate-emitter impedance test 

D Gate-collector impedance test 

E Vce(sat) test 

F Antiparallel diode Vf test  

G Ices test (blocking device) 

H Vge(th) test 
Table 6 IGBT test procedure 

 

Step A The aim of this test step is to check the behaviour of the collector-emitter 

junction, while the gate and emitter are shorted. With a Digital Multi-Meter 

(DMM) configured in diode check mode an open circuit or an infinite resistance 

must be read. 



 

58 

 

 

Figure 33 IGBT PN junction test polarized inversely 

 

Step B The aim of this test step is to check the behaviour of the collector-emitter 

junction when the gate and collector are shorted. With a DMM configured in 

diode check mode, a short circuit or low resistance must be read. The voltage 

value measured is low due to the antiparallel diode [135] present in the IGBT; 

during this test step, the antiparallel diode is directly polarized. 

 

Figure 34 IGBT PN junction test directly biased 

 

Step C The aim of this test step is to check the gate-emitter impedance with the 

collector open. An Ia current is forced into the gate and the Vge is measured. The 

gate-emitter impedance is derived ad the Vge on Ia. A good device has an infinite 

gate-emitter impedance or a very high value. A damaged device has a low 

impedance or corresponds to a short circuit. 
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Figure 35 IGBT gate-emitter impedance test 

 

Step D The aim of this test step is to check the gate-collector impedance with the 

emitter open. An Ia current is forced into the gate and the Vgc is measured. The 

gate-collector impedance is computed as the Vgc on Ia. A good device produces 

an infinite impedance or a very high value. A damaged device has a low 

impedance or corresponds to a short circuit. 

 

 

Figure 36 IGBT gate-collector impedance test 

 

Step E The aim of the E test step is to force the IGBT in saturation; a Vge and Ic 

are forced and the Vce(sat) is measured during the test. The Vce measured must 

be similar to the expected one. 

 

Figure 37 IGBT Vce(sat) test 
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Step F In this test stem, the correct behaviour of the antiparallel diode is checked. 

The IGBT is turned off (Vge = 0V) and an Ia current is forced in the diode 

directly polarized. The Vf voltage is measured during the test. 

 

Figure 38 IGBT antiparallel diode Vf test 

 

Step G In the G test step, the IGBT is maintained in interdiction and the Ic is 

measured. In interdiction, the Ic measured is approximately null. 

 

Figure 39 IGBT Ices test (blocking device) 

 

Step H In the last test step, the Vce(th) voltage is checked. The device is turned-

on with an Ia that produces a Vce = 10V. The Vge(th) is measured during the test. 
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Figure 40 IGBT Vge(th) test 

 

3.3.2.3 MOSFET 

The incoming inspection test procedure for the MOSFET device is shown in 

this section. In particular, the procedure proposed by National Instrument [25] is 

analyzed. The test procedure is composed of 6 steps, as shown in Table 7. 

Afterwards, each test step is discussed and the circuit that performs each test step 

is shown. 

 

Test step Test step description 

A Vge(th) test 

B Gate impedance test 

C Vds Breakdown test 

D Ices device off test 

E Rds(on) test 

F Antiparallel diode Vf test 
Table 7 MOSFET test procedure 

 

Step A The first test step is devoted to verifying the Vgs(th), with the device 

turned on. The test is performed by forcing an Id current in the device and 

measuring the Vge. 

 
Figure 41 MOSFET Vge(th) test 
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Step B The aim of this test step is to check the MOSFET gate impedance. The 

device is faulted if its gate impedance is low. The impedance is derived by 

measuring the Ig gate current. 

 
Figure 42 MOSFET impedance test 

 

Step C The aim of this test step is to configure the device in breakdown [136] and 

measure its Vbre(dss). 

 

 
Figure 43 MOSFET Vds Breakdown test 

Step D The objective of this test step is to measure the Idss drain-source leakage 

current [136] of the MOSFET. 

 

 
Figure 44 MOSFET Ices device off test 

 

Step E The aim of this test step is to check the value of the Rds MOSFET 

resistance with the device turned on. During the test the Vds is measured; the Rds 

(on) is obtained by Vds divided Id. 
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Figure 45 MOSFET Rds(on) test 

 

Step F The last test step is devoted of checking the antiparallel diode present in 

the MOSFET device. During the test, the Vf of the diode is measured. 

 

 

Figure 46 MOSFET antiparallel diode Vf test 

3.3.2.4 Experimental results 

This section reports the FC figure obtained with the incoming inspection test 

for diode, IGBT and MOSFET devices. The FC is computed with the approach 

discussed in section 3.2. For all the devices considered, the incoming inspection 

test method has reached a FC of 100%, i.e., all the faults considered has been 

detected with the incoming inspection test. However, the test is performed with 

the device not yet assembled on the PCB. Tables 8, 9 and 10 show the number of 

faults detected by each test step of the test procedure. The total number of faults 

detected by the incoming inspection test is given by the union of the contributions 

of each test step. Therefore, some faults are detected several times by different 

test steps, while other faults are detected only by a single test step. Therefore, 

removing any test step leads to a reduction of the incoming inspection test 

effectiveness. This observation confirms the effectiveness of the considered 

incoming inspection test. The incoming inspection test is an excellent test for 

detecting the faulty devices before the PCB assembly phase. However, it is not 

exhaustive; as discussed in section 2.3.1, 75% of faults are due to an incorrect 

device assembling on the PCB. In other cases, the devices may suffer of damages 
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during the assembly phase, e.g., mechanical movements or the welding process 

can damage the device. 

 

 
Test step DT 

(total) A B 

Diode  

incoming inspection test 
3 1 4 

Table 8 Diode incoming inspection test results 

 
Test step DT 

(total) A B C D E F G H 

IGBT  

incoming inspection test 
15 9 9 10 6 11 14 7 31 

Table 9 IGBT incoming inspection test results 

 
Test step DT 

(total) A B C D E F 

MOSFET  

incoming inspection test 
9 5 7 9 8 6 23 

Table 10 MOSFET incoming inspection test results 

3.3.3 In-Circuit Test Method 

       This section discusses the in-circuit test method applied to the high-voltage 

PSU subsystem analyzed in section 3.3.1.1. In particular, the in-circuit test is 

applied to the diodes and IGBTs present in the PSU. These devices represent a 

case study, the in-circuit test methodology can be applied to any device present on 

the PCB. The first two subsections show the in-circuit test method 

implementation for a diode and an IGBT. The in-circuit test procedure is obtained 

from the incoming inspection one; in other words, the in-circuit test replicates the 

step tests of the incoming inspection test, but with the device under test assembled 

on the PCB. The last subsection reports the experimental results; moreover, some 

comments on the experimental results obtained are reported in the last subsection. 

 

3.3.3.1 Diode 

The in-circuit test procedure implementation for the D1 diode is now 

discussed. With reference to the circuit diagram of Figure 29, two further 

electrical circuits including the connections performed by the ATE are reported. 

The two test steps for the diode test are reported. In Figure 47, the step A about 

the PN junction directly polarized is reported; while in Figure 48 the second test 

step is reported. In Figure 47 and in Figure 48 the electrical circuits realized by 

the ATE are reported in blue.  

To avoid the propagation of the I current forced by the ATE, the IGBT must 

be in OFF state; the IGBTs gate terminals are forced to 0V by the ATE with three 

dedicated guard probes. The two steps of the test procedure can be performed by 

contacting seven points on the circuit, as shown in Figure 47 and Figure 48. 
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Figure 47 Diode In-Circuit test of PN junction test directly biased 

 

 

Figure 48 Diode In-Circuit test of PN junction test polarized inversely 

3.3.3.2 IGBT 

       The in-circuit test procedure implemented for the T1 IGBT transistor is now 

discussed. The steps C and D of the IGBT test procedure are not feasible, because 

they require to modify the PSU circuit by disconnecting some IGBT terminals. 

Hence, these two test steps are not implemented in the in-circuit test. Figures 44 -

49 show the implementation of the remaining 6 test steps. 
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Figure 49 IGBT In-Circuit test of PN junction test polarized inversely 

 

 

Figure 50 IGBT In-Circuit test of PN junction test directly biased 

 

 

Figure 51 IGBT In-Circuit test of Vce(sat) test 
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Figure 52 IGBT In-Circuit test of Antiparallel diode Vf test 

 

 

Figure 53 IGBT In-Circuit test of Ices test (blocking device) 

 

 

Figure 54 IGBT In-Circuit test of Vge(th) test 
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3.3.3.3 Experimental results 

Table 11 and Table 12 show the number of faults detected by each test step of 

the in-circuit test procedure for the diode and the IGBT.  

For the diode device considered, step A does not cover any catastrophic fault 

considered. Figure 47 shows the test step A implementation for the diode device; 

in the case study considered, the diodes D1, D2 and D3 are connected in parallel 

during the test. In this configuration, the effect of a fault present in a diode is 

masked by the behaviour of another parallel diode. Therefore, test step A has no 

effect in this circuit. This example shows how the effectiveness of a test is highly 

dependent on the PCB. Therefore, only with a quantitative evaluation of an 

electronics test method, it is possible to identify and understand its real 

effectiveness. The diode test step B detects only one catastrophic fault; overall, 

the in-circuit test for the diode under test can detect only one catastrophic fault 

among the considered faults generated with the proposed approach. 

Table 12 shows the number of faults detected by each IGBT test step. Overall, 

the FC obtained with the in-circuit test is 80.64%, with 25 faults detected out of 

31. The IGBT test steps C and D cannot be performed on the considered PCB, 

because it is necessary to modify the circuit disconnecting two IGBT terminals 

from the PCB. Similarly to diode test step A, IGBT test steps B and F cannot be 

performed. The diodes Dw1, Dw2, Dw3 and Dw4 of the diode bridge inhibit the 

test steps B and F. In general, the test steps that do not introduce a FC contribution 

may be skipped, such as step A for the diode and steps B and F for the IGBT. 

 

 
Test step DT 

(total) A B 

Diode in-circuit test 0 1 1 
Table 11 Diode in-circuit test results 

 
Test step DT 

(total) A B C D E F G H 

IGBT in-circuit test 11 0 - - 8 0 5 8 25 
Table 12 IGBT in-circuit test results 

3.3.4 Functional Test Method 

       This section discusses the functional test method applied to the high-voltage 

PSU subsystem analyzed in section 3.1.1.1. The following subsection discusses 

the experimental results obtained on the diode and the IGBT devices. 

       The functional test methodology is based to apply different functional stimuli 

on the PCB input ports and observing the stimuli response on the PCB output 

ports. As discussed in section 2.3.3, the functional stimuli and the stimuli 

responses must comply with the PCB design specifications. In the case study, four 

different stimuli are applied to the PCB; the stimuli are complied with the PSU 

specifications. The considered stimuli are shown in Table 13, they are four 

sinusoidal signals with different amplitude and frequency. In the case study, the 

faults present in the diode and in the IGBT are considered.  
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       Moreover, the Base functional test, the Timely enhanced functional test and 

the Observability enhanced functional test are considered; in particular, the 

voltage drop on the diode and the IGBT under test are measured during the 

Observability enhanced functional. In addition during the test, the PWM driving 

signal of the IGBT is also observed. Obviously, in the Observability enhanced 

functional approach, the additional signals observed during the test must also 

comply with the PCB design specifications. 

 

Stimuli 
Sinusoidal stimuli 

Amplitude Frequency 

S1 230 V RMS 50 Hz 

S2 110 V RMS 50 Hz 

S3 230 V RMS 60 Hz 

S4 110 V RMS 60 Hz 
Table 13 Functional stimuli 

 

3.3.4.1 Experimental results 

Table 14 shows the number of faults detected with each stimulus during the 

test; in particular, the faults detected with the Base functional test, Timely 

enhanced functional test and Observability enhanced functional test methods on 

the diode device are reported. Instead, Table 15 shows the number of faults 

detected with the three different functional approaches on the IGBT device. 

 

 Stimuli DT 

(total)  S1 S2 S3 S4 

Diode Base functional test 1 4 2 4 4 

Diode Timely enhanced functional 4 4 4 4 4 

Diode Observability enhanced functional 4 4 4 4 4 
Table 14 Diode functional test results 

 

 Stimuli DT 

(total)  S1 S2 S3 S4 

IGBT Base functional test 0 11 0 12 15 

IGBT Timely enhanced functional 15 12 13 13 20 

IGBT Observability enhanced functional 19 19 15 19 24 
Table 15 IGBT functional test results 

 

For the considered diode, the Base functional test methodology with the S1 

stimulus is sufficient to detect all the faults considered. Therefore, it is not 

necessary to run the Timely enhanced functional and Observability enhanced 

functional methods. 

On the other hand for IGBT device, the three different functional test methods 

provide different FC figures. The base functional method reaches a FC of 48% 

(15 out of 31 faults are detected), while the FC with the timely enhanced 
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functional method is 64% (20 out of 31 faults). The observability enhanced 

functional method achieves a FC of 77% (24 out of 31 faults). The different 

functional test methodologies considered have different ability to observe the 

effect of a fault. In particular, the observability enhanced functional method is the 

most effective because it observes also the voltage drop trend on the device. In 

particular, for the IGBT device, the signal present on the gate is a good fault effect 

observation point. As discussed in section 3.3.1.1., the FAN9673 analog controller 

drives the IGBTs with a PWM signal. In presence of a fault that forces the IGBT 

always in the open state, the controller drives the gate signal to a constant high 

value. Vice versa, in presence of a fault that blocks the IGBT always in the off 

state, the controller drives the gate signal to a constant low value. The signal on 

the gate of the device provides a good discriminant on the presence of a fault in 

the device. 

Moreover, as shown in Table 15, some faults are detected exclusively by a 

single test stimulus, while other faults are detected with different stimuli. On the 

other hand, other faults are never detected; for example, because the effects of 

some faults are compensated by the PSU control system. The control system can 

mask the effect of a fault, and the fault becomes undetectable with the functional 

test. 

3.3.5 Results analysis 

       This section compares the FC results obtained with the different test methods 

considered. In particular, the minimum set of tests to be performed to maximize 

the FC is identified. In this section, only the test methods performed at the end of 

production are considered. Therefore, the incoming inspection test method is not 

considered, because it is performed on the devices not yet assembled on the PCB. 

Table 16 reports the number of faults detected by each test methodology for the 

two devices considered. 

 

 Diode IGBT 

In-circuit 1 out of 4 25 out of 31 

Base functional 4 out of 4 15 out of 31 

Timely enhanced functional 4 out of 4 20 out of 31 

Observability enhanced functional 4 out of 4 24 out of 31 
Table 16 Numbers of faults detected 

       For the diode device, all the faults considered are detected with one of the 

functional tests; for example, the basic functional method is sufficient for testing 

the device. Instead, for the IGBT device, it is necessary to identify a good set of 

test methods able of testing the device. Figure 55 graphs the IGBT results shown 

in Table 16 in an Euler-Venn diagram. In particular, the number of faults detected 

exclusively by a single test methodology is reported. Furthermore, Figure 55 

shows the number of faults detected several times by the different test 

methodologies. 
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Figure 55 IGBT fault coverage results 

       Figure 55 shows that the Base functional and Timely enhanced functional do 

not introduce any contribution to the final FC; there are no faults identified 

exclusively by these two methodologies. On the other hand, the combination of 

the In-circuit and Observability enhanced functional methods allow to detect a FC 

of 90% (28 faults out of 31) in the IGBT. Furthermore, Figure 55 shows that 13 

faults are always detected by all test methods. Finally, In the IGBT devices, there 

are three faults never detected. These faults (F13, F16 and F17) are associated 

with the antiparallel diode present in the IGBT. In the high-voltage PSU 

subsystem considered, the antiparallel diode is not used. These three faults can be 

considered as untestable. However, they will never be able to produce any failure 

in the considered PCB. 

        Similar results to those shown in this section can be easily and automatically 

obtained for any PCB device. These results are very useful for a test engineer to 

estimate the cost of the test; in other words, to identify the best mix of test able of 

achieving a high FC considering also the test cost. Each test performed has a cost 

in terms of test execution time and in terms of resources required for performing 

the test. 

3.4 Chapter Summary 

This last section reports the main results obtained in this chapter. A 

methodology for assessing the effectiveness of a test method targeting a power 

device in a quantitative way is proposed.  The main steps of the overall proposed 

workflow are shown in Figure 18; the faults list of a power device is generated by 

applying some generic rules to the equivalent electrical model of the power 

device, as described in subsection 3.1. Afterwards, the effectiveness of a test 

procedure is assessed by injecting the faults considered in the equivalent electrical 
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model of the device using a circuit simulator, as described in section 3.2. The 

proposed methodology is able to automatically and systematically generate the list 

of the catastrophic faults present in a power device. The fault list generated is 

composed of a countable set of possible faults. The rules proposed for generating 

the fault list are independent of the device under test or the circuit under test. The 

fault list is not generated considering the experience of the engineers; moreover, it 

is generated independently from the case study. Therefore, no particular previous 

experience is required from the reliability engineers. The proposed approach can 

be used on the equivalent electrical model of a device or on the electrical network 

of a PCB. The chapter discusses a possible approach for performing an analog 

fault simulation. The considered analog fault simulation approach is general and it 

can be applied to different test methodologies. Finally, the proposed methodology 

is used to generate the fault list of three different semiconductor devices. The fault 

lists generated are used for assessing the effectiveness of different test methods on 

an industrial case study.  

 

The main results obtained with the proposed approach are: 

1. computing a FC figure for each test method; the FC is an index of the test 

method effectiveness. 

2. identifying the faults that are never detected by any test method 

3. identifying the best set of test methods; in addition to FC figure, other 

factors must be considered, such as the test cost or the test time 

execution. 
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Chapter 4 

Assessing the Effectiveness of the 

Test for Heatsink Assembling 

The temperature management is a non-secondary aspect in the design of 

power circuits and systems. As a matter of facts, changes in the junction 

temperature (Tj) have significant effects on the semiconductor device behavior; 

furthermore, a high Tj accelerates the failure mechanisms of power devices and 

reduces their lifetime, as discussed in [68][137][138][139][140][141]. Therefore, 

it is necessary to introduce a suitable heat dissipation system able to maintain the 

Tj within the device operating limits. Typically, passive heatsinks represent the 

most widely used strategy. However, an incorrect assembly of the heatsink may 

cause an unacceptable Tj increase in a power device. This chapter discusses the 

approach we propose for testing the correct assembling of a heatsink on a power 

device. The proposed approach is based on electrical measurements performed by 

an ATE. In general, ATEs are not equipped with thermal probes or with thermal 

imaging cameras; therefore, we propose an approach that performs the test only 

with electrical measures. Currently, the test of the heatsink is performed by 

automatic optical visual inspection or using X-ray technology inspection. 

Moreover, these inspection test methods, together with thermal imaging camera 

analysis, require a lot of time to be performed the test; typically, these timelines 

are not compatible with industrial test timelines. In the proposed approach, the 

power device junction temperature is estimated exploiting the TSEP parameters of 

the power device, discussed in subsection 2.5.3. The proposed approach is general 

and applicable to different power devices; we assessed its effectiveness and 
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limitations on three different power devices present in two different case studies. 

Moreover, the effectiveness of the proposed approach is assessed by means of a 

thermal model of the dissipation system, using the thermal model concepts 

discussed in section 2.5.4. In order to assess the effectiveness of the proposed 

approach with the thermal model of the device, it is necessary to generate a fault 

list of possible thermal faults associated with mounting the heatsink. Therefore, it 

is necessary to identify a fault model and propose an algorithm for generating the 

list of possible faults present in a thermal cooling system. In this thesis, a possible 

thermal fault list generation flow is proposed. Finally, the proposed approach is 

also experimentally evaluated using the second case study reported in this chapter. 

4.1 Heatsink Assembling Test Approach 

The proposed test approach is based on the in-circuit test method discussed in 

section 2.3.2. During the test, the ATE forces some voltages on the power device 

equipped with the heatsink. Afterwards, the ATE measures the current flowing 

through the device and estimates its junction temperature through the TSEP 

device parameters, as discussed in section 2.5.3. Obviously, a previous 

characterization of the TSEP thermal characteristics of the power device is 

necessary, as discussed in [75]. The measurement performed by the ATE can only 

be performed with the device in thermal equilibrium, i.e., with the device that 

dissipates a constant power and that has reached a constant junction temperature. 

The next three subsections show the TSEP characterization procedure and the 

in-circuit test procedure for diode, MOSFET and IGBT devices. The proposed 

TSEP characterization procedure exploits the self-heating phenomenon of the 

device. The TSEP device characterizations are performed on the device 

disconnected from the PCB and without the heatsink assembled. Often, TSEP 

parameter characterizations are performed by the device manufacturers and, in 

general, they are available in the device datasheets. The test procedures proposed 

for the diode and for the IGBT devices were published in [79], the test procedure 

for the MOSFET device was published in [78]. 

4.1.1 Thermal Diode Test Procedure 

      This section shows the diode TSEP procedure characterization and the in-

circuit test procedure proposed for the diode.  

4.1.1.1 Diode TSEP Temperature Characterization  

As discussed in section 2.5.3.1, the TSEP parameter for the diode device is 

the diode threshold voltage Vf. As discussed in [142], the TSEP diode 

characterization is performed forcing a constant Id current in the diode device for 

increasing the Tj temperature. The characterization is performed in two phases, a 

heating phase and a cooling one. During the heating phase, a high current Id is 

forced in the device with the aim of increasing the Tj exploiting the self-heating 

phenomenon; the maximum junction temperature supported by the device is 
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reached. During the second phase, a lower Id current is forced with the aim of 

maintaining the device on. During the cooling phase, the Vf and the Tj are 

measured, as shown in Figure 56. As discussed in [92], during the cooling phase, 

the junction temperature is approximated with the temperature present on the 

diode anode metal pin. The Vf(Tj) function can be extrapolated from the 

measurements of Vf and the Tj temperature acquired in the cooling phase. 

 

Figure 56 Diode TSEP Temperature Characterization 

 

4.1.1.2 Diode In-Circuit Test Procedure  

The in-circuit test procedure used to verify the heatsink assembly on the 

power diode device is now discussed. In Figure 57, the electrical circuits 

implemented by the ATE are reported in blue. The thermal in-circuit test for the 

diode device is performed with the following steps: 

o Step 1 Knowing the maximum power that the diode can handle (Pmax) 

and its nominal Vf, it is possible to calculate the test current (Itest) to be 

applied for performing the test with the equation (13). The Itest is chosen 

conservatively for avoiding diode damage. 

 

Itest =  
Pmax

2
∙
1

Vf
    (13) 

 

o Step 2 The ATE force the Itest in the diode; during the test, the Vf 

voltage is measured by the ATE, as shown in Figure 57. 

o Step 3 When the system reaches thermal equilibrium, i.e. the Vf value 

becomes constant over time, it is possible to evaluate Tj using the Vf(Tj, 

Itest) characterization previously performed.  

o Step 4 The junction-ambient thermal resistance (Rthja) is derived with 

the relation (14), as described in section 2.5.4. In the equation (14), Ta is 

the ambient temperature. 

 

Rthja =
Tj − Ta

Vf ∙ Itest
    (14) 
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o Step 5 Finally, if the Rthja value obtained is greater than Rthja,nom 

(considering a tolerance) a thermal fault is detected. The Rthja,nom value 

represents the expected value defined during the PCB design phase. 

 

Figure 57 Diode In-Circuit Test Procedure 

4.1.2 Thermal MOSFET Test Procedure 

       Initially, a subsection shows the MOSFET TSEP procedure characterization. 

Afterwards, a further subsection shows the in-circuit test procedure proposed. 

 

4.1.2.1 MOSFET TSEP Temperature Characterization  

As discussed in section 2.5.3.2, the TSEP parameter for the MOSFET device 

is the Ron resistance. The TSEP MOSFET characterization is performed forced a 

constant Id current in the MOSFET device for increasing the Tj temperature. The 

drain-source voltage Vds is measured during the characterization. The circuit used 

for performed the characterization is shown in Figure 58. The characterization 

procedure is composed of two phases, a heating phase and a cooling one.  

 

 

Figure 58 MOSFET TSEP Temperature Characterization 
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In the heating phase, the switch SW is configured in A position in order to 

dissipate a lot of power to reach about the maximum Tj supported by the device. 

Instead, in the cooling phase, the switch SW is configured in B position with the 

purpose of dissipating less power and maintain turned on the device. During the 

cooling phase, the drain-source voltage Vds and the Tj are measured. As 

discussed in [92], in the cooling phase, the Tj temperature is approximately the 

temperature present on the Drain metal pin of the device. The Ron(Tj) function 

can be extrapolated from the measurements of Ron and the Tj temperature 

acquired at the same time instants. The Ron is derived from dividing Vds by the 

constant Id current. 

4.1.2.2 MOSFET In-Circuit Test Procedure  

The in-circuit test procedure able to verify the correct heatsink assembly on 

the MOSFET power device is now discussed. In Figure 59, the electrical circuits 

realized by the ATE are reported in blue. The thermal in-circuit test for the 

MOSFET device is performed with the following steps: 

o Step 1 Knowing the maximum power that the transistor can handle 

(Pmax) and its nominal Ron, it is possible to calculate the test voltage 

(Vtest) to be applied for performing the in-circuit test with the equation 

(15). The value of Vtest chosen does not affect the test. This value is 

chosen conservatively to avoid damaging the transistor if the heatsink is 

not correctly assembled. 

 

Vtest =  √(
Pmax

2
)
2

∙ Ron       (15) 

 

o Step 2  The ATE forces the gate-source voltage (Vgs) required to turn on 

the device. 

o Step 3 The ATE force the Vtest; during the test, the Vds voltage and the 

Id current are measured by the ATE, as shown in Figure 59. 

o Step 4 When the system reaches thermal equilibrium, i.e. the value of Id 

and Vds becomes constant over time, the value of Ron is derived as 

Ron=Vds/Id. The resistance Ron is used to evaluate Tj using the Ron (Tj) 

characterization previously performed.  

o Step 5 The junction-ambient thermal resistance (Rthja) is derived with 

the relation (16), as described in section 2.5.4. In the (16) equation, Ta is 

the ambient temperature 

 

Rthja =
Tj − Ta

Vds ∙ Id
     (16) 
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o Step 6 Finally, if the Rthja value obtained is greater than Rthja,nom 

(considering a tolerance) a thermal fault is detected. The Rthja,nom value 

represents the expected value defined during the PCB design phase. 

 

Figure 59 MOSFET In-Circuit Test Procedure 

4.1.3 Thermal IGBT Test Procedure 

      The IGBT TSEP procedure characterization is shown in the first subsection. 

Afterwards, a second subsection shows the in-circuit test procedure proposed for 

the IGBT device. 

 

4.1.3.1 IGBT TSEP Temperature Characterization  

As discussed in section 2.5.3.3, the TSEP parameters for the IGBT device 

involves two different electrical quantities. In particular, the Ic that crosses the 

device and the voltage drop between the collector and emitter (Vce) of the device 

are involved. The characterization is performed in two phases using the circuit 

shown in Figure 60. in the first heating phase, a high Ic_heating current is 

imposed in the device with the aim of increasing the Tj. In the second cooling 

phase, a lower Ic_on current is forced in the device with the aim of maintaining 

the device in conduction. During the cooling phase, the Vce and the Tj of the 

device are constantly measured. The junction temperature is measured on the 

collector pin of the device, as discussed in [92]. The characterization is repeated 

several times with different Ic_heating currents. The TSEP characteristic of the 

IGBT can be obtained interpolating the different curves measured with different 

Ic_ heating currents. 
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Figure 60 IGBT TSEP Temperature Characterization 

4.1.3.2 IGBT In-Circuit Test Procedure  

The in-circuit test procedure for the heatsink assembled on the IGBT device is 

now discussed. In Figure 61, the electrical circuit realized by the ATE is reported 

in blue. The thermal in-circuit test for the IGBT device is performed with the 

following steps: 

o Step 1 The test voltage (Vtest)  imposed on the device was chosen 

considering the device specifications using the equation (17). The test 

voltage was chosen in a conservative manner in order not to damage the 

power device during the test. In particular, 50% of the maximum power 

(Pmax) managed by the device is chosen. The Itest current was chosen 

considering also the maximum current that can be delivered by the ATE 

(IATE max). 

 

𝑉𝑡𝑒𝑠𝑡 =  
𝑃𝑚𝑎𝑥

2
∙
1

𝐼𝑡𝑒𝑠𝑡
;    with     Itest ≤

IATE max
2

     (17) 

 

o Step 2 The ATE forces the gate-emitter voltage (Vge) required to turn on 

the device. 

o Step 3 The ATE force the Vtest; during the test, the Vce voltage and the Id 

current are measured by the ATE, as shown in Figure 61. 

o Step 4 The values of Ic and Vce are measured when the system reaches 

thermal equilibrium. The junction temperature Tj is derived from the 

TSEP characterization previously performed. 

o Step 5 The junction-ambient thermal resistance (Rthja) is derived with the 

relation (17), as described in section 2.5.4. In equation (17), Ta is the 

ambient temperature. 

Rthja =
Tj − Ta

Vce ∙ Id
               (18) 

 

o Step 6 Finally, if the Rthja value obtained is greater than Rthja,nom 

(considering a tolerance) a thermal fault is detected. The Rthja,nom value 

represents the expected value defined during the PCB design phase. 



 

80 

 

 

Figure 61 IGBT In-Circuit Test Procedure 

4.2 Fault List Generation Flow  

       This section discusses a possible algorithm able to generate the thermal fault 

list starting from a thermal network model of the dissipation system. As discussed 

in section 2.5.4, the dissipation system is modelled with a Cauer or a Foster 

thermal network. Each thermal fault is modelled in the thermal network by adding 

further thermal resistances, as discussed in section 2.5.5. Moreover, the proposed 

algorithm attributes a value to the thermal resistances added in the thermal 

network.  

       In general, a thermal fault resistor can be added in series to each thermal 

resistor present in the thermal network, as discussed in section 2.5.5. However, in 

this thesis, we focus on the thermal fault associated with the assembly of the 

heatsink on the power device. A typical heatsink configuration is shown in Figure 

62. In particular, Figure 62.a shows the considered physical system, a heatsink is 

screwed to a transistor encapsulated in the TO-220 package. A simple model of 

the system in steady-state is shown in Figure 62.b, in this thermal network model 

the thermal resistance Rthjc describes the difficulties encountered by the heat 

propagation from the silicon die to the transistor case. The thermal resistance 

Rth,ch models the difficulty that heat encounters to propagate from the transistor 

to the heatsink. The value of such resistance is mainly determined by the size of 

the surface contact and by its quality; for example, it depends on the force exerted 

by the assembly screw or the assembly mechanical system [80][81][82], as 

discussed in section 2.5.4. The Rth,ch thermal resistance is also called the contact 

resistance present between the transistor and the heatsink. In some cases, the 

heatsink rests against the device without a specific assembly mechanism. Finally, 

the thermal resistance Rth,ha describes the obstacle that the heat encounters for 

dissiping from the heatsink to the environment. Figure 63 shows the thermal 

model of the system shown in Figure 62. The model obtained is based on three   

R-C Cauer cells, as discussed in section 2.5.4. 
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Figure 62 (a) A typical heatsink physical system; (b) Steady-state model 

In addition to the three thermal resistances already discussed, the model is 

completed with some thermal capacities that describe the thermal capacitance of 

the junction (Cth,j), the thermal capacitance of the package (Cth,c) and the 

thermal capacitance of the heatsink (Cth,h). As discussed in [89][90][91], the heat 

flow produced by the power device is equal to the power dissipated by the device 

itself. In general, the power dissipated by the device is calculated as the product 

between the voltage across the device and the electric current flowing through the 

device. Moreover, the voltage drop present on the Vds·Id current generator is 

equal to the junction temperature of the power device. Finally, the voltage 

generator Ta models the ambient temperature, as discussed in [91]. 

 

 

Figure 63 Thermal model of the system 

 

In the cooling system thermal model, the thermal fault resistance (RthF) 

associated with the heatsink assembled on the power device is added in series to 

the contact resistance Rth,ch, as shown in Figure 64. From a physical point of 

view, the RthF fault resistance identifies an additional obstacle to the heat flow 

from the transistor to the air. This obstacle may be due to the presence of 

unwanted material on the transistor, such as processing residues or dust, or due to 

an incorrect adhesion of the heatsink on the transistor package. 
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Figure 64 Thermal model of the system with thermal fault 

 

As discussed in [78][143], the RthF value is identified by maximizing the 

junction temperature of the device. In other words, the relation Tj = Tjmax is 

imposed and the value of the thermal fault resistance that satisfies this condition is 

calculated. The thermal network model is considered in steady-state, this is 

possible assuming a constant heat flow produced by the power device. Figure 65 

shows the thermal network model in steady-state. 

 

 

Figure 65 Thermal model of the system with thermal fault in steady-state 

Now, the value of the RthF can be calculated resolving the network with the 

superposition theorem. The equation (19) is obtained. 

RhtF =  
Tjmax − Ta

Vds ∙ Id
− Rth, jc − Rth, ch − Rth, ha          (19) 

The value of the maximum junction temperature supported by the power 

device is usually provided by the power device manufacturer. As discussed in 

[91], a thermal resistance value equal to or greater than the RthF brings the 

junction temperature of the device out of the device operating parameters defined 

by the device manufacturer. Values of thermal resistance lower than the RthF 

cause an increase in Tj; however, the Tj remains within the thermal limits defined 

by the manufacturer. 

The proposed methodology for generating the thermal fault list is automatic, 

systematic and generally. Furthermore, the proposed methodology attributes a 

value to the thermal fault resistance added in the thermal model of the cooling 
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system. The proposed approach can be applied to power devices equipped with a 

private heatsink or to power devices that share the same heatsink, i.e., the heatsink 

was assembled on different power devices. The proposed approach was published 

in [79] and [143]. 

 

4.3 Thermal Fault Simulation Flow 

The thermal test procedures effectiveness was evaluated using the 

methodology previously discussed in section 3.2. The methodology is based on an 

analog circuit simulator. Figure 66 shows the proposed approach. Different fault 

injection campaigns were performed by injecting the thermal faults identified with 

the proposed methodology discussed in section 4.2. The simulations are 

performed on the Circuit Under Test and the thermal network model of the 

cooling system. In the circuit simulator, the Circuit Under Test (CUT) including 

the thermal network model is duplicated. The first copy is used as the reference 

circuit, while the thermal faults are injected in the second one. The results 

produced by the two copies of the circuit are compared to obtain an error signal. 

The error signal is used to label the thermal fault as detected or not detected, as 

proposed in section 3.2. The proposed approach was published in [54] and [79]. 

 

 

Figure 66 Thermal Fault Simulation Flow 

4.4 Proposed Approach Evaluation 

This subsection discusses the case study considered. Afterwards, the 

effectiveness of the in-circuit test procedures proposed in section 4.1 is assessed. 

Moreover, the effectiveness of the functional test method is also assessed. The 

different test procedures are assessed using the approach proposed in section 4.3, 

and the results obtained are discussed. For each test method, the results obtained 

are discussed. In addition, the strengths and weaknesses of each test method are 

highlighted and discussed. 
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4.4.1 Case Study 

       The case study considered is the three-phase motor control system previously 

discussed in section 3.3.1. In particular, the power devices of the boost cells of the 

high-voltage PSU are considered. The power IGBTs (T1, T2 and T3) and the 

power diodes (D1, D2 and D3) indicated in the circuit diagram of Figure 29 share 

the same passive heatsink, as shown in Figure 67. The maximum junction 

temperature (TjMAX) supported by the STTH12S06 diodes is 175 °C. 

Furthermore, the diode STTH12S06 has a case junction thermal resistance 

(Rth,JC) of 4.6 °C/W. Instead, the STGF19NC60 power IGBT supports a 

maximum junction temperature of 150 °C with a junction-case thermal resistance 

(Rth,JC) of 3.9 °C/W. The PSU cooling system is built using the passive SK56 

heatsink produced by Fischer Elektronik [132]. The thermal resistance of the 

heatsink (Rth,H_A) is 0.35 °C/W. 

 
Figure 67 Case study heatsink configuration 
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Figure 68 Case study thermal model 

 

The Foster thermal models of the high-voltage PSU cooling system is 

discussed. The whole thermal model is shown in Figure 68 [144][145][146]. In 

particular, the thermal models of the power devices are shown in blue, while the 

thermal model of the heatsink is shown in green. Moreover, the thermal 

resistances (Rth,D1_H; Rth,T1_H; Rth,D2_H; Rth,T2_H; Rth,D3_H; Rth,T3_H) 

model the thermal contact resistances between the power devices and the heatsink, 

as discussed in section 2.5.4.  

The thermal models of the IGBT and the diode are composed of three R-C 

Foster cells that model the different layers of silicon, metal and plastic that 

compose each device. The thermal model of the single power device can be 
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provided by the device manufacturer (an example in [91]) or obtained as proposed 

in [147]. The heatsink is modelled by an additional R-C Foster cell (Rth,H_A; 

Cth,H). The value of thermal resistance and thermal capacitance that model the 

heatsink are provided by the heatsink manufacturer, or obtained experimentally as 

discussed in [147]. For each power device, there is a current source that models 

the total power dissipated by the device, as discussed in [144]; these current 

generators model the heat flow produced by each power device. Figure 68 also 

shows the points where the different temperatures are observed during thermal 

simulations.  

 

Thermal model parameters Value 

Rth1 0.46 °C/W 

Rth2 1.38 °C/W 

Rth3 2.76 °C/W 

Cth1 292 μJ/K 

Cth2 584 μJ/K 

Cth3 1.75 mJ/K 

Rth4 0.39 °C/W 

Rth5 1.17 °C/W 

Rth6 2.34 °C/W 

Cth4 203 μJ/K 

Cth5 406 μJ/K 

Cth6 1.19 mJ/K 

Rth,D1_H 1.2 °C/W 

Rth,T1_H 1.2 °C/W 

Rth,D2_H 1.2 °C/W 

Rth,T2_H 1.2 °C/W 

Rth,D3_H 1.2 °C/W 

Rth,T3_H 1.2 °C/W 

Rth,H_A 0.4 °C/W 

Cth,H 6.8 J/K 

TA 25 V 
Table 17 Thermal model parameters 

 

In particular, the junction temperature of the power devices, the temperature 

present on the package of the device and the temperature present on the heatsink 

are measured. The TA voltage source is used for modelling the ambient 

temperature, as discussed in [91]. The values of the thermal resistances and the 

thermal capacities of the cooling system thermal model are shown in Table 17.  

 

The thermal model described in Figure 68 is an approximation; there are 

several other factors that influence the heat dissipation in the system. However, 

the model proposes is a pessimistic model of the cooling system, because it 

assumes that the heat produced by the devices reach the air surround the heatsink 

with a single preferential direction, i.e., from the die of the power device to the 

environment by exploiting the heatsink. However, the heat propagates in all 
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possible directions. A part of the heat produced by the devices is dissipated by 

propagating in other non-preferential directions. For example, through the device 

package not in contact with the heatsink or through the traces of the PCB, as 

discussed in [11][12][68]. 

 

4.4.2 Thermal Fault List 

The proposed methodology is evaluated on the case study discussed in 

subsection 4.4.1. In particular, 6 thermal fault resistors are added; each thermal 

fault resistor is associated with the heatsink assembly on the 6 power devices 

present in the high-voltage PSU. The thermal fault resistors are added as 

discussed in subsection 4.2. Figure 69 shows the thermal model of the dissipation 

system with the 6 thermal fault resistor (RthF1, RthF2, RthF3, RthF4, RthF5, 

RthF6) added. 

 

Moreover, Table 18 reports the value of the thermal fault resistors calculated 

with the proposed approach. In particular, the IGBTs dissipate a power of 5 W 

while the diodes dissipate a power of 3 W. 

 

Thermal faults Value 

RthF1, RthF3, RthF5 16.7 °C/W 

RthF2, RthF4, RthF6 10.3 °C/W 
Table 18 Thermal faults 
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Figure 69 Case study thermal model with faults 

 

4.4.3 TSEP Characterization for Diode and IGBT Devices 

This subsection reports the TSEP characterizations for the diode and IGBT 

considered. Figure 70 shows the TSEP characterization for the STTH12S06 diode 

performed as discussed in section 4.1.1.1. The characterization was performed at 
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different test currents, as shown in Figure 70. Knowing the current flowing 

through the device and the Vf present between the anode and cathode of the 

diode, it is possible to obtain the junction temperature of the diode. 

 

 

Figure 70 Diode TSEP characterization 

 

Figure 71 shows the TSEP characterization of the STGF19NC60 IGBT 

device performed as discussed in section 4.1.3.1. From the IGBT TSEP 

characterization, it is possible to estimate the junction temperature of the IGBT by 

knowing the voltage drop present between the collector and the emitter of the 

IGBT and the current flowing through the device. 

 

Figure 71  IGBT TSEP characterization 
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4.4.4 Experimental Results 

This section reports the results obtained with the in-circuit thermal test and 

the functional thermal test for the diode and the IGBT devices of the high-voltege 

PSU. The effectiveness of the testing procedures was assessed with the proposed 

approach discussed in section 4.3. 

4.4.4.1 In-Circuit Thermal Test  

The in-circuit thermal test was performed with the PCB off and with the load 

disconnected. In Figure 72, the electrical circuits realized by the ATE are reported 

in blue. For the three IGBT devices (T1, T2, T3), the test was performed by 

imposing a Vtest = 1.5 V and a Vge = 4 V on the IGBT, as shown in Figure 72; at 

the same time, the current Ic and the voltage Vce were measured, as discussed in 

Section 4.1.3.2. During the test, the thermal faults (RthF2, RthF4, RthF6) relating 

to the assembling of the heatsink on the IGBTs were injected; a single fault was 

considered in each simulation. Table 19 shows the results obtained for the IGBT 

T1. Similar results were obtained on the other two IGBTs. The measurements 

were performed with the circuit in the steady-state. An ambient temperature of 25 

°C was considered during each simulation (TA = 25 V). 

 

 Ic Vce Tj Rthja Tpackage Theatsink 

Fault free 1.04 A 1.41 V 62.1 °C 22 °C/W 42.3 °C 26.1 °C 

With RthF2 1.27 A 1.43 V 110.8 °C 47 °C/W 91.7 °C 25.5 °C 
Table 19 In-Circuit Thermal Test IGBT results 

 

 

Figure 72 In-circuit thermal test for IGBT device 

The considered in-circuit thermal test was able to detect the thermal fault of 

the heatsink assembled on the IGBT observing the IC current; in the presence of 

the thermal fault, the IC was larger by about 0.23 A with respect to the IC in the 

fault-free scenario. Furthermore, the ambient junction thermal resistance (Rthja) is 

doubled in the presence of the thermal fault, as shown in Table 19. Moreover, 
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Table 19 shows the temperature present on the TAB transistor package 

(Tpackage) and the heatsink temperature (Theatsink). Note that the thermal fault 

can also be observed resorting to the Tpackage temperature of the IGBT. 

However, the Tpackage temperature cannot be directly measured due to the 

presence of the heatsink above the power device. There is no particular variation 

of the heatsink temperature in presence of a fault. 

 

For the three diode devices (D1, D2, D3), the test was performed by imposing  

Itest = 0.5 A, as shown in Figure 73. In Figure 73 the electrical circuits realized by 

the ATE are reported in blue. Table 20 shows the results obtained with the in-

circuit thermal test on the diode. In presence of the fault, there was no significant 

Vf variation from the fault-free scenario. In the case study, the in-circuit thermal 

test on the diodes was ineffective. It was impossible to test each diode separately 

due to the connection of the diodes in this circuit. The test current forced on one 

of the diodes by the ATE flowed on the other diodes. A portion of the test current 

forced flows through the inductors (L1, L2, L3); then the voltage drop across the 

three inductors was zero. Therefore, the three diodes (D1, D2, D3) were parallel; 

hence, they have the same voltage drop. In the presence of a thermal fault on a 

diode, the diode voltage drop is similar to the diode voltage drop in the fault-free 

scenario. The effect of the thermal fault on a diode is masked by the other diodes 

placed in parallel. The in-circuit thermal test is ineffective in this specific circuit 

due to the D1, D2, and D3 diodes placed in parallel. 

 

 Vf Tj Rthja Tpackage Theatsink 

Fault free 1.46 V 31.2 °C 8.5 °C/W 27.2 °C 25.4 °C 

With RthF1 1.45 V 31.3 °C 8.7 °C/W 27.7 °C 25.5 °C 
Table 20 In-Circuit Thermal Test diode results 

 

 

 

Figure 73 In-circuit thermal test for diode device 
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4.4.4.2 Functional Thermal Test  

The functional thermal test is performed by applying some functional test 

stimuli to the input ports of the PCB, and observing the response to the stimulus, 

as discussed in section 2.3.3. In particular, the test is performed by applying a 

sinusoidal AC voltage of 220 V RMS at 50 Hz to the PCB input port. The basic 

functional test method is performed by measuring the output voltage (Vout) of the 

high-voltage PSU, while the observability enhanced functional test method is 

performed by measuring other voltage in the circuit, as discussed in section 2.3.3. 

In particular, for the diode device, the Vf voltage is measured. Instead, for the 

IGBT device, the Vce voltage and the Ic current are measured. The Ic current in 

the IGBT device is measured using the sense resistor (Rs1, Rs2, Rs3) present in 

the circuit, as discussed in section 4.3.1.1. Afterwards, for both devices, it is 

possible to derive the Rthja using the TSEP parameters of the device. 

Table 21 shows the measured values in the fault-free scenario and in presence 

of the heatsink thermal fault for the IGBT device, while Table 21 shows the 

measured values for the diode device. Furthermore, Table 21 and Table 22 show 

the junction temperature (Tj) reached in the power device, the device case 

temperature (Tpackage), and the heatsink temperature (Theatsink). The values 

shown in Table 21 and Table 22 are referred to the IGBT T1 and the diode D1, 

while similar values were also measured for the other high-voltage PSU devices. 

 

 Vout Vce Tj Rthja Tpackage Theatsink 

Fault 

free 
400 V 0.75 V 71.1 °C 11.4 °C/W 33.7 °C 28.3 °C 

With 

RthF2 
400 V 1.12 V 151.2 °C 20.9 °C/W 86.3 °C 28.5 °C 

Table 21 Functional thermal test IGBT results 

 

 Vout Vf Ic Tj Rthja Tpackage Theatsink 

Fault 
free 

400 V 1.3 V 5.4 A 82.9 °C 8.2 °C/W 38.4 °C 28.2 °C 

With 

RthF1 
400 V 1.1 V 5.4 A 181.1 °C 17.3 °C/W 95.6 °C 28.4 °C 

Table 22 Functional thermal test diode results 

 

The base functional test method was performed observing only the signals at 

the PCB output ports; in the case study, the Vout voltage provided by the PSU to 

the load. With the base functional test approach, no thermal faults were detected, 

as shown in Table 21 and Table 22. With the observability enhanced functional 

test method, it was possible to observe the effect of the thermal fault, as shown in 

Table 21 and Table 22. In particular, the ambient thermal resistance of junction 

(Rthja) is doubled for both devices in presence of a thermal fault. 
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4.4.4.3 Results analysis 

 This last section summarizes the main results obtained with the in-circuit 

thermal test, with the base functional thermal test and with the observability 

enhanced functional thermal test. Table 23 shows which thermal faults were 

detected (DT) or not detected (NDT) for each test strategy considered.  

 

 Diode IGBT 

In-circuit NDT DT 

Base functional NDT NDT 

Observability enhanced functional DT DT 
Table 23 Results analysis 

The in-circuit thermal test method is potentially able to detect the heatsink 

assembly on the power devices thermal faults, provided that the PCB circuit 

allows the test. In other words, if the test stimuli applied by the ATE on the power 

device are not influenced by other devices present in the circuit, e.g., the D1, D2, 

and D3 diodes in the case study. Moreover, it is necessary that the ATE probes 

can physically reach each device, e.g., the physical access to the power device can 

be inhibited by the heatsink itself that covers the power device. During the 

development of the PCB, it was possible to introduce some test points that were 

used by ATE to contact the power devices of interest. This location is specifically 

designed to be accessible by ATE also in the presence of a heatsink. The base 

functional test method was not sufficient to observe the thermal faults considered. 

The Vout electrical quantity observed during the base functional test is controlled 

by the FAN9673 controller. The aim of the analog controller is to stabilize the 

PSU output voltage. Therefore, the base functional test approach may not be 

sufficient in closed-loop electric systems. The Observability enhanced functional 

test was able to detect the thermal faults considered, but it suffers of the same 

problem of physical accessibility to the device already discussed for the in-circuit 

thermal test. 

4.4.5 Thermal Fault Effects Experimental Evaluation 

       This last subsection assesses the effectiveness of the proposed in-circuit test 

procedure on a MOSFET device. In particular, the heatsink is deliberately 

assembled in different combinations on a MOSFET device. The experimental 

results obtained confirm the validity of the proposed approach. The first 

subsection shows the case study, while the second subsection shows the 

experimental results obtained. Finally, the last subsection draft some comments on 

the obtained results. 

 

4.4.5.1 Case Study 

This section describes the half-bridge converter circuit used as case study. 

The circuit is shown in Figure 74. The converter operates with an input voltage of 

48 V and supplies a stable voltage of 12 V in output. The maximum current that 
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can be supplied by the converter is about 4 A. The half-bridge is built around two 

SPP07N60C3 [148] power N-MOSFETs belonging to the Infineon CoolMOS 

family [149]. The thermal model of the SPP07N60C3 device is issued by the 

device manufacturer [150]. The device, available in package TO-220, has a 

maximum voltage of 650 V and supports a maximum current of 7.3 A. Its nominal 

Ron at 25 °C is 0.6 Ω. The maximum junction temperature tolerable by the 

transistor is 150 °C. Table 24 reports some thermal parameters of the transistor 

considered; these values are read from the datasheet of the transistor [148]. The 

Rthca value must be considered only in absence of a heatsink; this value shows 

the intrinsic ability of transistors to dissipate the heat without the aid of an 

external dissipation system. 

 

 

Figure 74 Half-bridge converter 

 

Thermal component Value 

Rth,jc 1.5 K/W 

Rth,ca 62 K/W 

Cthj 0.045 J/K 

Cthc 0.14 J/K 
Table 24 SPP07N60C3 thermal paramiters 

The thermal model of the considered transistor is composed of six R-C Cauer 

cells, as shown in Figure 75, The values of each thermal resistor and each thermal 

capacitance of the thermal model are shown in Table 25, these values are 

extracted from the SPICE model of the transistor available in [150]. 
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Figure 75 Thermal model of the cooling system 

 

#Cauer cell Rth Cth 

1 26.17 mK/W 62.34 μJ/K 

2 36.1 mK/W 375.9 μJ/K 

3 202.59 mK/W 530.7 μJ/K 

4 265.21 mK/W 3 mJ/K 

5 257.75 mK/W 6.86 mJ/K 

6 400 mK/W 140 mJ/K 
Table 25 Thermal model paramiters 

 

The heatsink used is a single alumina (Al2O3) fin assembled to the power device 

by means of a screw-nut fixing system. The heatsink physic parameters are shown 

in Table 26, while the heatsink thermal resistance and the heatsink thermal 

capacitance values are reported in Table 27. Moreover, the contact resistance 

(Rth_ch) present between the MOSFET and the heatsink depends on the force 

exerted by the screw on the heatsink, as discussed in [80]. Considering a 

minimum contact force of 20 N there is a thermal contact resistance is Rth_ch = 

1.2 K/W. 
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Heatsink physic parameters Value 

Side length 3.6 cm 

Side length 3.6 cm 

Thickness 1.6 mm 

Alumina heat capacitance 0.8 J·g−1·K−1 

Alumina specific weight 3.8 g/cm3 

Alumina thermal conductivity 24 W·m−1·K−1 
Table 26 Heatsink physic parameters 

 

Heatsink R-C Cauer cell Value 

Rth_ha 23.44 K/W 

Cth_h 6.3 J/K 
Table 27 Heatsink thermal parameters 

 

4.4.5.2 TSEP Characterization for MOSFET Device 

This subsection reports the TSEP characterizations for the SPP07N60C3  

MOSFET considered. Figure 76 shows the TSEP characterization obtained with 

the proposed approach discussed in section 4.1.2.1. The characterization was 

performed at different test currents, all the experiments highlight that the 

relationship is significantly not influenced by the Itest current. Knowing the 

current flowing through the MOSFET (Ic) and the voltage drop present between 

the drain and the source of the MOSFET (Vds), it is possible to estimate the Ron 

as Ron = Vds/Ic. With the MOSFET Ron, it is possible to derive the junction 

temperature from the TSEP characterization of the device. 

 

 

Figure 76 MOSFET TSEP catacterization 

 



97 

 

4.4.5.3 Experimental results 

In order to verify the effectiveness of the proposed approach, the heatsink is 

assembled in different configurations on the MOSFET device. For each 

configuration, the junction-ambient thermal resistance (Rthja) is evaluated with 

the Ron TSEP characterization before performed. Furthermore, the temperature 

present on the metal tab of the MOSFET (Ttab) and the ambient temperature (TA) 

are also measured. Initially, the transistor with an optimal mounting of the 

heatsink was measured using four different power levels; in other words, different 

test voltages (Vtest) are applied to the transistor, as proposed in section 4.1.2.2. In 

such condition, the average value of Rthja measured using the Ttab is 25.22 °C/W 

(with a standard deviation of ±2 °C/W), while the average value evaluated with 

the proposed approach is 26.17 °C/W (with a standard deviation of ±1.44 °C/W). 

Six different fault cases are experimentally considered. In each case, a further heat 

obstacle between the heatsink and the MOSFET is voluntarily introduced. All the 

analyzed cases are reported in Table 28.  

 

Case 
Vtest 

[V] 

Vds 

[V] 

Id 

[A] 

Ron 

[mΩ] 

Tj 

[°C] 

Ttab 

[°C] 

Pdiss 

[W] 

TA 

[°C] 

Rthja 

[°C/W] 

Optimal 

dissipation 

0.63 0.53 1.04 510 37.6 37.6 0.55 23.6 25.35 

1.10 0.94 1.52 623 63.2 62.9 1.44 23.2 27.75 

1.86 1.67 1.93 865 110.1 104.8 3.22 23.1 26.99 

2.59 2.38 2.10 1130 147.0 137.2 4.99 24.0 24.61 

Case 1 

0.63 0.53 1.02 523 40.0 43.6 0.54 24.1 29.24 

1.15 1.01 1.51 675 74.2 73.8 1.52 23.9 32.95 

1.81 1.63 1.76 926 119.2 112.2 2.86 24.2 33.19 

2.62 2.43 1.91 1270 160.0 155.2 4.64 24.3 29.24 

Case 2 

0.61 0.49 0.79 620 39.9 39.1 0.38 24.1 41.64 

1.12 1.08 1.44 750 89.1 88.1 1.55 24.1 41.78 

1.82 1.66 1.62 1020 133.3 127.9 2.69 25.2 40.20 

2.55 2.34 1.98 1178 189.6 171.9 4.63 24.8 39.50 

Case 3 

0.65 0.51 0.71 714 52.5 51.6 0.63 24.5 44.51 

1.13 0.98 1.46 808 99.5 96.4 1.72 25.3 43.06 

1.82 1.66 1.62 1020 133.3 127.9 2.69 25.2 40.20 

2.58 2.45 2.04 1197 181.4 175.3 5.00 24.7 39.71 

Case 4 

0.67 0.52 0.85 612 37.9 37.8 0.44 24.9 29.53 

1.27 1.11 1.60 693 78.1 75.8 1.77 25.3 29.72 

1.91 1.85 2.27 814 151.2 139.4 4.20 24.7 30.12 

2.51 2.34 2.29 1020 178.5 164.2 5.35 25.1 30.89 

Case 5 

0.62 0.57 0.95 601 40.7 38.8 0.54 24.9 29.34 

1.28 1.12 1.62 694 79.0 76.1 1.82 25.0 29.62 

1.85 1.67 1.82 915 116.6 101.7 3.04 25.1 30.10 

2.54 2.36 2.10 1120 119.6 105.4 2.96 24.8 30.26 

Case 6 

0.63 0.54 0.87 619 40.9 38.4 0.47 25.2 33.54 

1.20 1.06 1.52 695 79.5 77.2 1.60 25.0 33.95 

1.87 1.61 1.76 914 123.0 115.1 2.83 25.1 34.61 

2.54 2.33 1.93 1207 183.4 167.5 4.50 25.1 35.18 
Table 28 Thermal test experimental results 
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In particular, the Case 1 refers to a metal washer placed between the 

MOSFET and the heatsink for reducing the contact surface, while in the Case 2 

the metal washer is replaced with a plastic one to reduce the thermal conductivity. 

In Case 3, the metal screw used to mount the heatsink until this point is replaced 

with a plastic one. In such case, the plastic washer is still between the MOSFET 

and the heatsink. In Case 4, the heatsink is again mounted with metal screw but 

the couple between this one and the bolt is reduced. No obstacles are placed 

between the heatsink and the tab of the transistor. Finally, Case 5 and Case 6 

consider a piece of paper between the heatsink and the tab of the transistor that 

covers half and all the contact surface respectively. For each case, the test is 

performed with 4 different Vtest voltages. The values reported in Table 28 were 

measured in the thermal regime; the system reaches the thermal regime in about 

20 minutes. Figure 77 shows the average value and the confidence interval of the 

measurements performed for each heatsink configuration considered. Figure 77 

shows that in the presence of a thermal fault the junction-environment thermal 

resistance (Rthja) is different from the expected value, i.e., from the value 

measured with the heatsink correctly assembled on the power device. With the 

proposed approach, all the considered fault cases are detected. In fact, all the 

estimated thermal resistances are out of the range of validity provided by the case 

of optimal dissipation. 

 

 

Figure 77 MOSFET Rthja results 
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4.5 Chapter Summary 

This last section reports the main results obtained in this chapter. A 

methodology for performing a possible in-circuit test of the heatsinks assembly on 

power devices is proposed. The proposed methodology can be performed with an 

ATE measuring voltage and current during the test. The proposed in-circuit test 

can be used at the end of PCB production. The proposed methodology does not 

require thermal measurements. The power device junction temperature is 

measured exploiting the device's TSEPs. It is necessary to perform a 

characterization of the TSEP parameters for the device equipped with a heatsink; 

often, this characterization is provided by the device manufacturer or can be 

obtained experimentally. Moreover, a methodology for generating the thermal 

fault list in the thermal model of a cooling system is proposed. In addition, a 

methodology is proposed to perform a fault simulation campaign using the 

thermal model of a cooling system. The fault list generated is used for assessing 

the effectiveness of the proposed in-circuit test methods on an industrial case 

study. Moreover, the effectiveness of the in-circuit test procedure was also 

evaluated experimentally by intentionally assembling the heatsink in different 

incorrect configurations. Finally, the proposed in-circuit test is compared with 

other test methods highlighting the difficulty of detecting a thermal fault in some 

particular power device configurations. In other words, the in-circuit thermal test 

method is potentially able to detect the heatsink thermal faults if the test stimuli 

applied by the ATE on the power device are not influenced by other devices 

present in the circuit. 
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Chapter 5 

Fault effects study on a cyber-

physical system 

This chapter discusses the approach proposed to study and analyze the effect 

of the faults in complex cyber-physical systems. In particular, the proposed 

approach allows investigating the impact of the power devices faults on the whole 

cyber-physical system. This analysis is required by the numerous international 

standards that manage the engineering and production of safety-critical 

applications, as discussed in section 2.6.1. The purpose of this study is to classify 

possible faults by associating them with an Risk Priority Number (RPN) level, as 

discussed in section 2.6.2. However, in this thesis, faults are classified simply as 

critical or non-critical [151] in terms of divergence concerning the design 

requirements, in order to simplify the discussion while still keeping the maximum 

level of generality. In other words, the proposed classification is independent of 

the application, because it considers how much the system affected by a fault 

deviates from its nominal behaviour present in the fault-free scenario. In 

particular, the proposed approach allows to perform the FMECA analysis of the 

power device faults; the effect of these faults is propagated through the different 

subsystems of the cyber-physical system for studying the behavior of the system 

affected by a fault. 

 

The novelty introduced in this work concerns the type of faults considered; in 

general, FMECA analysis is performed considering faults at the specification 

level or at the item level, as discussed in section 2.6.2. In this thesis, the possible 
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catastrophic faults identified with the methodology proposed in subsections 3.1 

are considered. In order to study the effect of faults in power devices on a 

complex cyber-physical system, it is necessary to develop a multilevel simulator 

in which it is possible to inject faults in the power devices and simulate the effect 

of these faults up to the cyber-physical actuators, or more in general, to the 

outputs of the cyber-physical system. 

 

The approach proposed in this chapter exploits a multilevel simulator for 

performing the FMECA analyses. Despite the multilevel simulators have been 

known in the literature for a long time [152], the novelty introduced is about their 

use to study the effects of faults in cyber-physical systems; with particular 

emphasis on the faults present in the power devices. In the multilevel simulator, 

the faults are injected at low level and the fault effect studied at high level on the 

different subsystems that compose the cyber-physical system. In the multilevel 

simulator, different low level models and different high-level models are used, ad 

discussed in section 2.6.4. The approach proposed in this chapter, in addition to 

the approach proposed in chapter 3, allows to study systematically and 

automatically the effect of the possible faults present in the power devices on the 

cyber-physical systems. This is very useful for system developers that can 

automatically the FMECA analyses and identify critical faults, as discussed in 

section 2.6.2. Moreover, the proposed approach allows assessing the effectiveness 

of the fault mitigation strategies introduced by the designers in cyber-physical 

systems. Currently, multilevel simulators are generic and easily integrable with 

hardware and software development environments. These simulation tools already 

integrate the typical models of different components or allow rapid custom 

modeling of the components or subsystems present in a cyber-physical systems. 

The strong point of these simulation environments is the possibility to operate at 

different levels simulating hardware and software at the same time [19]. 

 

Different methodologies to perform FMECA analysis are present in the 

literature [14][16][17][153][154][155][156][157]. For example, in [14], the 

FMECA is performed for a single analog subsystem by injecting the faults at 

system level; In particular, the short-circuiting of some components and the open 

circuits in the subsystem are considered in [14]. Moreover, the effect of the fault 

is not propagated to the other subsystems present in the cyber-physical system. 

Instead, in [16][17][153][154][155][156], the effect of a fault is propagated to the 

other subsystems; however, FMECA is performed at high level, modifying the 

subsystem features; this approach does not necessarily model the exact cyber-

physical system behavior in the presence of a fault. Moreover, in 

[16][17][153][154][155][156], the high level faults considered are injected by 

changing the behavioral input-output relationships of a subsystem. Instead, in the 

approach proposed in this thesis, the faults are considered at the level of the 

circuit diagram or inside a device. Finally, in [157] each fault is again considered 

at a high level, but the simulator is also able to simulate the control software 

behavior; this aspect is fundamental for analyzing the fault mitigation ability of 
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the control system. In our work, the low level fault injection system is similar to 

the one proposed in [14], while the system-level classifier is similar to the one 

proposed in [157]. Moreover, in [157], the assessment of the fault effects is 

performed at the system level (in the specific case applied to the entire vehicle 

dynamics). The methodologies proposed in [14] and [157] can assess the 

embedded control software effects. This capability has been kept also in the 

approach proposed in this thesis. 

5.1 Proposed multilevel simulator  

       The proposed approach is based on a low level simulator that combines high-

level behavioral models and low-level structural models, as discussed in [158] and 

in section 2.6.4. In particular, the effect of a fault is propagated among the 

different subsystems interconnected with each other. The block diagram of the 

cyber-physical system shows the name of each subsystem, and it describes the 

connections between the different subsystems, as discussed in section 2.6.3. The 

structural model is a possible implementation of the subsystem. For the power 

subsystem, the low-level circuit diagram model is considered. Obviously, in a 

circuit simulator it is possible to use the circuit diagram of each subsystem and 

simulate the overall system at low level. However, this simulation strategy is not 

recommended due to the high simulation times required. Usually, each subsystem 

is simulated separately with the circuit diagram, whereas the simulations of the 

overall system are performed at high level using the behavioral models of each 

subsystem. The proposed approach considers only one SubSystem Under Test 

(SSUT) in the cyber-physical system. The SSUT is modelled at a low-level, while 

the other subsystems are modelled at a high level. The faults are injected in the 

SSUT power devices and at system level. This approach offers a good 

compromise between the simulation time and the ability to perform a detailed 

study of the low level fault effects. The multilevel simulation allows a fast 

simulation of the whole cyber-physical system that includes a detailed simulation 

of the SSUT, including the faults, and a behavioral simulation of the other 

subsystems. Figure 78 describes the eight steps of the proposed approach. The 

proposed approach was published in [158]. 

o Step 1 The block diagram of the overall complex system is obtained. 

Usually, this block diagram is defined during the first phase of the 

system design, as discussed in section 2.6.3. 

o Step 2 In this step, the behavioral model of each subsystem present in the 

whole complex system is prepared. It can be obtained from the design 

phase of the complex system, or by identifying the transfer function 

between the inputs and the outputs of the considered subsystem. The 

behavioral model of each subsystem is inserted in the block diagram of 

the whole system identified in the previous step. 

o Step 3 With the high-level models of each system now built, it is 

possible to perform a first functional simulation of the overall complex 
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system at high level. In other words, it is possible to apply some external 

stimuli and to verify the stimulus-response of the complex system in the 

fault-free scenario. The stimuli applied must comply with the system 

design specifications, and the stimulus-response provided by the complex 

systems must comply with the complex system design specifications. 

Generally in an E\E cyber-physical system, the input stimuli are electrical 

quantity, for example voltage, applied to the system input ports. The 

response to the stimulus is observed on the system output ports, or also to 

the mechanical actuator connected to the system output port, e.g., the 

angular speed of the electric motor connected to the system output ports. 

o Step 4 Now, the subsystem in which the faults are injected is chosen. 

The SSUT is replaced in the block diagram with its low level 

implementation, i.e., with its low-level structural model. 

o Step 5 A new functional simulation of the overall system is performed. 

The purpose of this new simulation is to check again the system response 

to the stimuli applied to the complex system. The response to the stimuli 

must comply with the system design specifications. The stimulus-

response trend obtained is called the gold response, and it is obtained in a 

fault-free scenario. The gold response complies with the complex system 

design specification, too. The aim of this new simulation in a fault-free 

scenario is to verify the work of the multilevel simulation in which the 

low-level model of the SSUT is also included. 

o Step 6 The fault list is obtained in accordance with the SSUT fault model 

chosen. In the literature for each fault model, there is an algorithm able to 

generate the list of the possible faults. In particular, for the purpose of 

this thesis, the fault list is generated with the approach described in 

section 3.1 applied to the different power devices present in the SSUT. 

Additionally, it is possible to generate the list of catastrophic faults 

present at the PCB level using the SSUT circuit diagram. In particular, in 

according to the Presence, Short and Open points of the PCOLA/SOQ 

metric, as discussed in section 2.2.2.  

o Step 7 Fault effect simulation. For each fault considered, a functional 

simulation is performed by applying a stimulus to the complex system. A 

functional stimulus is an input signal that complies with the system 

design specifications. The saboteur injects a single catastrophic fault [54] 

in the SSUT structural model at the start of a simulation, as discussed in 

[14]. 

o Step 8 A classifier [115][157] compares the stimulus-response obtained 

from the complex systems with the golden response previously obtained 

in the fault-free scenario. The injected fault is considered critical if the 

stimulus-response is not compliant with the design specification (in other 

words, coherently with the definition of critical fault contained in the 

FMECA manuals [113][114]); the fault is critical if the fault effect 

produces a difference with respect to the item design requirements. 

Moreover, during the system design phase, different maximum tolerance 
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values are established for each electrical quantity present in the complex 

system. The fault is classified as critical if the value obtained in the 

simulation exceeds the maximum accepted tolerance.  

 

 

Figure 78 Multi-level simulation proposed 

 

5.2 Proposed Approach Evaluation 

       This section discusses the considered case study and applies the proposed 

approach to the power devices of the case study considered. Different 

experimental results are reported and analyzed and a large number of critical 

faults are identified. Furthermore, the behavior of the feedback system affected by 

faults is analyzed; for completeness, the behavior of the system affected by a 

critical fault is reported and discussed. Finally, the environment setup of the 

proposed multilevel simulator is discussed. In particular, the proposed approach 

adopts state of the art Electronic Design Automation (EDA) tools which in 

principle allow dealing with every E/E system. We chose two different 

commercial tools; the first one for the low level simulations, and the second for 

the high level simulations. Both these possibilities allow executing the embedded 

control software executed by the microcontroller, too; this allows assessing the 

effect of the embedded software on the cyber-physical system. These EDA tools 

are frequently used during the design phase in most industrial environments.  
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5.2.1 Case Study 

       The control system of a three-phase electric motor already discussed in 

sections 3.3.1 and 4.4.1 of the previous chapters has been considered. Regarding 

the Figure 27 of the overall system, Figure 79 shows the block diagram of the 

complex cyber-physical system. The SSUT considered is the high-voltage PSU 

already discussed in section 3.3.1.1; in particular, one of the three boost cells of 

the power supply is considered. Figure 79 shows the connections of the different 

subsystems implemented on a single PCB. The lines in yellow identify the high 

voltage connections (400 V with a maximum ripple of ± 7 V and a maximum 

current of 12 A); in green, the low voltage power supplies (15 V, 5 V, 3.3 V) for 

the different analog and digital subsystems are reported. The low voltage 

control/sense signals are shown in blue, while the power supply from the 

electrical grid (220 V RMS at 50 Hz) is shown in purple. Finally, the motor shaft 

that connects the electric motor to the mechanical load is shown in red. The 

electric motor is equipped with a decode, as discussed in section 3.3.1. The 

decoder subsystem is drawn over the PCB for a conceptual issue; the sensor is 

physically placed on the motor shaft, but the interface and the decoder 

management circuit are implemented on the PCB. Figure 79 highlights the 

concept of the complex system introduced in section 2.6, i.e., of systems 

composed of very different components and technologies. For example, the high-

voltage PSU and low-voltage PSU subsystems are composed of power devices. 

The subsystem called three-phase inverter is built with a COTS integrated power 

device driven by low voltage analog devices, as discussed in section 3.3.1. 

Instead, the current sensor subsystem uses low voltage analog devices to handle 

the electrical signals measured. The control subsystem is built around a digital 

microcontroller, as discussed in section 3.3.1. In addition, there is an embedded 

control software executed by the microcontroller, the embedded software behavior 

must be included in the cyber-physical system simulation. Finally, the electric 

motor subsystem includes a mechanical simulation of the rotating physical 

components. 

 

Figure 79 Three-phase motor control system block diagram 
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As discussed in section 3.3.1, the aim of the control system implemented by 

the microcontroller is to maintain its angular speed constant. In particular, an 

angular speed of 3000 RPM is desired. Moreover, the microcontroller monitors 

the current absorbed by the electric motor and introduces a second control on the 

current absorbed. The aim of the current control feedback is to limit the current 

absorbed by the motor; in particular, during the start phase of the system, ensuring 

a soft-start of the electric motor. 

Figure 29 of chapter 3 shows the circuit diagram of the high-voltage PSU. As 

discussed in section 3.3.1.1, it is composed of 3 boost cells. Each cell is composed 

of a power diode (STTH12S06 [130]), a power IGBT (STGF19NC60 [131]) and 

an inductor , as reported in Figure 80. The three boost cells present in the high-

voltage PSU are equivalent and placed in parallel; therefore, it is possible to study 

the effect of the faults in one of the three boost cells indistinctly. 

 

 
Figure 80 High-voltage PSU boost cell 

 

For the purposes of this work, the effects of the faults injected in the high-

voltage PSU are propagated through the different subsystems present; the fault-

effect is observed on the output ports of the PCB and on the three-phase motor. In 

particular, the voltage and current present in each phase of the electric motor are 

observed; furthermore, the angular velocity of the motor shaft is considered. Table 

29 shows the project specifications of these quantities. During the system design, 

in addition to the nominal values of each considered quantity, the maximum 

accepted tolerances are also defined. Table 29 reports the nominal values and the 

associated tolerances for each quantity considered. These tolerances are defined 

by the system designer. The specifications relating to the high-voltage PSU out 

voltage is also shown. 

 

 Nominal value * Tolerance * Tolerance Range 

U,V,W voltage 400 V 1 % 396 V – 404 V 

U,V,W current 6 A 2 % 5.88 A – 3.12 A 

Angular speed 3000 RPM 5 % 2850 RPM – 3150 RPM 

Vout high-voltage PSU 400 V 1 % 396 V – 404 V 

Table 29 Project specifications features 

* values defined by the system designer 
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5.2.2 Low level Faults  

       In this section, the faults considered in the SSUT are discussed. In particular, 

the faults present in the power devices of the boost cell of the high-voltage PSU 

are considered. The fault lists of possible catastrophic faults of the power devices 

are generated with the approach proposed in section 3.1. As discussed in section 

3.1.1, 4 faults are considered for the diode device; furthermore, 31 faults are 

considered for IGBT device, as discussed in section 3.1.3. 

In addition, the catastrophic faults at the PCB level are considered, too. The 

PCB faults are generated in accordance with the PCOLA/SOQ standard, discussed 

in section 2.2.2. This standard considers the possible short circuits and open 

circuits present between the devices of the SSUT considered. 9 electrical faults 

are placed between the diode, the inductor, and the IGBT device of the boost cell. 

The PCB faults considered are shown in Figure 81. Considering the PCOLA/SOQ 

standard, the faults F1_PCB, F2_PCB and F3_PCB satisfy the component 

presence requirement. In fact, injecting these faults is equivalent to opening the 

circuit, and therefore not assembling the component. Instead, the faults F4_PCB, 

F5_PCB, F6_PCB, F7_PCB, F8_PCB and F9_PCB satisfy the Short circuit 

requirement between 2 tracks of the PCB. Furthermore, the F1_PCB, F2_PCB and 

F3_PCB faults also meet the Open circuit requirement of the PCB tracks. The 

Orientation, Alignment and Quality requirements have not been considered as 

they cannot be verified with an electrical test but only with a visual inspection. 

Finally, the Correctness and Live requirements were not considered as they are 

typically tested with an in-circuit approach. Table 30 reports the number of faults 

considered. 

 

Figure 81 High-voltage PSU boost cell with faults 
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 # Faults 

Diode 4 

IGBT 31 

PCB boost cell 9 

TOTAL 44 
Table 30 Faults considered 

 

5.2.3 Experimental Results 

This section shows and discusses the experimental results obtained. In 

particular, Table 31 shows the results obtained in the fault-free scenario and for 

each of the 44 faults considered. For each fault, the voltage and current present in 

each phase of the electric motor and the angular speed reached by the motor are 

reported. In addition, the high-voltage PSU output voltage supplied to the cyber-

physical system is also reported. All the values reported were measured with the 

cyber-physical system in steady-state. All simulations were performed by 

applying a test stimulus of 220 V RMS at 50 Hz to the AC-grid PCB input port. 

The injected fault is classified as critical if one of the quantities measured exceeds 

the tolerance range defined by the system manufacturer; the tolerance ranges are 

shown in Table 29. 

With the proposed approach, 10 faults were classified as critical and 34 faults 

were classified as non-critical. The impact of the 10 faults classified as critical on 

the overall complex system is particularly significant. A mitigation strategy must 

be implemented to detect these critical faults. Therefore, it is necessary to identify 

a test strategy to verify the presence of critical faults.  

Furthermore, the 34 faults classified as non-critical are associated with 

features not used in the power devices; in other cases, the critical faults are 

mitigated by the high-voltage PSU control system. For example, for the first case, 

the faults F13_IGBT, F15_IGBT, F26_IGBT of the IGBT is associated with a 

malfunction of the antiparallel diode present on the device, as discussed in section 

3.1.3. In this particular case study, this diode is not used in the high-voltage PSU 

and a possible malfunction does not affect the system. In other cases, the effect of 

the faults, e.g. F28_IGBT, is compensated by the high-voltage PSU control 

system [56]; in particular, the control system regulates the activity of the other 2 

boost cells present in the high-voltage PSU to compensate for the boost cell 

affected by the fault. Therefore, the effect of the fault is mitigated and masked by 

the automatic control systems present in the cyber-physical system [54]. 

Furthermore, in the considered case study, the three boost cells introduce 

significant redundancy in the PSU. In general, different boost cells are added to 

the PSU in power systems to increase the electrical power delivered by the PSU to 

the electrical load. In safety-critical systems, it can be useful to add more parallel 

boost cells in the PSU to not only increase the system output power but also to 
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create a redundant system that is more fault-tolerant. Clearly, this can be 

introduced faults that may not be verifiable, as discussed in section 3.3.3.3. 

Furthermore, the long-term effects on system reliability must also be considered. 

The devices that compose of a boost cell that always operates at full capacitance 

are subject to considerable thermal, electrical and mechanical stress. 

 

 

Faults 

U,V,W 

voltage 

[V] 

U,V,W 

current 

[A] 

Angular speed 

[RPM] 
Vout high-voltage PSU [V] Critical 

Fault-free 402 6.08 2797 400 V with ±7 V of ripple - 

F1_IGBT 402 5.98 2979 400 V with ±7 V of ripple NO 

F2_IGBT 398 5.89 2866 397 V with ±10 V of ripple NO 

F3_IGBT 398 5.89 2866 397 V with ±10 V of ripple NO 

F4_IGBT 402 5.98 2979 400 V with ±7 V of ripple NO 

F5_IGBT 398 5.89 2866 397 V with ±10 V of ripple NO 

F6_IGBT 398 5.89 2866 397 V with ±10 V of ripple NO 

F7_IGBT 398 5.89 2866 397 V with ±10 V of ripple NO 

F8_IGBT 398 5.89 2866 397 V with ±10 V of ripple NO 

F9_IGBT 398 5.89 2866 397 V with ±10 V of ripple NO 

F10_IGBT 398 5.89 2866 397 V with ±10 V of ripple NO 

F11_IGBT 402 5.98 2979 400 V with ±7 V of ripple NO 

F12_IGBT 402 5.98 2979 400 V with ±7 V of ripple NO 

F13_IGBT 402 5.98 2979 400 V with ±7 V of ripple NO 

F14_IGBT 402 5.98 2979 400 V with ±7 V of ripple NO 

F15_IGBT 402 5.98 2979 400 V with ±7 V of ripple NO 

F16_IGBT 402 5.98 2979 400 V with ±7 V of ripple NO 

F17_IGBT 402 5.98 2979 400 V with ±7 V of ripple NO 

F18_IGBT 402 5.98 2979 400 V with ±7 V of ripple NO 

F19_IGBT 398 5.89 2866 397 V with ±10 V of ripple NO 

F20_IGBT 398 5.87 2866 397 V with ±10 V of ripple NO 

F21_IGBT 398 5.93 2866 399 V with ±8 V of ripple NO 

F22_IGBT 312 4.90 1585 300 V with ±20 V of ripple YES 

F23_IGBT 312 4.90 1585 300 V with ±20 V of ripple YES 

F24_IGBT 398 5.98 2866 397 V with ±10 V of ripple NO 

F25_IGBT 402 5.98 2979 400 V with ±7 V of ripple NO 

F26_IGBT 401 6.02 2979 400 V with ±7 V of ripple NO 

F27_IGBT 402 5.98 2979 400 V with ±7 V of ripple NO 

F28_IGBT 398 5.98 2866 397 V with ±10 V of ripple NO 

F29_IGBT 398 5.98 2866 397 V with ±10 V of ripple NO 

F30_IGBT 401 6.02 2979 400 V with ±7 V of ripple NO 

F31_IGBT 402 5.98 2979 400 V with ±7 V of ripple NO 

F1_Diode 263 4.26 2022 265 V with ±25 V of ripple YES 

F2_Diode 263 4.26 2022 265 V with ±25 V of ripple YES 

F3_Diode 377 7.90 1718 Vout instable YES 

F4_Diode 263 4.26 2022 265 V with ±25 V of ripple YES 

F1_PCB 402 5.98 2979 400 V with ±7 V of ripple NO 

F2_PCB 263 4.26 2022 265 V with ±25 V of ripple YES 
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F3_PCB 402 5.98 2979 400 V with ±7 V of ripple NO 

F4_PCB 402 5.98 2979 400 V with ±7 V of ripple NO 

F5_PCB 377 7.90 1718 Vout instable YES 

F6_PCB 398 5.98 2866 397 V with ±10 V of ripple NO 

F7_PCB 398 5.98 2866 397 V with ±10 V of ripple NO 

F8_PCB 0V 0V 0V 0V YES 

F9_PCB 0V 0V 0V 0V YES 

Table 31 Fault simulation results 

Moreover, Table 32 reports the number of critical faults identified in the 

different power devices and in the system . It is possible to see how the diode is a 

particularly critical component in the boost cells of the high-voltage PSU. 

Moreover, the faults considered at the PCB level introduce a considerable 

criticality. However, these faults are easily identified with an in-circuit at end-of-

manufacturing test. 

 

 # Faults # Critical Faults 

Diode 4 4 

IGBT 31 2 

PCB boost cell 9 4 

TOTAL 44 10 

Table 32 Critical faults identified 

 

5.2.4 Critical Faults Effect 

       This section reports the results of the simulations in fault-free scenario and in 

the presence of two critical faults. Figure 82 shows the behavior of the cyber-

physical system in the absence of faults. Figure 82.a shows the trend of the 

angular speed of the motor, while Figure 82.b shows the trend of the voltages on 

the three phases of the motor. Finally, Figure 82.c shows the trend of the currents 

on the three phases of the electric motor. The trend of voltages and currents was 

taken in steady-state. Moreover, in Figure 82.a, it is possible to see that the cyber-

physical system reaches the steady-state in about 15 seconds. 

 

Figure 83 shows the behavior of the cyber-physical system affected by the 

F1_Diode fault. In particular, it is possible to see how the control system tries to 

compensate for the effect of the fault, but the control on the maximum current 

prevents the motor from reaching the desired angular speed. However, the system 

stabilizes at a significantly lower angular speed than expected. The cyber-physical 

system reaches the steady-state in about 15 seconds, as shown in Figure 83.a 
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Figure 82 Cyber-physical system behavior in fault free 

 

 

 

Figure 83 Cyber-physical system behavior affected by F1_DIODE 

        

       Finally, the behavior of the system affected by the F5_PCB fault is shown. 

Figure 84.a shows the trend of the output voltage at the high-voltage PSU. In this 

case, Figure 84.a highlights the instability of the SSUT affected by the critical 

fault. However, the low-voltage PSU manages of compensating this instability 

ensuring the correct power supply to the microcontroller. The voltage supplied to 

the three-phase inverter is not sufficient to guarantee the correct operation of the 

motor which assumes the behavior shown in Figure 84.b.  
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Figure 84 Cyber-physical system behavior affected by F5_PCB 

In Figure 84.b, it is possible to see that the angular speed of the motor oscillates 

around 1700 RPM. These continuous accelerations and decelerations introduce 

considerable electrical and thermal stress into the Three Phase Inverter subsystem. 

Moreover, the system takes about 30 seconds to reach the steady-state, about 

double of the time compared to the fault-free scenario. Finally, Figure 84.c shows 

the behavior of the voltage on the three phases of the motor, while Figure 84.d 

shows the trend of the current on each phase. 

5.2.5 Environment Setup 

The complex cyber-physical system has been modelled and simulated with 

the PLECS [159] tool suitably interfaced in the Mathworks Simulink [121] 

environment. PLECS is a simulator specifically designed for simulating power 

circuits, analog circuit and mechanical actuator. Moreover, PLECS allows the 

execution of C code through a particular functional block, called "C-Scripts" 

[159]. Using the "C-Scripts" block, it is possible to simulate the embedded 

software executed by the microcontroller. In the complex system, a timer 

integrated into the microcontroller is configured for executing the motor control 

software every 62.5 µs; this behavior is replicated on the simulator, too. Every 

62.5 µs PLECS interrupts the electrical simulation and executes the control 

software executed by the microcontroller. After the control software has been 

executed, the outputs of the microcontroller are updated and the PLECS electrical 

stimulation resumed. The period of 62.5 µs was chosen by the control software 

designer.  

The whole simulation environment is managed with numerous MATLAB 

[121] scripts. Therefore, different steps of the proposed approach are performed 

automatically; for example, the simulations, the fault injection, the data collection 

and the data post-processing processes are automatically performed by the 

Mathworks Simulink environment. The behavioral models of the different 
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subsystems and the circuit diagram of the SSUT are read from the complex 

system design and integrated with PLECS.  

Each simulation is performed in a single fault scenario. The simulation results 

of each fault are automatically processed with some MATLAB [121] scripts for 

identifying the critical faults. As far as CPU time is concerned, simulating 20 

seconds of the whole system with all the electrical subsystems modelled at 

electrical low-level (SPICE level) requires approximately 170 minutes of CPU 

time; moreover, the simulation is performed with the microcontroller subsystem 

modelled at the behavioural level. Conversely, when using the proposed 

multilevel simulation, 40 min of CPU time is needed, approximately. In general, 

multilevel simulators reduce the CPU simulation times of about 70%. 

 

5.3 Chapter Summary 

A possible methodology to study the impact of possible catastrophic faults (in 

accord with the new IEEE P2427 standard [37] discussed in section 2.2.3) present 

in power devices has been proposed. In particular, the effect of catastrophic faults 

on the whole cyber-physical systems behavior must be analyzed in order to 

identify the critical faults, i.e., the faults that can cause serious and dangerous 

consequences. The proposed approach is based on multilevel simulations that 

involve behavioral and structural models of the subsystems present in the complex 

cyber-physical systems. Obviously, it is necessary to have these models, which 

are typically used during the engineering of the cyber-physical system. The 

proposed approach is based on high-level and low-level models managed by 

generic simulation environments. For each different case study, the safety 

engineer can quickly set up an environment able to simulate the overall cyber-

physical system. In this simulator, only the SSUT is modelled at a low-level, 

while the rest is modelled resorting to high-level (e.g., behavioral) descriptions. 

The multilevel simulation is a good trade-off between the time required for 

the different fault simulations and the accuracy needed to model the low-level 

faults considered. The proposed methodology allows a systematic and automatic 

FMECA analysis, as required by the numerous international standards relating to 

the design, implementation and testing of safety-critical applications, as discussed 

in section 2.6.1. The proposed approach can be applied also in the other two 

phases of the development: during the concept phase, with only high-level 

models, and during the validation of the item. In this way, we can set-up an 

iterative design approach, where the item is redesigned and tested over and over 

again until the safety requirements are met. This approach is possible using 

modern and versatile simulation tools, such as MATLAB. The proposed approach 

is generic because it is possible to simulate different types of cyber-physical 

systems by using or developing the appropriate low- and high-level models. The 

proposed methodology was evaluated resorting to a real-life case study. In 

particular, it has been evaluated on a control system for a three-phase electrical 

motor. 
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In the case study considered, only 10 faults out of 44 were classified as 

critical, i.e., the impact of these faults on the cyber-physical system leads the 

system out of the desired operating specifications defined in the design phase. It is 

necessary to introduce an efficient mitigation strategy of test strategy for the 

critical faults identified. Moreover, the proposed multilevel simulator can be used 

to assess the effectiveness of these fault mitigation strategies. Furthermore, from 

the experimental results, it can be seen that the three boost cells introduce 

significant redundancy in the high-voltage PSU. In some situations, the high-

voltage PSU control system is able to compensate for the effect of a fault. In 

general, more boost cells are added to the high-voltage PSU to increase the power 

delivered by the PSU to the electrical load. In safety-critical systems, it can be 

useful to add more parallel boost cells in the high-voltage PSU to not only 

increase the system output power, but also to create a redundant system that is 

more fault tolerant. Clearly, this will introduce failures that may not be verifiable 

and the long-term effects on system reliability should also be considered. 

The proposed approach is a good starting point for systematic and automatic 

identification of critical faults in a cyber-physical system; moreover, the proposed 

multilevel simulation approach can be used for evaluating the mitigation strategies 

introduced to compensate the effects of the identified critical faults. 
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Chapter 6 

Conclusions 

       The purpose of this chapter is to summarize the main results obtained and 

discussed in this thesis. Furthermore, some possible future works are also 

discussed in a dedicated section of this chapter. Finally, the last section introduces 

further research activities performed during the PhD period on a different (but 

strictly related) topic. 

6.1 Research achievements 

A possible approach to assess in a quantitative way the effectiveness of a test 

method targeting a power device is proposed. The proposed approach is capable 

of automatically and systematically producing the list of catastrophic faults (in 

accord with the new IEEE P2427 standard) present in a power device. The created 

fault list is composed of a countable set of potential faults generated with a precise 

and univocal algorithm. The rules proposed to produce the fault list are general 

and independent of the power device under test. The fault list is generated 

independently of the target device; moreover, no specific prior expertise by the 

reliability engineers is needed. The suggested solution can be used on different 

power devices provided that their equivalent electrical models are available. 

Moreover, the thesis proposes a possible method for performing fault simulation 

using an analog circuit simulator like SPICE. The considered analog fault 

simulation approach is generic and it can be applied to different test methods. In 

particular, by the way of a typical case study, it is applied in this thesis to the 

incoming test, the in-circuit test, the basic functional test and two different 
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improved variants of the basic functional test (Timely enhanced functional and 

Observability enhanced functional). With the proposed approach, a fault coverage 

figure is calculated for each test method considered; the fault coverage value 

obtained represents an index of the effectiveness of the considered test method. 

The proposed approach highlights how the effectiveness of the test methods 

strongly depends on the target system; in some circuits, electrical components 

present around the power device under test can reduce the effectiveness of the test 

methods by masking the fault effects. In general, in the power circuits it is 

common to insert several devices in parallel to increase the power managed by the 

system, as in the boost cells analyzed in the case study. As evidenced by the 

experimental results, these configurations significantly mask the effects of faults 

reducing the effectiveness of the test methods. Moreover, by combining the fault 

coverage results of the different test methods, it is possible to identify the faults 

that are never detected by any test method. Therefore, the proposed approach 

highlights the limitations of the test methods and indicates to the reliability 

engineers the faults that must be detected by the test methods to increase their 

effectiveness. Finally, the proposed methodology is very helpful for a reliability 

engineer to predict the cost of the test; in other words, it allows to identify the best 

test combination able to produce a sufficient FC, considering also the cost of the 

test in terms of test execution time and of needed resources. 

The reliability of the power devices strongly depends to the junction 

temperature of the device. A high junction temperature activates different 

breakdown and ageing mechanisms in the power devices. The cooling solution 

used for reducing the power devices junction temperature must be adequately 

tested. In particular, the assembly of the dissipation systems on the power devices 

has a considerable impact on the ability to dissipate heat and therefore on the 

junction temperature of the power device. A test method for checking the 

assembly of the heatsinks is proposed and assessed. The proposed method can be 

executed during the end-of-manufacturing test resorting to an automatic test 

equipment. The proposed test method required a previous characterization of the 

temperature sensitive electrical parameters of the power device equipped with a 

heatsink under test. In some case, the thermal characterization is given by the 

manufacturer of the device; however, the thermal characterization can be also 

experimentally obtained, as discussed in this thesis. In order to assess the 

effectiveness of the heatsinks assembly test method, an efficient thermal fault 

model must be considered. The thermal fault model is used for performing the 

thermal fault simulation. In addition, an algorithm for producing the list of 

thermal faults in a cooling system is proposed. In the thermal fault simulation, the 

thermal faults are injected in a thermal model of the cooling system. In particular, 

the thermal model is composed of different electronic R-C cells made up of 

thermal resistance and thermal capacitance. In other words, the model of the 

dissipation system is implemented with an electrical network simulated with a 

circuit simulator such as SPICE. The results obtained show that the proposed in-

circuit and functional test methodologies are capable of detecting the heatsink 

incorrect assembled on a power device. However, the effectiveness of the heatsink 
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test can also be inhibited by other components or devices in the power circuit, in a 

similar way to what has already highlighted with the test of power devices. In 

other words, if the test stimuli applied by the ATE to the power device are not 

inhibited by other devices present in the circuit, the thermal test methods 

considered are able to detect the thermal faults associated to the heatsink 

assembly. In addition, the effectiveness of the thermal test methods was also 

experimentally assessed by deliberately assembling the heatsink in various 

incorrect configurations; these experimental results again highlight the 

effectiveness of the proposed thermal test methods and validate the electrical 

thermal model of the cooling system. 

Finally, a possible approach to study the effect of the power devices 

catastrophic faults on the complex cyber-physical system behaviour has been 

proposed, in particular to identify the critical faults, i.e., the faults that can induce 

a severe and dangerous behaviour in the complex cyber-physical system. The 

proposed methodology exploits the multilevel simulation features offered by some 

EDA tools, typically used during the design phase (such as the 

SIMULINK/MATLAB tool). The multilevel simulation involve the behavioral 

and structural models of the subsystems present in the cyber-physical systems. In 

general, these models are available and used during the cyber-physical system 

engineering phase. Using these models, the safety engineer can quickly set up an 

environment capable of simulating the overall cyber-physical system. Only the 

subsystem under test is modelled using its structural low-level model, while the 

remaining subsystems are modelled using the behavioral high-level models. The 

multilevel simulation is a reasonable trade-off between the simulation time and 

the simulation accuracy required for simulating the effects of the faults affecting a 

given power device. As required by the various international standards relating to 

the design, production and testing of safety-critical systems, the proposed 

approach allows for a comprehensive, systematic and automated FMECA 

analysis. In addition, the multilevel simulator can be used to assess the 

effectiveness of any possible fault mitigation strategy introduced by the engineer. 

The approach proposed in this thesis is a good starting point for a possible 

systematic and automatic critical faults identification in a cyber-physical system 

and for assessing the effectiveness of the fault mitigation strategies adopted. 

6.2 Future works 

Future work about the assessment of the effectiveness of the analog test 

methods is mainly focused on the introduction of the parametric fault model for 

the power device. Currently, the scientific community discusses about the usage 

of this fault model, which is currently indicated as optional in the IEEE P2427 

standard. The parametric fault model constitutes a deviation of a characteristic 

parameter of a component outside its nominal range defined by the manufacturer. 

However, outside the allowed range, a parameter can assume infinite values. 

Currently, a rule that indicates which of the possible faulty values must be 

considered during the fault simulation has not yet defined, i.e., which deviation 
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must be considered for generating the list of possible parametric faults in a power 

device. A second open point about the test of power devices is how to identify the 

test thresholds, e.g., devising a procedure to uniquely and generally establish the 

threshold used for determining the outcome of a test.  

In the threshold choices analysis, it is necessary to consider also the 

measurement errors introduced by the instruments and the measurement 

uncertainties. Moreover, the numerous parasitic components present on a PCB 

and the tolerances of the components have introduced considerable problems on 

the identification of these thresholds, which are currently defined by the safety 

engineers based on their experience. Furthermore, it should be noted that between 

different production batches the nominal parameters of the components can have 

considerable drifts, always within the validity range. This behavior does not allow 

a practical approach based on the simple observation of the values present in a 

functioning reference product. 

In relation with the heatsink test, future work is mainly focused on identifying 

a methodology for in-field test of the cooling system. In general, a heatsink can 

lose its adhesion to the power device over time, degrading the performance of the 

cooling system. Therefore, in safety-critical applications it is necessary a 

methodology for performing a periodic in-field test. 

Finally, future works relating to the analysis of the reliability of cyber-

physical systems are focused on improving the integration of multilevel 

simulation environments with EDA development tools. 

6.3 Other research activities performed 

 In addition to the analog and thermal research activities, different research 

activities about the test of the digital systems have been performed during the PhD 

period. In particular, the research activities focused on the self-test of the 

automotive microcontrollers. The aim of this research activity is to improve the 

Software Test Library (STL) strategy used for testing the microcontrollers in-

field. The researches about STLs are mainly focused on improving the techniques 

ofr test programs development. Appendix A of this thesis briefly collects the main 

personal contributions introduced about the microcontrollers self-test. 
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Appendix A 
 

Software Test Library 

enhancements 

This appendix provides the general motivations for the research activities 

concerning the test of the microcontrollers used in safety-critical applications. The 

appendix briefly discusses the main scientific contributions introduced.  

A.1 Motivations 

With the introduction of numerous international standards related to the 

engineering and testing of safety-critical applications [103] (discussed in section 

2.6.1), different test methods devoted to testing the digital systems have been 

proposed. Among the possible strategies, the STL has considerable success for 

testing the microcontrollers. An STL is a collection of test programs able of 

detecting the possible permanent hardware faults present in a microcontroller 

[160][161][162]. Each test program is based on the Software-Based Self-Test 

(SBST) paradigm [160][161], i.e., on the execution of a software able to excite 

and propagate the effect of a fault in order to identify its presence. In contrast to 

other test methods based on hardware approaches (e.g. Logic-BIST [32]), the STL 

approach does not require of configuring the microcontroller in a particular test 

mode; therefore, the test can be periodically executable in-field and without a 

significant impact on the performance of the microcontroller. In general, the 
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different test programs are periodically scheduled by an operating system and 

executed at run-time interspersed with other software tasks [160][161], such as 

normal mission software. With this approach, it is possible to perform at-speed 

test [160][161]. Each test program produces a result called signature; if this value 

is different from the expected one the test program has detected a hardware fault 

[162][163]. In general, test programs are aimed of identifying permanent 

hardware faults considering the stuck-at [2] fault model. Currently, test programs 

are typically developed in assembly language; they require considerable effort to 

be developed and to evaluate their effectiveness, i.e., to compute a Fault Coverage 

(FC) figure [27][28]. Moreover, they require memory space and time to be 

executed; on the other hand, they do not require any hardware modification for 

performing the test [160][161][163]. 

A.2 Contributions 

This section briefly shows the main contributions and the main results 

obtained about the test of the microcontrollers, with particular emphasis on 

automotive applications. 

 

Among the different contributions, I have proposed a methodology for 

developing portable test programs, i.e., test programs which do not suffer from a 

quality loss when they are executed and assessed on different microcontrollers. 

The proposed methodology, discussed in [162], is based on the classification of 

the units and the functionalities present in different microcontrollers that belong to 

the same family. Moreover, the proposed methodology allows defining a 

systematic and efficient development plan for the self-test libraries for the 

different microcontrollers. The proposed approach was evaluated on different 

industrial microcontrollers used for automotive applications. The STLs developed 

with the proposed approach easily achieve good fault coverage on each different 

microcontroller. In particular, at least 80% of stuck-at FC was achieved using the 

same portable test programs evaluated on each microcontroller of the same 

family. 

 

Currently, the test programs can be executed at the boot of the 

microcontroller, during the Power On Self Test (POST) phase, or periodically at 

run-time. As discussed in [164], the tests performed during the POST phase can 

be invasive, i.e., the test programs can configure the microcontroller and 

overwrite of the RAM memory to perform the tests. Instead, the tests executed at 

run-time must respect different very restrictive constraints in order not to 

influence the behavior of the mission software; for example, test programs cannot 

modify the configuration registers of the microcontroller, modify the memory 

RAM or intentionally triggering exceptions. Furthermore, the test programs 

executed at run-time must respect precise constraints about the execution times, in 

order not to delay the operations normally performed by the mission software. In 

general, the FC contribution of the test programs executed during the POST phase 
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is greater than the contribution provided by the test programs executed at run-

time; this is due to the significant constraints that run-time test programs must be 

respected. In [164], I proposed a methodology for developing efficient STL 

oriented to run-time test only. The results obtained, discussed in [164], show that 

the run-time test programs developed with the proposed approach achieve a fault 

coverage of about 70%; in contrast to the fault coverage typically obtained with 

the traditional run-time test programs (which is typically about 50%), as discussed 

in [163][164]. However, the STL developed with the proposed approach requires 

a considerable effort for the software developer and the STL has a considerable 

memory occupation. Furthermore, the Fault Detection Time (FDT), defined as the 

worst-case time required to detect a given detectable fault from the moment of its 

occurrence, is considerably greater. 

 

In [165], I proposed a methodology to analyze in detail the real contribution 

of each test program to the final fault coverage of an STL. In particular, the 

analysis allows to identify which test programs detect the same fault; this 

information is useful for planning the scheduling of test programs in order to 

reduce the Fault Detection Time. The proposed analysis is useful during the test 

program development phase for analyzing the impact of the test program changes 

performed by the software developer on the final fault coverage; for example, 

following a modification of a test program and a new fault simulation, the new 

faults detected by the test program and the faults that are no longer detected 

following the modification are highlighted. Finally, considering also the execution 

times and the memory occupation of each test program, I proposed a methodology 

for identifying which test programs include in the final STL, considering a good 

trade-off between fault coverage, STL memory occupation and STL execution 

times. 

 

I have performed numerous efforts about the integration of STL in multicore 

microcontrollers [166][167][168]; in particular, I proposed a methodology for 

executing the same STL in parallel on different cores. The parallel execution of 

STLs causes numerous conflicts on shared resources between the different cores 

of the same microcontroller; such as the RAM memory uses or the system buses 

use. These conflicts affect the test programs working; for example, a bus used by 

a core force the other cores to wait for its availability. Therefore, this contention 

modifies the behavior of the test program which is influenced by the activity of 

the other cores present in the microcontroller. In [167], I proposed an adaptive 

scheduling algorithm for the test programs aimed at eliminating the contentions 

on shared resources present in multicore microcontrollers. Instead, In [168], I 

proposed a methodology for isolating the cores during the execution of the test 

programs by exploiting caches. The results obtained show that with the proposed 

approach there is no a fault coverage drop due to the contentions present between 

the cores in a multicore microcontroller; in other words, with the proposed 

approaches, the fault coverage obtained on the different cores of multicore 
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microcontrollers is the same obtained by executing the STL on a single core, i.e., 

with the other cores turned off. 

 

Finally, in [169] I proposed a methodology for identifying the safe faults, i.e., 

those faults that do not produce any failure in the microcontroller. These faults do 

not alter the behavior of the microcontroller and they can be excluded from the 

fault list of the microcontroller. The proposed approach considered different 

categories of safe faults; some categories are associated with hardware not used in 

the microcontroller during the mission; for example, the scan chains used for 

testing the microcontroller at the end of production. Another category is 

associated with assembly instructions that are never used by the mission software 

executed by the microcontroller [170]. For example, in some embedded 

applications the floating-point operations are never used; therefore, a fault in the 

Floating Point Unit (FPU) would not introduce any effect on the microcontroller 

behavior. Hence, the faults associated with the FPU can be classified as safe 

faults. In the ISO26262 automotive standard, these safe faults are called safe 

faults application dependent. The approach proposed in [169] and in [170] is 

based on the identification of the gates that do not change their logical state during 

the execution of the mission software. The experimental results evidenced that in 

a modern microcontroller about 5% of the faults can be classified as safe faults, 

and they can be excluded from the assessment process of the effectiveness of the 

test methodology adopted for testing the microcontroller (as the STL). 
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