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Introduction

Over the past two years, the COVID-19 pandemic has put the spotlight back on
the search for new biological detection methods [1–3]. For SARS-CoV-2 detection,
the current standard methods are Reverse Transcription-Polymerase Chain Reac-
tion (RT-PCR) and serological tests [4]. Although these tests have helped monitor
pandemic trends and are satisfactory, there are still issues related to time and cost.
For example, PCR is highly sensitive and reliable, but its widespread use is limited
due to the long time required to obtain test results (24-72 hours) and the need for
qualified personnel and expensive laboratories, instruments, and consumables. The
development of efficient, rapid, and inexpensive devices is of interest not only for the
recent pandemic but for the specific detection of different disease-related biomarkers.
The long-term goal of our research is the development of a biosensing platform
capable of detecting nucleic acid sequences, like viral sequences as a SARS-CoV-2
gene region [5], and pathological analytes, like tumour over-expressed proteins [6].
Biosensors can be broadly divided in immunoassays, that require the presence of
antibodies generated by the organism (which may be present both during and after
infection), and DNA-based biosensors, that require the presence of the pathogens
[7]. Therefore, depending on several factors, such as the stage of an infection and the
availability of antibodies or viral/toxin-related DNA sequences, either immunoassays
or DNA-based assays can be advantageously employed.
The aim of this thesis was the development and the analysis of the sensing perfor-
mance of DNA-based biosensors, targeting the detection of disease-related oligonu-
cleotide sequences. The next step will be to extend the approach to the detection of
other pathogens through integration with the immuno-sensing scheme. The most
novel aspect of our approach is the detection of the receptor/analyte interaction (i.e.,
the hybridization between probe DNA and target DNA strands) through a distinctive
optical fingerprint exploiting in-situ and real-time spectroscopic ellipsometry mea-
surements (Pinto et al. (2022), submitted). This broadband spectroscopic analysis is
carried out through non-destructive and extremely rapid experiments, which do not
require labelled strands, thick films or high DNA concentration. This novel approach
allows also to detect hypochromism at the monolayer level, for the first time to our
knowledge.
Concerning the fabrication, we optimized the preparation protocols of the sensing
platform, for example by studying the effect of the buffer ionic strength (Pinto et al.
(2019) [8], Pinto et al. (2020) [9]) and the incubation time of probe DNA. The best ex-
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perimental parameters for detecting analytes were then investigated. To characterize
the sensing performance analysis we focused on the re-usability, limit of detection,
and specificity of the biosensor (Pinto et al. (2022), submitted). Our methodological
approach combined optical (spectroscopic ellipsometry, surface plasmon enhanced
ellipsometry) and photoelectron (X-rays photoelectron spectroscopy) spectroscopy
and high sensitive mechanical (atomic force microscopy, quartz crystal microbalance)
methods in order to give a complete characterization of the biological system.

The thesis consists of four chapters.
Chapter 1 starts with an overview of biosensors, analyzing the structure, the main
application fields, and the classification. A brief introduction to self-assembled mono-
layers is provided, focusing in particular on thiolated films. DNA-based biosensors
are presented, showing their main advantages. Finally, nucleic acids are introduced,
discussing the main differences between DNA and RNA.
Chapter 2 presents the experimental methods employed for characterizing DNA films
and analyzing the transduced signal: spectroscopic ellipsometry, surface plasmon
enhanced ellipsometry, atomic force microscopy, X-rays photoelectron spectroscopy,
quartz-crystal microbalance with dissipation.
Chapter 3 provides all the experimental protocols, describing the materials employed,
the experimental set-up, and the technical data on the instruments.
Chapter 4 presents the results and the data analysis. Starting with the characteri-
zation of the optimized system, we then describe how it was optimized (through
the analysis of the effect of various parameters involved), and we present the study
on the performance of analyte detection. The characterization of the system was
performed with a model DNA sequence (FZ24), while the sensor was tested with a
synthetic RNA chain, whose sequence belongs to a gene region of SARS-CoV-2.
Finally, the conclusions summarize the results obtained and describe plans to improve
the sensor and develop an immunological test on the same platform.

This thesis tests a biological system for the development of a sensitive, inexpen-
sive, rapid and reusable nucleic acid detection sensor. The possible miniaturization of
the platform makes this system very interesting for future applications, in particular
to realize a device capable of recognizing different types of analytes on the same
platform for the parallel screening of different diseases.



Chapter 1

Biosensing and Nucleic Acids

This chapter aims to introduce biosensors, which are a fundamental tool used in
various fields. Biosensors often exploit the properties of self-assembled monolayers
(SAMs) to obtain well oriented molecules anchored to a surface through covalent
bonds (as in the case of thiolated SAMs on gold surfaces). Among all molecules, DNA
and RNA-based biosensors are an excellent option to obtain SAMs with re-usability,
specificity, and biocompatibility properties. Therefore, an in-depth discussion of DNA
and RNA nucleic acids, such as general issues on nucleic acid SAMs, is presented.

1.1 Biosensors

Currently, in the field of biological detection, researchers have developed standard-
ized methods to identify biomarkers such as nucleic acids and proteins. Two examples
are the reverse transcriptase-polymerase chain reaction (RT-PCR) and the serological
assays, both recently widely used during the COVID-19 pandemic. Nevertheless, the
need to improve factors such as the detection sensitivity and the value for money
appears to be more than enough reason to continue research on new methods.
A biosensor is an analytical device that selectively recognizes and quantifies one or
more analytes among the compounds present in complex samples such as physi-
ological fluids (blood, saliva, urine). The system incorporates a biological sensing
element that detects biomolecules and through a transducer converts the physical
or chemical signal into a measurable and countable signal. Biosensors are used not
only for medical diagnostics [10–12] and monitoring [13], but also in food safety and
quality monitoring [14], and environmental monitoring [15], due to their ability to
sense a wide range of biomolecules, including proteins (antibodies, antigens), nucleic
acids (DNA, RNA), micro-organisms (bacteria, pathogens) and also cells (tumour
cells).

3



4

Figure 1.1 – Main application fields of biosensors.

According to the World Health Organization (WHO), within the Sexually Transmitted
Diseases Diagnostics Initiative, an efficient diagnostic test of any kind must comply
with the guidelines of ASSURED [16]: Affordable, Sensitive, Specific, User-friendly,
Rapid and robust, Equipment-free, and Deliverable to end-users. Practically, biosen-
sor development must address both manufacturing and evaluation of the sensing
performance. Fabrication involves the choice of the substrate and of the receptor, and
the functionalization of the substrate with the probe. The validation of the sensing
performance is achievable by analyzing the signals generated by the chemical reaction
between the receptor and the target analyte.

Biosensors consist of three main parts, as sketched in Figure 1.2:

1. receptors (sensing elements), that allow specific binding of a target analyte and
which generally are immobilized on the surface of the transducer;

2. transducer, which produces a distinguishable signal from the binding event
between the sensing elements and the analyte. In particular, the physical
or chemical change due to the binding of the analyte (e.g., variation in the
thickness, weight, refractive index, molecular structure) is converted into a
measurable signal (for example, optical);

3. electronic equipment, including signal amplification, signal processing, and
interface circuit for data analysis.

It is worth noting that a proper immobilization of receptors on the sensor surface plays
a crucial role. Usually, molecules are not directly immobilized on the inorganic surface
to prevent denaturation. In addition, a good immobilization allows efficient coverage
of the sensor surface ensuring stability for storage, regeneration and preventing
non-specific adsorption of analytes.
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Figure 1.2 – Diagram of the components and operation of a biosensor. An analyte binds
to a receptor; from this binding event, a transducer produces a distinguishable
and measurable signal.

To make a biosensor capable of recognizing different analytes, immobilization of
different receptors is required and patterned SAMs must be prepared. In recent years,
several methods have been proposed for the fabrication of patterned SAMs, from
micro-contact printing [17] to colloidal lithography [18, 19]. These methods typically
allow creating structures around (10÷ 100)µm. An alternative method to reduce the
size of the structures is to use atomic force microscopy as a nanolithography tool
(section 2.3.3). In this case, the tip of the AFM is used as a shave to remove molecules
in selected regions of the film, allowing the deposition of specific functionalized
molecule in the shaved areas. The goal is to obtain structures such as those depicted
in Figure 1.3, where the platforms are surrounded by an environment refractory to
non-specific adsorption of molecules present in the biological sample that could give
rise to false positives.

Figure 1.3 – Sketch of a micro-array able to recognize different analytes. The sensing
regions are surrounded by an environment refractory to non-specific adsorption.

Among all the different types of biosensor, a classification can be made according to
three criteria:

• the different receptor types: biocatalytic biosensors (enzyme), immunological
biosensors (antibody), nucleic acid biosensors (DNA/RNA);
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• the physics of the transduction process: electrochemical biosensors, optical
biosensors, thermal (calorimetric) biosensors, piezoelectric (mechanical) biosen-
sors;

• the application fields: medical and clinical biosensors, environmental biosen-
sors, wearable biosensors.

The long-term goal of our research is the development of an immunological and
nucleic acid biosensor that can detect, through the same platform, pathological, viral,
or toxin-producing nucleic acids and analytes. In particular, in this thesis, we focused
on the fabrication and the sensing performance analysis of the nucleic acid detection
method, aiming at detecting hybridization between nucleotide chains using a non-
destructive, very fast and sensitive technique at the monolayer level. Starting from
the choice of the receptors (probe DNA films) and its characterization (through optical
and mechanical techniques), we improved and optimized the biological platform
(studying the effect of different parameters, like the ionic strength of the buffer and
the incubation time). Finally, the receptor/analyte interaction has been unequivocally
detected thanks to a spectroscopic fingerprint (260 nm DNA film absorption) that
was transduced and analyzed by a spectroscopic ellipsometer (optical method).
The main advantages of employing optical biosensors originate from the high sen-
sitivity, stability, and non-destructiveness (non-ionizing radiation) of the optical
techniques used to analyse them [20]. These devices achieve changes in light char-
acteristics when there is binding between receptors and target molecules. Optical
devices can detect analytes directly - measuring changes in intensity, wavelength,
refractive index, and polarization - or indirectly - detecting labelled probes. We will
focus only on label-free biosensors, which overcome the need for fluorescence or
radioactive labelling for detection, allowing convenient point-of-care diagnostics.
Higher sensitivity can be achieved with optical plasmonic sensors [21], including
surface plasmon resonance (SPR) [22], surface-enhanced Raman scattering (SERS)
[23], localized surface plasmon resonance (LSPR) [24, 25] and optical resonator based
[26] sensors. In particular, SPR-based biosensors detect biomolecular interactions
occurring on the metal surface by measuring the shift in the excitation angle or wave-
length of surface plasmon or the optical intensity change [27–29]. Surface plasmon
occurs when photons from incident wave interact with electrons in the metal surface.

1.1.1 Self-assembled monolayers

As mentioned above, proper immobilization of receptors on the sensor surface is
paramount to prepare efficient biosensing platforms. This immobilization can be
direct or indirect introducing an intermediate layer to decouple biosensing molecules
from the usually inorganic substrate. This strategy helps to preserve integrity and
functionality of the molecules that could denature rapidly due to changes in their
surroundings (i.e., the inorganic surface). In this latter case, the sensing elements
can be anchored to the surface employing several strategies that exploit specific
interactions, e.g., biotin-avidin [30] or nitrilotriacetic acid-histidine [31].
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The deposition of the receptors (or of the intermediate organic molecules) on the
surface can occur by physisorption (i.e. through weak bonds) or by chemisorption
(i.e. through covalent bonds with energy on the order of 200 kJ/mol). Compared to
physisorption, chemisorption ensures the formation of films that are more strongly
bound to the surface, and therefore more stable. By appropriately choosing the
molecule/surface system, it is possible to obtain ordered Self-Assembled Monolayers
(SAMs).
The term self-assembled monolayers refers to organic films that spontaneously orga-
nize from the liquid or gas phase on a substrate into ordered monolayers. A schematic
representation of the molecules that make up a SAM is shown in Figure 1.4. The
molecules in a SAM typically consist of: (i) the head group, a surface-active functional
group responsible for anchoring the molecule to the surface; (ii) the central group,
often an alkyl chain; (iii) the tail group, a terminal functional group that determines
the interface properties of the SAM.

Figure 1.4 – Sketch of a self-assembled monolayer: head group (red), central group
(grey), and tail group (blue).

Considering the structure of SAM molecules, the organization of the film depends on
several interactions: head group/surface interactions, intermolecular chain/chain
interactions, intermolecular interactions between the terminal groups. For example,
the higher the affinity between the head group and the surface, the more stable
and robust the SAM will be. Similarly, as the length of the central chain increases,
inter-chain Van der Waals interactions will increase, resulting in more ordered and
compact SAMs. Concerning the role of the tail group, it has to be considered that
the characteristics of this functional part can interfere with a good packing, such as
large steric size (compared to the alkyl chain), non-zero net charge, or non-negligible
interaction with the solvent. Therefore, the increasing of functional group complexity
can improve the interface properties of the SAM, but can decrease of the molecular
organization of the film. A successful strategy, also adopted in this work, is the
preparation of mixed SAMs, consisting of both molecules with the functional groups
of interest and simpler spacer molecules that aid in film packing.
Self-assembled films have been employed in various fields, to mimic biological
systems [32], to protect surfaces from corrosion [33, 34], to confer antimicrobial
properties [35], to improve performance in optoelectronic devices [36], to control cell
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shapes [37] or cell migration [38].

Thiolated SAMs

Focusing on the head group/surface interactions, various kind of SAMs can be
prepared [39]. Between these, the two most studied classes of SAMs are represented
by silanes on surfaces of oxides [40–42] and organosulfides on transition metals
[43–45]: in both cases, a covalent interaction between the molecule and the surface
is established, which allows an extremely effective immobilization of the molecule.
In this work, we focused on compounds formed by a thiol −SH group as the head
group, an alkyl chain (molecular spacers) as central groups and DNA strands as the
tail-probe molecules. Moreover, as described before, we employed an alkanethiol as
a molecular spacer, an organic compound derived from alkanes where a hydrogen
atom is replaced by a thiol group, −SH, with formula CH3(CH2)n−1SH.
Initially studied by Nuzzo and Allara [46], alkanethiols show a high affinity for
transition metals [47], that leads to a high degree of molecular organization and
stability of the film [48]. These properties are mainly related to the formation of
the strong S-Au bond (head group/surface interaction), with an energy of about
180 kJ/mol [46]. Instead, the intermolecular interactions are dominated by Van der
Waals forces established between the alkyl chains, around 5 kJ/mol. Regarding tail
groups, they confer specific properties, such as hydrophobicity (-CH3), hydrophilicity
(-COOH or -OH), or allow the indirect anchoring on the surface of the receptors.
Concerning molecular organization, previous studies have shown that alkanethiols
on Au(111) form a (

√
3 x
√

3) R30◦ structure in a hexagonal lattice (i.e., rotated by
30◦ with respect to the lattice directions of Au(111)) and that the sulphur atoms have
a distance between first neighbours of 4.97 Ȧ [44]. This structure is the result of a
well-defined kinetic self-assembly process [49–53], that shows the presence of three
main steps:

1. rapid chemisorption, which occurs just after incubation in solution and where
molecules interact with the substrate by lying down;

2. slow chemisorption, where the molecules straighten up thanks to the nucleation
of the previous step (standing up phase), and the monolayer reaches about
80-90% of the final thickness;

3. ordered domains, where molecules are tightly packed.
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Figure 1.5 – Representation of the self-assembly process of an alkanethiol film: 1) lying
down phase, b) nucleation of the standing up phase, c) completion of the standing
up phase and formation of ordered domains.

1.1.2 DNA-based biosensors

DNA biosensors exploit the highly specific biorecognition property between com-
plementary strands deriving from Watson-Crick base-pairing: the immobilization
of a single-stranded DNA (ssDNA) as probe on a surface allows to recognize its
complementary sequence by hybridization. DNA-based microarrays are considered
as efficient tool for clinical diagnosis since a parallel detection of DNA or RNA hy-
bridization allows the simultaneous multiple detection of biomarkers of various
kind [54–56], like oligonucleotides [57], proteins [58] and cells [59]. Indeed, probe
DNA (pDNA) strands with different base composition can be immobilized in various
micro/nano-regions forming platforms designed for multiple biomarker analysis.
Moreover, these sensitive areas can be reused and regenerated through double strand
denaturation.
Hybridization can be exploited for biosensing on a two-fold level. The first method is
the Direct DNA Immobilization (DDI) that works toward the direct recognition of spe-
cific target DNA (tDNA) sequences. In this case, target diseases can be identified from
the detection of specific nucleic acid sequences [60] (Fig. 1.6 (a)). For example, Rabti
et al. [61] report a DDI biosensor able to recognize f17-related fimbriae sequences,
nucleic acids involved in the onset of extra-intestinal infections caused by Enterotoxi-
genic Escherichia coli released toxins. Another typical employment of DDI sensors is
the detection of microRNA (miRNA) strands, small non-coding ssRNA molecules
(∼ 22 nucleotides) whose dysregulation can be associated with various diseases [62].
A public database, miR2Disease, documents known relationships between miRNA
dysregulation and human disease [63]. A recent and interesting application is the
detection of coronavirus-related sequences: in response to the COVID-19 emergency,
selective recognition of SARS-CoV-2 sequences based on DNA hybridization has
been recently demonstrated using a thermoplasmonic approach [64] and a label-free
capacitive method [5].
On the other hand, in DNA-directed molecular anchoring, hybridization is exploited
for the immobilization of selective and functional sensing molecules through com-
plementary DNA strands bearing the sensing molecule (Fig. 1.6 (b)). Through this
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approach, the receptors exploit an intermediate layer (DNA film) that allows the de-
coupling from the substrate, and helps to maintain their functionality and selectivity
towards specific molecular biomarkers [6, 65, 66].

(a)

(b)

Figure 1.6 – Sketch of DNA-based biosensors applications. (a) Direct DNA immobiliza-
tion: recognition of a specific nucleic acid sequence; (b) DNA-directed molecular
anchoring: recognition of specific biomarkers through the immobilization of com-
plementary DNAs bearing sensing molecules.

After hybridization, the biosensor transducer can produce different signals such as
electrochemical, optical, or mass-sensitive. Usually, electrochemical devices detect
hybridization from modifications of the sensing platform properties (for example,
capacitance) or from an intrinsic electrochemical response due to DNA (e.g., oxida-
tion of guanines) [67–69]. Optical sensors can involve the use of fluorescent labels
[70, 71], leading to a more complex and expensive preparation procedure for the
device fabrication, which could also affect the bioactivity of the target molecule.
For this reason, label-free optical devices are often preferred [72–74]. The develop-
ment of mass-sensitive DNA-based biosensors has been also performed, suggesting
interesting applications thanks to the label-free and in-situ procedure [75–77].

1.2 Nucleic Acids

As introduced above, our goal is the fabrication of a label-free DNA-based biosen-
sor. Therefore, the design of a robust and reliable device passes through the careful
characterization of the DNA self-assembled monolayer. Moreover, the study of the
mechanism of hybridization between complementary strands is crucial since this pro-
cess is the key to identify pathological nucleic acid strands or to drive the anchoring
of sensing molecules on the surface. A focus on nucleic acids will be presented to
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better understand the biological system.
Nucleic acids are organic polymers whose monomers, called nucleotides, are com-
posed from a phosphate group (PO4−), a 5-carbon sugar and a nitrogenous base. The
two main type of nucleic acids are deoxyribonucleic acid (DNA) and ribonucleic
acid (RNA): in DNA the sugar is deoxyribose, while in RNA the sugar is ribose (Fig.
1.7). Nucleic acids transmit information contained in the genetic material inside
and outside the cell nucleus. DNA stores and encodes genetic information (i.e., en-
codes amino acid sequences of proteins responsible for cellular function), while RNA
strands, created using DNA strands as a template (transcription), specify the amino
acid sequences of proteins (translation) decoding the DNA information.

(a) (b)

Figure 1.7 – Comparison between (a) DNA and (b) RNA adenine-nucleotides.

1.2.1 Bases and interactions

The nitrogenous bases are distinguished into (i) purine: adenine (A) and guanine (G);
(ii) pyrimidine: cytosine (C), thymine (T) (only in DNA) and uracil (U) (only in RNA;
it is an unmethylated form of thymine) (Fig. 1.8). The bases are bound to the sugar
through the N-glycosidic tail, while the nucleotides are joined in a chain by covalent
bonds (phospho-diester bonds) established between the sugar of one nucleotide and
the phosphate of the next. The resulting strings of nucleotides form a backbone with
successively alternate sugar and phosphate, assembled into usually double chains for
DNA (double-stranded) and single for RNA (single-stranded). DNA-RNA hybrids
are also allowed.
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(a) (b)

(c) (d) (e)

Figure 1.8 – Sketch of nitrogenous bases: (a) adenine, (b) guanine, (c) cytosine, (d)
thymine and (e) uracil.

The characteristic molecular recognition property of nucleic acids (Watson-Crick base
pairing), by which adenine pairs with thymine or uracil, and guanine pairs with
cytosine, confers interesting self-assembling properties and provides programmability
and predictability to nucleic acid structures. Hybridization between two strands
occurs via hydrogen bonds 10.8 Ȧ long: for steric issues, the complementary bases
that pair up must necessarily be a purine and a pyrimidine. Indeed, this distance
perfectly fits for a purine/pyrimidine pair, while it is too short for two purines and
too long for two pyrimidines.
Adenine and thymine/uracil establish two hydrogen bonds, while three bonds are
found between cytosine and guanine. This characteristic aids in forming a cooperative
interaction that helps in structure stability. The pairing between bases is further
limited by the positions of the hydrogen atoms in the bases: for example, adenine
could not pair with cytosine because there would be two H atoms at one binding site
and no H atom at the other binding site. The stability of the resultant helix is enforced
by weak attractive non-covalent forces caused by the overlapping of π-orbitals, called
pi-stacking, of pyrimidine and purine bases, which are parallel to each other [78].
Since hydrogen bonds are non-covalent, they can be broken and reformed fairly easily.
Denaturation of the double helix (i.e., splitting the double-strand into two separate
chains) can be achieved by mechanical force, high temperature, low ionic strength, or
high pH. The stability of dsDNA depends on the GC pair content (pair with multiple
hydrogen bonds), the sequence (stacking is sequence specific), and the length of
the strands (longer molecules are more stable) [79, 80]. The standard parameter for
quantifying DNA stability is the melting temperature, which is the temperature at
which 50% of double-stranded molecules are converted to single-stranded molecules.
A fundamental nucleic acid feature, deeply exploited in this work, is the UV strong
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absorbance. The π → π∗ and the n→ π∗ transitions of the pyrimidine and purine
rings of the nitrogenous bases originate absorptions in the (200÷ 270) nm range (Fig.
1.9) [81–83].

Figure 1.9 – UV absorptions of nucleic acid bases. From PhotochemCAD database
http://photochemcad.com/homepage.php.

Bonds related electronic transitions associated to σ bonds occur at far UV; similarly,
sugars and phosphates contribute to the absorption spectra mainly at wavelengths
shorter than 190 nm. Therefore, these bonds have a negligible influence on the spectra
recorded in air or water and could contribute only through tails. The amplitude of
this absorption can be used to quantify DNA and RNA concentration in a sample.

1.2.2 Nucleotide chains

The deoxyribonucleic acid is the nucleic acid which contains the information for
protein biosynthesis. DNA molecules are chemically stable, mechanically rigid,
biodegradable, biocompatible and cost effective. These properties lead DNA to play
a central role in the development of novel devices, such as in data storage [84, 85],
nano-electronic [86, 87], internet of things [88, 89], environment monitoring [90],
cellular programming and tissue engineering [91] and pathogen detection [92].
When two complementary strands bind together, DNA organizes itself into an ori-
ented, anti-parallel double chain. The double helix structure of the DNA molecule
was first described by J. Watson and F. Crick, in 1953. James Watson, Francis Crick,
and Maurice Wilkins were also awarded the 1962 Nobel Prize in Physiology or
Medicine "for their discoveries concerning the molecular structure of nucleic acids
and its significance for information transfer in living material". Huge contributions
to the discovery of the double helix structure were also brought by their colleague
Rosalind Franklin.
DNA exists in many possible conformations: double helix, which includes the
A-DNA, B-DNA, and Z-DNA forms, or more complex structures such as the G-
quadruplex (guanine-rich sequences that help stabilize the ends of chromosomes).
Regarding the double helix conformations, the structure adopted by DNA depends

http://photochemcad.com/homepage.php
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on several parameters such as the level of hydration, the sequence, and the chemical
modifications of the bases. The most common structure is the B-DNA (Fig. 1.10),
where DNA forms mechanically rigid helical structures with a diameter between 22
and 26 Ȧ and a helical repeat of 34 Ȧ (containing 10.5 base pairs). The plane of the
bases is perpendicular to the axis of the helix while the plane of the sugars forms
an almost right angle with that of the bases. The persistent lengths of duplex and
single-stranded DNA are 50 nm [83] and 1-7 nm (depending on the ionic strength)
[93, 94], respectively. Oligonucleotide lengths are 3.4 Ȧ/base pair for dsDNA [83]
and 4.3 Ȧ/base for ssDNA [93]. Referring to 22-mers, like the ones studied in this
thesis work, we expect a length around 7.5 nm for dsDNA helix and of 9.5 nm for
ssDNA (excluding thiolated linker).

Figure 1.10 – Sketch of B-DNA. Nitrogenous bases: adenine (red), thymine (yellow),
cytosine (blue), guanine (green).

Also the ribonucleic acid is a nucleic acid which plays fundamental roles for life, for
example in the protein synthesis, transmitting information from DNA to ribosome
(messenger RNA, mRNA), transferring amino acids to the ribosomes (transfer RNA,
tRNA) and linking amino acids together to form coded proteins (ribosomal RNA,
rRNA).
Differently from DNA, RNA contains ribose, sugar with a hydroxyl group attached to
the pentose ring in the 2’ position. These hydroxyl groups make RNA less chemically
stable than DNA, since they lower the activation energy of hydrolysis.
RNA is single-stranded and consists of a shorter nucleotide chain. However, some
RNAs can contain self-complementary sequences that allow parts of the chain to
fold and pair with itself to form highly structured double helices [95]. When RNA is
double-stranded, the presence of ribose hydroxyl groups causes the helix to mostly
take the A-form structure that consists in alternating a very deep and narrow major
groove with a shallow and wide minor groove.
As mentioned before, mixed helices of DNA/RNA are allowed and are important
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intermediates in molecular biology [96], leading to a investigation by researchers
[97–100].

1.2.3 SAMs

In this work, we decided to exploit the strong S-Au bond to anchor ssDNA on a
gold surface, using thiolated DNA (i.e., DNA functionalized with an alkanethiol).
Compared to the self-assembly of simpler molecules like alkanethiols, the chemisorp-
tion of thiolated DNA strands on gold is a more complex process. In addition to
conformation-dependent steric hindrances, the main interactions involved can be
summarized as follow:

• head group/surface interaction (S-Au bond);

• interaction between the alkyl chains of the thiolated linkers;

• DNA/linker interaction;

• intermolecular interaction between DNA strands: it depends both on the in-
teraction between nitrogenous bases and on the electrostatic force between the
DNA backbones, negatively charged due to the phosphate groups;

• nitrogenous bases/gold interaction: it depends on the affinity degree between
the involved base and the metal (T<G<C<A) [101].

Reasonably, the ionic strength of the solution and thus the shielding of charges plays
a very important role in the DNA conformation [102, 103], and both of these factors
have a strong impact on the self-assembly [104–106]. Moreover, to promote the
molecular organization of the DNA strands, spacer molecules can be used [104, 107].
Different experimental approaches have been employed to investigate DNA self-
assembly on gold, from electrochemical methods [106, 108, 109], to optical [110–112],
infra-red [107, 113, 114] and X-ray [104, 114, 115] spectroscopies.





Chapter 2

Experimental methods for
ultra-thin film analysis

This chapter presents the methods employed for the characterization of DNA films.
For each technique the theoretical foundations will be given, followed by a descrip-
tion of the instrument. When needed, data analysis method or deeper details about
the operational modes will be provided too.
Spectroscopic ellipsometry provides quantitative information about film thickness
and optical properties, in addition to chemical-specific information through the de-
tection of molecular absorptions. In the subsections, general issues concerning the
investigation of ultra-thin films and their analysis will be discussed. In addition,
issues related to the presence of molecular absorptions within films and inter facial
effects between film and substrate will be presented.
Surface plasmon enhanced ellipsometry combines the advantages of spectroscopic
ellipsometry, performed under total internal reflection conditions, and surface plas-
mon resonance phenomena. The main advantages of this set-up will be presented.
Atomic force microscopy allows for the monitoring of the morphology of the SAMs
and provides, through nanoshaving experiments, estimation of film thickness. In
this thesis work, AFM has been employed to perform imaging, nanolithography and
force spectroscopy.
X-ray photoelectron spectroscopy is a surface-sensitive method that provides compo-
sitional information. It has been used to identify chemical species within the SAM,
quantify relative elemental coverages, and obtain information on SAM/substrate
interaction.
Quartz-crystal microbalance with dissipation experiments allow for the quantification
of the mass coverage on the substrate and studying viscoelastic properties of the film.

2.1 Spectroscopic Ellipsometry

Spectroscopic ellipsometry (SE) is an optical, non destructive and extremely sensitive
method which allows for a real-time and in-situ characterization of thin films. SE
is based on the analysis, over a wide spectral range, of the change in polarization
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of a light beam upon reflection from the sample. Through the comparison between
experimental data and simulations obtained from a suitable optical model of the
sample, it provides information about optical (refractive index, extinction coefficient,
anisotropy), geometrical (thickness, roughness) and material (doping concentration,
micro-structure) properties.
This technique is mainly used to characterize multilayer materials [116, 117], pat-
terned films [118] and thin films [119], while we apply SE to the study of ultrathin
films (thickness ≤ 10 nm) [9, 120, 121].

2.1.1 Optical properties of the materials

Ellipsometry owes its name to elliptical polarization, i.e. the condition where the
orthogonal components of the electromagnetic field have different amplitudes and a
fixed phase difference. We consider as incident plane the plane defined by the wave
propagation direction and the normal to the sample surface, while p(s)-polarization
corresponds to electromagnetic waves with their electric field oriented parallel (per-
pendicular) to the plane of incidence.

Figure 2.1 – Sketch of the wave reflection and refraction process, with a focus on the p-
and s-component for the incident wave and the reflected wave.

Various methods can provide direct information on optical properties, such as the
absorbance (spectrophotometry) and the reflectance (reflectometry). Both absorbance
and reflectance are related to the complex refractive index, defined as

N̂ = n + ik (2.1)

where n is the real refractive index (in the following, we will call it simply "refractive
index"), related to the dispersion, and k is the extinction coefficient, related to the
absorption. These parameters are related to each other, and, through the Kramers-
Kronig equations, it is possible to derive n from k and vice versa.
Both n and k influence the reflectance, which is defined as the ratio between reflected
and incident beam intensity (Fresnel law for reflectivity):

R =
∣∣∣ N̂ − 1

N̂ + 1

∣∣∣2 =
(n− 1)2 + k2

(n + 1)2 + k2 (2.2)



19

Instead, the coefficient of absorption α describes the decay of light intensity due to
absorption by the material according to the Beer law:

I(z) = I0e−αz (2.3)

where z is the light propagation direction. This coefficient depends on the frequency
and is related only to the k coefficient, through the equation

α =
4πk

λ
(2.4)

Therefore a transparent material - material that, by definition, presents zero ab-
sorbance - will show an extinction coefficient equal to zero, while in the case of
opaque materials k will be positive [122].

The optical properties of materials can be alternatively described in terms of the
complex dielectric function (or permittivity) ε̂, which quantifies the electric polariz-
ability and is defined as

ε̂ = N̂2 = ε1 + iε2 (2.5)

The following equations describe in details the relationships between n, k, ε1 and ε2:

n =
1√

2

√
ε1 +

√
ε2

1 + ε2
2 k =

1√
2

√
−ε1 +

√
ε2

1 + ε2
2 (2.6)

ε1 = n2 − k2 ε2 = 2nk (2.7)

The complex dielectric function allows to easily discriminate the contribution to a
materials response due to the bound electrons and the free electrons:

ε̂ = ε(ω) + i
σ(ω)

ε0ω
(2.8)

where ε0 is the vacuum dielectric constant, ω is the angular frequency and, simplify-
ing, ε(ω) (dielectric function) accounts for the contribution of bound electrons while
σ(ω) (electrical conductivity or conductance) accounts for the contribution of free
electrons. The dielectric function and the electrical conductivity are proportional
factors in the definition of the electric induction (~D) and the current density (~J),
respectively.

2.1.2 Working Principles

The optical properties described above can be obtained from the SE experiment
through the analysis of Ψ and ∆ angles, defined as:

Ψ = arctan
∣∣∣ rp

rs

∣∣∣ 0 ≤ Ψ ≤ 90◦ (2.9)

∆ = ∆p − ∆s 0 ≤ ∆ ≤ 360◦ (2.10)

where rp and rs are Fresnel reflection coefficients and ∆p(s) = δr
p(s) − δi

p(s) represents
the phase difference between reflected and incident wave in the p(s)-component. ∆
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allows for the differentiation between different polarization states and, in particular,
elliptical polarization defines a state with δp − δs , k π

2 (k ∈ Z).

Figure 2.2 – Measurement principle of ellipsometry. An incident light beam with linear
polarization interacts with the sample surface and changes its polarization in
elliptical.

∆ and Ψ angles allow for the measurement of material optical properties thanks
to their dependence on Fresnel reflection coefficients. The p(s)-Fresnel reflection
coefficient is defined as the ratio between the amplitudes of the reflected and incident
p(s)-electric field components, where the complex refractive indexes and the angles
of incidence and transmission are involved [123]:

rp =
Er

p

Ei
p
=

N̂2 cos θi − N̂1 cos θt

N̂2 cos θi + N̂1 cos θt
(2.11)

rs =
Er

s
Ei

s
=

N̂1 cos θi − N̂2 cos θt

N̂1 cos θi + N̂2 cos θt
(2.12)

From the ratio between Fresnel coefficients, it is also possible to obtain Ψ and ∆ bond
in a unique variable ρ, which can be directly provided by an ellipsometric experiment
[124]:

ρ =
rp

rs
=
|rp|ei∆p

|rs|ei∆s
= tan Ψei∆. (2.13)

2.1.3 Instrument

An ellipsometer is an instrument that measures the change in the polarization state
of the light following the reflection from a sample, which acts as an optical element
in the experiment. Therefore, the experimental set-up needs to identify the incident
beam polarization (through a polarizer or "polarization state generator") and measure
the reflected beam polarization (through a second polarizer, often called analyzer
or "polarization state detector") before that a detector (a photodiode matrix) collects
the light. The accuracy of the experiment improves by employing a well-collimated
white light beam.
A compensator can be employed as retarding element, propagating light with dif-
ferent speeds along two polarization axes and shifting the phases. When the com-
pensator is a rotating element, we refer to the instrument as a rotating compensator
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ellipsometer (RCE).
Moreover, if the instrument works at multiple wavelengths, it is called a spectroscopic
ellipsometer. In this case, a dispersive element that decomposes the reflected beam
into different wavelengths is needed.

Figure 2.3 – Scheme of a rotating compensator ellipsometer, as the M2000 Woollam
ellipsometer employed in this thesis work.

2.1.4 Employing difference spectra for data analysis

The presence of an ultrathin film, like a DNA SAM, induces in ∆ and Ψ spectra very
small changes which can be highlighted using difference ellipsometric spectra, or
differential spectra, obtained as the difference between the spectra acquired after
(substrate+film+ambient) and before (substrate+ambient) the deposition of molecules
on the substrate (Fig. 2.4 (a)).
It is worth noting that the difference spectra, in the case of a thin film on a semi-
infinite substrate, reflect both the optical properties of the film and of the substrate.
In particular, for example, the difference spectra of the same transparent layer laid on
gold (Fig. 2.4 (c)) or on silicon (Fig. 2.4 (e)) will appear definitely different.
For ultrathin films that cause such small variations to SE spectra, a high level of
experimental condition reproducibility is required, from the liquid cell mounting
to the beam alignment. Moreover, care must be taken not to move the in-situ SE
cell (or the elements connected to it, as the tubes) during the entire data acquisition.
A repeatable cleaning procedure of the substrates is needed as well in order not to
induce morphological changes on the substrate in different experiments, which could
hinder measurement reproducibility.
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(a)

(b) (c)

(d) (e)

Figure 2.4 – Difference spectra principle. a) Representation of the difference spectra
method. b) Simulated ∆ and Ψ spectra of a gold substrate before (yellow) and
after (green) the film deposition. c) Simulated δ∆ and δΨ spectra, referred to b). d)
Simulated ∆ and Ψ spectra of a silicon substrate before (yellow) and after (green)
the film deposition. e) Simulated δ∆ and δΨ spectra, referred to d).

2.1.5 Optical models

In order to obtain quantitative information from SE measurements, it is necessary to
develop an optical model of the sample. Models are usually constructed as a stack
of optical layers, each with its own thickness t and dielectric function ε̂, separated
by sharp interfaces characterized by Fresnel boundary conditions. Given a model
with its associated set of parameters, theoretical Ψ and ∆ curves can be generated and
fitted to the experimental data by appropriate optimization of the model parameters.
The choice of the dielectric function representing each layer depends on the type of
material under consideration. For dielectric materials in the region of transparency
(k = 0), the Cauchy model is widely employed [122, 125]. For samples with ab-
sorptions in the UV-Vis region, models with oscillators such as Gauss, Lorentz, and
Tauc-Lorentz are suggested.
It is worth noting than, in case of ultrathin films, a certain degree of correlation be-
tween the parameters can be found in optical models: in particular, similar simulated
curves can be obtained employing different thickness or optical functions for the lay-
ers. This issue can be overcome backing SE experiments with independent thickness
measurements, as the AFM nanoshaving results, disentangling the contribution of
thickness and optical functions to SE spectra. To take into account this correlation,
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in SE spectra we will refer to "optical thickness", a quantity depending both on film
thickness and film optical properties.

As mentioned above, to model transparent materials (k=0) such as thiols, we can use
the Cauchy model defined by the equation:

n(λ) = A +
B
λ2 +

C
λ4 (2.14)

where λ is the wavelength and A, B and C are the free parameters of the model (in all
the simulations we will assume C=0 µm4). In this thesis work, also ambient layers
are modelled using the Cauchy model. In particular, starting from Krivacic results
[126] and taking into account the salt concentration [127], for the TE buffer we used
A=1.333, B=0.0028 µm2, C=0.00005 µm4 for the 1 M NaCl TE buffer and A=1.322,
B=0.003 µm2, C=0.00003 µm4 for the 1 mM NaCl TE buffer.

Figure 2.5 – Refractive index n and extinction coefficient k of a Cauchy layer with
A=1.45, B=0.005 µm2 (k = 0 since the Cauchy model represents a transparent
layer).

As mentioned before, the difference spectra highlight the variations in thickness and
optical properties of the film deposited on the substrate. In Figure 2.6, simulations
based on an ex-situ optical model (i.e., where the ambient is air, with n=1 and k=0)
are reported, in order to show the dependence of difference spectra on the various
Cauchy parameters (model: substrate | transparent layer | ambient).
We can observe that the thickness of the Cauchy layer definitely affects both parame-
ters: ∆ in the whole spectral range, while Ψ only in the UV-Vis region. On the other
hand, by varying the refractive index parameters A and B, ∆ is mainly modified in
the UV-Vis region, while in Ψ only negligible variations are detectable.
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(a)

(b)

(c)

Figure 2.6 – Difference spectra behaviour of a transparent layer deposited on gold, in
air (simulations). (a) Effect of the variation of the Cauchy layer thickness (A=1.45,
B=0.01 µm2). (b) Effect of the variation of the Cauchy A-coefficient (dCauchy=2 nm,
B=0.01 µm2). (c) Effect of the variation of the Cauchy B-coefficient (dCauchy=2 nm,
A=1.5).

In contrast, for materials that exhibit optical absorption such as the DNA layer, the
dependence of N̂ on λ is definitely more complex and there is a large variety of
oscillator models and dispersion equations. The General Oscillator Layer (GenOsc)
from W-VASE library is an excellent tool that allows to easily combine more oscillators
to model the layer dielectric function and to account for absorptions outside the
probed spectral range (through ε1∞ and poles) too. The GenOsc model is Kramers-
Kronig consistent.
Between the different available oscillator shapes, the Gaussian function is suitable for
organic and multi-absorbing film, like DNA SAMs. In a GenOsc layer with Gaussian
oscillators, the simulated dielectric function is defined as

ε̂ = ε1∞ + Pole(Ap, Ep) + Gaussian(AG, BG, EG) (2.15)
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ε1∞ is an offset parameter which accounts for the cumulative effect of absorptions
outside the short-wavelength instrumental limit and it is chosen to give a reasonable
n value in the NIR (around 1.45 for organic films). Also the pole function accounts for
absorptions that occur outside the measured spectral range and is represented by a
Lorentzian oscillator with no broadening, with a complex dielectric function defined
as

ε̂pole =
APole

E2
Pole − E2

(2.16)

Finally, the Gaussian function is defined with:

ε1,G =
2
π

P
∫ ∞

−∞

ζε2,G(ζ)

ζ2 − E2 dζ (2.17)

ε2,G = AG ∗ e−
(

E−EG
σ

)2

− AG ∗ e−
(

E+EG
σ

)2

, σ =
BG

2
√

ln(2)
(2.18)

In Figure 2.7, ε1/ε2 and n/k referred to an absorbing GenOsc layer with a Gaussian
oscillator at 3 eV are reported. In this simulation, ε1∞ was fixed at 2: it is worth
noting that this value defines the asymptote to which ε1 curve tends at the ends of
the spectral energy range.

(a) (b)

Figure 2.7 – Optical functions of a Gaussian oscillator centred at 3 eV. (a) ε1 and ε2,
versus energy. (b) n and k, versus wavelength.

The models mentioned so far refer to samples with homogeneous uniform films.
Inhomogeneities such as surface roughness, inclusion of a material into another,
or non-sharp separation between layers and consequent interface effects, must be
considered and included in the model, especially in case of ultrathin films. These
effects can be modelled using an effective medium approximation (EMA). So, starting
from a situation where two or more materials can coexist within the same layer,
an effective dielectric function is constructed to describe the optical behaviour: in
particular, it is possible to model the inhomogeneities of a so-called "effective" layer
that takes into account the overall optical properties of the sample.
If in the inhomogeneous layer there is no material that prevails, as in the case of
interface effects due to the interaction between the layers, the most widely used EMA
model is the Bruggeman model [128]. The dielectric function of the effective medium
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< ε̂ > represents an effective function and not a real one. For a two-material system
a and b, with fa fraction of the a constituent material, we obtain

fa
ε̂a− < ε̂ >

ε̂a + 2 < ε̂ >
+ (1− fa)

ε̂b− < ε̂ >

ε̂b + 2 < ε̂ >
= 0 (2.19)

In Figure 2.8, simulations based on an ex-situ model are reported, in order to show
the dependence on the EMA parameters (model: substrate | interface | transparent
layer | ambient).
We can observe that the thickness of the EMA layer affects both parameters in the
whole spectra range; regarding Ψ, larger changes are detected in the Vis-NIR region
while only small variations are observed in the UV range. On the other hand, by
varying the relative percentages of the media that compose the interface EMA layer, ∆
remains almost constant while Ψ shows slight variations in the whole spectral range.
In this thesis work the EMA layer has been employed to mix the optical properties of
the transparent layer (medium A, Cauchy film) and the substrate (medium B, gold).

(a)

(b)

Figure 2.8 – Difference spectra behaviour for a transparent layer (Cauchy layer:
dCauchy=1 nm, A=1.45, B=0.005 µm2) which shows interface effects with the gold
substrate (simulations). (a) Effect of the variation of the EMA layer thickness
(fCauchy = 70%). (b) Effect of the variation of the percentage of a medium (Cauchy
layer) (dEMA=0.5 nm).

2.2 Surface Plasmon Enhanced Ellipsometry

An increase of the SE experiment sensitivity can be obtained exploiting spectroscopic
ellipsometry in total internal reflection condition coupled with surface plasmon
resonance (SPR) phenomena. In fact, the use of an ellipsometer in Kretschmann
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configuration allows for in-depth monitoring and analysis of the adsorption and
desorption of organic layers on thin metal films [3, 129], including the possibility of
monitoring surface processes in opaque solutions.
This technique is called Surface Plasmon Enhanced Ellipsometry (SPEE) [130] or,
more often, Total Internal Reflection Ellipsometry (TIRE) [27, 73, 131–133].

2.2.1 Working Principles

The SPEE method couples two physical phenomena: (1) the total internal reflection
of the light beam at the interface between an optical prism and a metallic layer and
(2) the surface plasmon resonance.

Total internal reflection requires two conditions:

• the light has to travel from a medium (incident medium) with a higher refractive
index N̂1 to a medium (transmitting medium) with a lower refractive index N̂2;

• the incident angle θi has to be larger than the critical angle θc = arcsin N̂2
N̂1

, angle
at which no light is transmitted to the second medium.

Therefore, in a standard experiment, reflectivity shows a strong increase at the critical
angle and remains constant for θi > θc, avoiding the transmission to the second
medium.

SPEE requirements are always satisfied if the set-up is configured to achieve the
SPR condition. Surface plasmon resonance sensors are based on the angular measure-
ment of reflectance Rp of p-polarized light at the dielectric/metal interface [134, 135].
Under specific conditions for the wavelength and incidence angle of the incoming
beam, the photon energy is transferred to surface electrons and a rapid decrease in
Rp is observed (since the decay of the optical field into the metal is exponential) [136].
A surface plasmon wave can be excited at a metal/gas or a metal/liquid interface,
with a wave vector kspr. In particular, the term surface plasmon indicates a collective
oscillation of surface free electrons parallel to the metal layer surface. For this reason,
since the evanescent wave propagates at the interface between the metal and the
layer (for example, ambient), only p-polarized incident waves can excite the surface
plasmons.
In SPR conditions, reflectivity is high for θi < θc (the metal layer acts as a mirror),
while for angles higher than θc it shows a strong decrease to zero followed by an
equally fast increase, showing a sharp absorption dip feature [137]. The angle of
the "zero decay" is defined as θSPR (note that θSPR is always larger than θc, so SPR
conditions satisfy also total internal reflection conditions).

The resonance condition is highly sensitive to the material properties at the metal/dielectric
interface. In particular, if any change occurs near the metal surface, e.g. organic
molecules are adsorbed onto the metal, the minimum in reflectance is shifted to
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different angles of incidence (SPR standard experiment) or wavelengths (SPEE exper-
iment).
In SPEE measurements, which detect ∆ and Ψ angles instead of just Rp, Ψ spectra
present a dip and ∆ spectra present a steep jump. ∆ curves are more sensitive to
changes at the interface than Ψ spectra [131]. At fixed angle, changes at the interface
result in a shift of ∆ and Ψ curves to longer wavelengths associated with a change of
the SPR feature intensity.

The condition necessary to transfer energy from photons to electrons and to ob-
tain the SPR effect is that the wave momentum of the incident beam ki equals that of
the evanescent wave kspr, defined as

ki =
2π

λi
nprism sin θi, (2.20)

kspr =
2π

λi
Re

[√
ε̂Auε̂layer

ε̂Au + ε̂layer

]
(2.21)

Therefore, imposing the condition for SPR effect ki = kspr and considering a non-
absorbing layer (ε̂layer = n2

l ), we obtain that θi should be equal to

θSPR = arcsin

(
1

nprism
Re

[√
n2

l (ε1,Au + iε2,Au)

(ε1,Au + iε2,Au) + n2
l

])
(2.22)

Figure 2.9 – SPR scheme in Kretschmann configuration. Total internal reflection and
equality between the moment of the incoming light and the moment of the plas-
mon are necessary conditions for SPR phenomena.

In this thesis work, we performed experiments using gold substrates with ε̂Au =

−13.685 + i1.74 (λ = 610 nm) (nAu = 0.235; kAu = 3.7068), a BK7 prism with
nprism = 1.5136 (λ = 610 nm) and a dielectric layer representing the ambient (air,
water) with nl . For air (nl = 1) and water (nl = 1.33), SPR features can be obtained at

θair
SPR = 43.4◦, θwat

SPR = 70.12◦ (2.23)

Usually, gold and silver are employed for surface plasmon resonance experiments. In
particular, gold is inert and does not require particular treatments to avoid oxidation.
The thickness of the metal layer is a crucial parameter to obtain sharp and deep SPR
features. The best gold thickness is around 50 nm [138].
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Figure 2.10 and Figure 2.11 report simulations based on a simple optical model
which accounts for the BK7 prism, the Ti primer layer, the Au substrate and the di-
electric layer (air, water, and 1 M NaCl TE buffer). The comparison between different
environments (dielectric layers) is shown, with examples at fixed incident wavelength
and at fixed incident angle. Note that, for the W-Vase software employed for optical
simulations, the incident medium (BK7) has to be considered as the ambient. BK7
and dielectric layers have been simulated through the not-absorbing Cauchy model.

Figure 2.10 – SPEE simulations. (a) Optical model. (b) ∆ and (c) Ψ simulated spectra
vs. incident angle θi, at λi=641 nm. Comparison between air (A=1, B=0 µm2, C=0
µm4) (red), water (A=1.3215, B=0.003 µm2, C=0.00003 µm4) (light blue) and 1 M
NaCl TE buffer (A=1.333, B=0.0028 µm2, C=0.00005 µm4) (blue).

Figure 2.11 – SPEE simulations. (a) Optical model. (b) ∆ and (c) Ψ simulated spectra
vs incident light λi, at 70◦. Comparison between air (A=1, B=0 µm2, C=0 µm4)
(red), water (A=1.3215, B=0.003 µm2, C=0.00003 µm4) (light blue) and 1 M NaCl
TE buffer (A=1.333, B=0.0028 µm2, C=0.00005 µm4) (blue).

Figure 2.12 compares SPEE simulations obtained for different θi considering as ambi-
ent medium 1 M NaCl TE buffer. These simulations show as effectively the angle to
which the feature SPR is sharper, for an aqueous solution like 1 M NaCl TE buffer, is
around the 70◦, as calculated in Eq. 2.23.
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Figure 2.12 – SPEE simulations. (a) Optical model. (b) ∆ and (c) Ψ SPEE simulations
obtained for different θi in 1 M NaCl TE buffer (A=1.333, B=0.0028 µm2, C=0.00005
µm4).

2.2.2 Instrument

Surface plasmon resonance requires the use of an optical prism. In particular, SPEE
configuration requires that the incident light beam penetrates into the prism with
an incident angle θi equal to θSPR. This angle depends on many parameters, for
example the ambient (and its refractive index): an ex-situ measurement requires
θair

SPR = 43.4◦ while an in-situ experiment needs θwat
SPR = 70.12◦ (Eq. 2.23). For this

reason, a goniometer (in our case, already included in the SE instrument) is necessary.
In this thesis work, we exploit the Kretschmann configuration where the metallic
film is evaporated directly on the prism; the alternative Otto configuration requires a
little distance between the metal and the prism. Actually, considering that the direct
evaporation of the metal on the prism would complicate the cleaning procedure and
the maintenance of the set-up, we used a BK7 substrate with an evaporated thin gold
layer coupled with the BK7 prism through a index matching liquid.

Figure 2.13 – Scheme of a typical SPEE configuration: a spectroscopic ellipsometer is
configured so that a SPR is detected at the interface between the substrate and an
appropriate optical prism in Kretschmann configuration.

2.3 Atomic Force Microscopy

The Atomic Force Microscope (AFM) was invented in 1986 by G. Binnig, C. Quate and
C. Gerber [139], and quickly became one of the most important tools for nano-scale
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study. AFM belongs to the scanning probe microscopies, that provide high-resolution
point by point information, exploiting different interactions between a sharp tip
(probe) and the sample, like the tunnel effect (scanning tunnelling microscope) or
the optical density (scanning near-field optical microscopy). In the case of atomic
force microscopy, the tip-sample interaction forces are exploited. AFM allows for
the characterization of samples through imaging, spectroscopy and nanolithography
with molecular resolution. In particular, lateral resolution is around 1 nm, vertical res-
olution is 0.1 nm while force resolution can reach pN values. Moreover, atomic force
microscopy is strongly recommended for the study of biological samples, because it
does not require conductive samples and allows in-situ work in a liquid environment.

2.3.1 Working Principles

As mentioned above, scanning probe microscopies exploit the various interactions
that occur between a surface and a probe recording the probe-sample interaction
while the tip scans over the surface and using it to reconstruct the topography of
the sample. In the case of AFM, the probe used to image the surface is a tip with a
curvature radius in the order of 10 nm and placed at the apex of a flexible cantilever.
The interaction forces established between the tip and the sample cause a deflection of
the lever whose analysis allows to derive information about the surface. In particular,
both short-range (r < 1 nm) and long-range forces may be involved. Short-range
forces (contact-mode) are predominantly repulsive forces due to the Pauli exclusion
principle involved when the distance between tip and surface atoms is so short that
electron clouds partially overlap. Long-range forces (non-contact mode), with an
interaction range up to 100 nm, are typically attractive, being dominated by the
Van der Waals forces with possible additional electrostatic, magnetic and adhesion
contributions. In particular, Van der Waals forces, with an intensity of the order of
(10−8 ÷ 10−11) N, are due to various dipole-dipole interaction terms resulting into an
interaction energy that can be represented through the Lennard-Jones potential:

V(r) = 4ε

[
A

r12 −
B
r6

]
(2.24)

where r is the inter-atomic distance and −ε is the value of the energy at the equilib-
rium position (i.e., the depth of the hole).
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Figure 2.14 – The Lennard-Jones potential and the potential ranges of AFM operation
modes: contact mode (red) - repulsive forces; non-contact mode (blue) - attractive
forces; tapping mode (yellow) - oscillation between attractive and repulsive forces.

The interaction force between tip and sample can be expressed through the Hooke
law

F = k∆z (2.25)

where k is the spring constant and ∆z the deflection of the lever. The spring con-
stant can be calculated from the geometric characteristics of the lever [140, 141] and
experimentally evaluated by the thermal tune method [142, 143]. In particular, the
interaction force between tip and sample can be investigated by acquiring force-
distance curves. Figure 2.15 reports a scheme of an AFM force-distance curve, where
the following steps can be distinguished:

a) approach: the tip approaches the sample;

b) jump to contact: the gradient of the attractive forces exceeds the elastic constant
of the lever, the lever deflects downward and the tip and sample come into
contact;

c) contact: the tip is in contact with the sample; the repulsive force causes an
upward deflection of the lever;

d) adhesion: the tip is retracted; because of adhesion (attractive) forces, it deflects
in the opposite direction;

e) pull-off : tip is released from the sample.
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Figure 2.15 – Force-distance AFM curve scheme: (a-b) following the approach of the
AFM tip to the sample, the lever deflects downward and the tip and sample come
into contact; (c) when the tip is in contact with the sample, an upward deflection
of the lever is detected; (d-e) finally, when the tip is retracted, the lever deflects in
the opposite direction until the release from the sample.

2.3.2 Instrument

Atomic force microscopy studies the interaction between a tip, fixed at the apex of a
flexible cantilever, and the surface, analyzing the deflection/torsion of the cantilever.
One of the most used methods to detect the deflection of the lever is the optical lever
method, where a laser beam is reflected from the back surface of the cantilever onto a
four-segmented photo-diode: having set the reflected beam in the center of the diode,
it is possible to detect any variation of the cantilever deflection by checking the laser
signal intensity on the four segments.
The scanning and relative motion between surface and tip is achieved using a piezo-
electric scanner, able to control the position of the lever in the x-y plane and in z
with sub-nanometre precision exploiting a complex feedback system which tunes the
polarization of the piezoelectric.

Figure 2.16 – AFM scheme: a tip scans a sample through a piezoelectric scanner.
Morphological and tribological information are obtained thanks to the analysis
of the cantilever deflection (in this scheme, deflection is detected with the optical
lever method).
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A key parameter in determining the lateral resolution of the instrument is the radius
of curvature of the tip, typically a few nanometres. The finite size of the tip results
in a broadening of the lateral dimensions of the structures, since the acquired image
profile is a convolution of the sample profile with the tip profile (Fig. 2.17).

Figure 2.17 – Importance of the curvature radius of the tip: convolution effect of the
sample profile with the tip profile.

As concerns the probe, another important parameter is the elastic constant of the
lever which has to be chosen according to the AFM operation mode. In particular, in
contact mode softer levers are needed to avoid damaging the sample, generally with
k≤1 N/m, while in tapping mode the value oscillates between 20 and 100 N/m.

2.3.3 Operation modes

In this thesis work the AFM has been used as an imaging, spectroscopy, and nano-
lithography tool. The different uses will be explained individually in detail in the
following section.

Figure 2.18 – AFM operation modes employed in this thesis work: QI mode, contact
mode, and hard-tapping mode. These operation modes can provide different
types of information.

Force spectroscopy: quantitative imaging mode

Quantitative imaging (QI) is a force-distance curve-based microscopy mode that
provides, simultaneously, a height image and a map of different sample properties
with nanometre resolution. In fact, through the acquisition of a large set of force-
distance curves, QI allows for the reconstruction of the sample topography from the z
position of the tip at a specific force load. Since the tip is withdrawn from the surface
between each pixel, there are almost no lateral forces, and dragging is avoided. The
combination of imaging and force spectroscopy provides simultaneously quantitative
data on local mechanical properties, such as the stiffness and the Young modulus,
and morphological information.
In QI mode, the stiffness of the analyzed region can be inferred from slope maps
obtained by calculating, for each acquired force-distance curve, the slope of a linear
fit of the contact region close to the sample surface. In particular, the fit is adapted to
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the extending curve. Figure 2.19 reports a typical experimental force-distance curve
acquired in QI mode on a biological soft sample.

Figure 2.19 – Example of the extending trace in a force-distance curve acquired in QI
mode.

Instead, the Young modulus of the sample can be calculated applying the Hertz
model [144] to the contact region of the extending curve starting from the contact
point. The original Hertz model was developed to describe the contact between two
spheres, but nowadays the term is usually used to refer to a family of different models
that have been adapted for simple indentation geometries [145, 146]. For example, in
our experiment, a parabolic shape for the tip (radius: 10 nm) was considered.

Nanoshaving: contact mode and hard tapping mode

The AFM can be used as a lithography tool to structure SAMs at the nano/micrometer
scale by nanoshaving and nanografting. The first work was presented in 1997 by Song
Xu and Gang-Yu Liu who grafted octadecanethiol in a decanethiol film fabricating
nanometric structures [147].
Nanoshaving employs the AFM tip as a shaver: applying an high load during the
scan the tip removes, in defined regions, molecules from the SAM. The depth of the
shaved areas provide an accurate estimate of the film thickness in solution.

Figure 2.20 – Scheme of the nanoshaving process: (a) first preliminary scan: larger size,
low tip load; (b) second scan: removal of molecules applying a high tip load; (c)
third scan: acquisition of an image with larger size to estimate the film height.

The term nanografting refers to a technique derived from shaving by which, working
in a solutions of molecules B, the molecules previously adsorbed on the substrate
(molecules A) are removed and replaced by molecules B [148, 149]. In this way it is
possible to immobilize molecules in defined nano-micro regions and estimate film
thickness difference between SAM A and SAM B [150, 151].



36

Figure 2.21 – Scheme of the nanografting process. The SAM of molecules A (blue) is
exposed to a solution of molecules B (green): (a) first preliminary scan: larger size,
low tip load; (b) second scan: removal of molecules A and simultaneous adsorbing
of molecules B, applying a high tip load; (c) third scan: acquisition of an image
with larger size to estimate the film height difference between molecules B and
molecules A.

These experiments can be performed with two approaches: contact mode, most used,
and hard tapping mode. Through the contact mode, tip loads around 100 nN are
applied in order to remove the molecules. To reach these force values, a cantilever
with k ∼ 20 N/m is needed. The contact modality will be presented in detail in the
following subsection 2.3.3.
Tapping mode is an AFM modality where the cantilever oscillates near its resonance
frequency while scanning, so the tip-sample interaction is temporary and results in
a dumping of the cantilever oscillation. As concerns the hard tapping mode, a very
small oscillating amplitude, typically 0.01 nm, has to be set with a free oscillation
amplitude of (70÷ 80) nm to selectively displace molecules and obtain an exposed
gold region. In this case, soft cantilevers with a spring constant as low as 0.06 N/m
can be employed.

Imaging: contact mode and QI mode

In contact mode imaging either the z position of the back of the cantilever is kept
constant and its deflection is measured (constant height) or the deflection of the lever
is kept fixed and the z position needed to keep the deflection constant is measured
(constant force). It allows for the study of short-range forces (∼ (10−8 ÷ 10−9) N) -
intermolecular forces and frictional forces - with high resolution. It is a potentially
disruptive technique, especially in the case of easily deformable samples, since drag
forces also come into play.
Working at constant force, both the z-polarization signal of the piezoelectric (height
image) and the output signal of the photodiode (deflection image) can be acquired.
Through the analysis of the z-profiles of height images it is possible to obtain quanti-
tative morphological information on the corrugations of the sample. It is also possible
to acquire lateral force images, where the fast scanning axis is orthogonal to the axis of
the lever and by analyzing the torsion of the latter it is possible to obtain information
on the local tribological properties of the sample surface.
In contact mode, the continuous tip-sample interaction can result in drag forces that
can perturb the monolayer, leading to a height underestimation. Therefore, it is
important to minimize as much as possible the tip load (around few nN).
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In QI mode, introduced above (subsection 2.3.3), the intermittent tip-sample interac-
tion avoids drag effects and results in a less disruptive operation mode. Therefore, a
comparative analysis in soft contact and QI modes can increase the reliability of the
SAM height estimation.

2.4 X-rays Photoelectron Spectroscopy

X-ray photoelectron spectroscopy (XPS), an electron spectroscopy for chemical analy-
sis (ESCA), is a widely used technique which provides quantitative information on
the chemical composition (elements, bonds, quantification) of solid sample surfaces.
This method is based on the photoelectric effect, theorized by A. Einstein (Physics
Nobel Prize in 1913, "for contributions to theoretical physics, in particular for the
discovery of the law of the photoelectric effect") but whose application, through the
XPS instrument, was developed by K. M. B. Siegbahn (Physics Nobel Prize in 1981,
"for his contribution to the development of high-resolution electron spectroscopy").

2.4.1 Working Principles

When a photon of energy hν is absorbed by an atom, an electron can be ejected
through several processes, like direct excitations of core electrons, inelastic processes
(secondary electrons), Auger electron emissions and direct excitations of valence
electrons. The kinetic energy (KE) of the ejected photoelectron depends upon the
photon energy (hν), the binding energy (BE) of the electron (the energy required to
remove the electron from the surface) and the work function (Φ).
Focusing on the direct excitation of a core electron, we consider it as a three-step
process: (i) the X-ray photon absorption and the atom ionization, (ii) the propagation
of the electron in the sample and (iii) the emission of the electron outside the sample.
A schematic view of the process is presented in Fig. 2.22.

Figure 2.22 – Representation of the photoemission process: when an atom is irradiated
with X-rays, an electron from a core level is ejected with energy hν.

By measuring the kinetic energy of the emitted electrons, the binding energy can be
obtained through the following equation, since all the other parameters are known
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(Φ, hν):

BE = hν− KE−Φ (2.26)

A typical XPS spectrum shows the number of photoelectrons versus the binding
energy. The energies and intensities of the photoelectron peaks enable identification
and quantification of all surface elements (except hydrogen). In fact, the photoelectron
binding energy depends on many parameters, like the element from which the
electron is emitted (BE), the orbital from which the electron is ejected (BE and peak
components) and the chemical environment of the atom from which the electron
was emitted (BE shift and peak shape). Therefore, it is possible to determine which
elements are present on the material surface and their chemical state.
As mentioned above, an electron can be ejected through processes other than direct
interaction with the incident photon, and, therefore, different types of peaks can
appear in an XPS spectrum. One of the most important processes to consider is Auger
electron emission, which is characterized by lines with complex patterns. When a
photoelectron is emitted and a hole is created, the relaxation of the atom (i.e., the
decay of a more energetic electron toward the vacant hole) can give rise to another
electron emission and photon emission (fluorescence process). For example, the "O
KLL" peaks represent the electrons ejected from the atom after the filling of the O
1s state (K shell) by an L shell electron coupled to the ejection of an L shell electron.
Unlike the photoemission peaks, the kinetic energy of the Auger peaks is independent
of the X-ray photon energy hν: changing the photon energy and plotting the number
of photoelectrons versus KE, Auger lines are fixed while photoemission lines move,
and it is possible to discriminate between these kinds of peaks.
Secondary electrons are another source of peaks in XPS spectra. These particles are
caused by the formation of electron-hole pairs around the Fermi level and/or by
plasmonic losses. Secondary electron emission can give an asymmetric shape to the
photoemission peaks, while the sharpness of secondary plasmonic peaks depends
on the material. Other satellite X-ray peaks may appear using a non-monochromatic
source: these secondary structures are within (30÷ 60) eV from the main line and are
due to additional X-ray sources than the anode.
Finally, all peaks are immersed in an inelastic background due to energy loss from
photoelectrons.

2.4.2 Instrument

As mentioned above, XPS spectra are obtained by irradiating a sample with a beam
of soft X-rays while simultaneously measuring the kinetic energy of electrons that are
emitted from the surface of the material under investigation.
Firstly, a photoemission experiment has to be carried out in Ultra High Vacuum
(UHV) in order to reduce the possible collisions of photoelectrons with particles on
their path to the detector. Usually, a rotary pump, a turbo-molecular pump and an
ionic pump are employed to reach a final pressure value around (10−9÷ 10−11) mbar.
X-rays are generated by bombarding an anode material (typically Al or Mg) with
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high-energy electrons (15 kV), emitted from a thermal source. The impact of electrons
on the anode makes them transfer their energy to the atoms of the material, whose
electrons go into an excited state: when de-excitation occurs, there is the emission of
photons with specific hν.
To remove satellite peaks and to improve the intrinsic resolution of the X-ray beam, a
monochromator is required.
Then X-rays are sent on the sample surface where they induce the emission of photo-
electrons. Electrons are collected by electrostatic and/or magnetic lens units, trans-
ferred through the apertures and focused onto the analyzer entrance slit. Electrostatic
fields within the hemispherical analyzer (HDA) are established to only allow elec-
trons of a given energy (the so called Pass Energy (PE)) to arrive at the exit slits and
onto a multichannel electron detector system.

Figure 2.23 – Scheme of an XPS set-up.

The energy resolution of the instrument depends on the diameter of the analyser,
the pass energy, the spread of energies in the X-ray source and sample-dependent
factors. Moreover, in order to obtain a good signal-to-noise ratio, it is often necessary
to perform the measurement on the same energy range many times (performing
sweeps and cycles), risking damage to the sample due to the prolonged exposure to
radiation.

2.4.3 Spectra analysis

In XPS, the nomenclature employed for core levels is nlj, where n is the principal
quantum number, l is the angular momentum quantum number and j is the sum of l
and s, where s is the spin angular momentum number and can take as values ± 1

2 . All
orbital levels, except the s levels (l = 0), give rise to a doublet with the two possible
states having different energies (with a fixed spin orbit splitting, different for each
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element).
Another paramount feature of peaks is the intensity (number of counts in the XPS
spectra). Considering a single peak, the more intense is the signal, the larger is the
number of atoms which emitted those electrons.

Spectra types

In general, at the beginning of the XPS experiment, a survey spectrum is acquired over
a broad energy region (around (1000÷ 1200) eV wide), allowing for the identification
of the major chemical species present on the sample surface. In fact the detected
signal is characterized by different peaks, corresponding to different atom core levels.
Survey spectrum is usually followed by the acquisition of high-resolution spectra
((10÷ 20) eV wide), centred on the element peaks of interest. The pass energy, the
acquisition time and the energy steps are the main parameters that affect the spectral
energy resolution. The chemical bonds and the effect of the environment are detected
through the analysis of these spectra.

Chemical quantification: peak intensity

For the quantification of the XPS signal intensity it is necessary to consider that each
element (and also each orbital) has a specific atomic cross section for photoionization,
called Relative Sensitivity Factor (RSF) or Scofield coefficient [152, 153]. The quantita-
tive evaluation of the intensity of the i-th peak can be obtained through the following
equation

Ii = NiσiλiDi (2.27)

where I is the intensity, N is the average atomic concentration, σ is the RSF and λ

is the inelastic mean free path of a photoelectron and D contains all other factors
related to quantitative detection of a signal (for example the detector sensitivity at
the specified electron energy).

Chemical identification: peak deconvolution

XPS spectra, especially high-resolution ones, usually need a fitting to perform the
peaks deconvolution and correctly assign the components. During the fit procedure,
the number of components, their shape, their width and the shape of the background
are some of the parameters that should be considered for the peak analysis. Usually,
the line shape of a core level can be described by a Lorentzian (L) function:

L(x; γ) =
1
π

γ

x2 + γ2 (2.28)

Sometimes more complicated shapes are needed, for example when a broadening
due to the instrumental apparatus is observed: in these cases, a Gaussian/Lorentzian
shape can be used to better reproduce experimental data. The Gaussian/Lorentzian
function is called Voigt [154] and is reported in equation 2.29

V(x, σ, γ) =
∫ ∞

−∞
G(x′, σ), L(x− x′, σ)dx′ (2.29)
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where G(x; σ) = 1
σ
√

2π
e−

x2

2σ2 is the Gaussian contribute and L(x; γ) is the Lorentzian
one (Eq. 2.28). Depending on the acquisition system, the ratio of Gaussian to
Lorentzian contributions can be modified but in any case the shape of the Voigt
function maintains its symmetry.
Metal spectra exhibit a natural asymmetry extending to the high-binding-energy side,
therefore the simple Voigt profile is not satisfying. In order to account for the asym-
metric metal photoemission, the Doniach-Sunjic peak shape [155] can be employed.
Finally, in a XPS spectrum it is crucial to consider the background signal due to pho-
toelectron and Auger electrons which have undergone several inelastic loss processes
during their way through the material. In particular, for an accurate analysis it is
very important to evaluate the background intensity and subtract it from the total
intensity. In general, background signal analysis is limited to the energy range of the
considered peaks. The linear background is the most simple background shape used
when there is a relatively small change in the background over the peak energy range
and can be expressed by the following equation

L(E) = I1
E2 − E
E2 − E1

+ I2
E− E1

E2 − E1
. (2.30)

2.5 Quartz Crystal Microbalance with Dissipation

The quartz crystal microbalance (QCM) is a surface sensitive, real-time method that
detect mass changes at the sensor surface with nano-scale resolution. In particular,
the quartz crystal microbalance with dissipation monitoring (QCM-D) technology is
able to measure, in addition to the frequency (related to the mass), the dissipation
of a freely oscillating quartz crystal after excitation. Therefore, the applications of
QCM-D are various and particularly efficient for biosensing [156], since this method
can provide information about mass variation per unit area, kinetic, conformational
changes and viscoelastic properties, allowing for the study the adsorption/desorption
of small molecules on the surface of the piezoelectric crystal.
QCM-D experiments can be performed in vacuum, in gas phase and in liquid, allow-
ing for mass sensitivity down to (0.1÷ 1)µg/cm2 and quick measurements.

2.5.1 Working Principles

The working principle of a QCM is quite simple. Through electrodes deposited on
each side, a voltage is applied and can excite a piezoelectric material (a thin quartz
crystal disk), which relates electrical deformations to mechanical changes and vice
versa. The crystal resonance frequency is related to the thickness (mass) of the disk:
if the thickness changes, so will the resonance frequency. Therefore, by monitoring
changes of the resonance frequency ∆ f , it is possible to detect nano-scale changes of
the crystal mass/thickness.
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Figure 2.24 – Representation of the QCM working principle: a change of the resonator
thickness/mass cause a shift of the frequency oscillation.

A QCM is a harmonic oscillator, therefore if it is not forced to oscillate by an external
force it will gradually oscillate with lower and lower amplitude (damping) due to
frictional losses, such as internal friction in the oscillator itself or frictional losses in
the surrounding medium (air, water, etc.). Energy loss due to friction manifests itself
as heat dissipation. In the case of QCM, the energy losses are mainly induced by the
materials in contact with the oscillating sensor surface.
During the oscillation, liquids and soft or thick films which are in contact with
the surface will be deformed and will cause energy losses while, when the sensor
surface is in contact with air or vacuum or with thin and rigid layers, the induced
energy losses are comparatively smaller. Consequently, high dissipation indicates the
presence of a soft or viscous material while low dissipation indicates that the material
on the surface is quite rigid. The capability of a molecular deposited film to cause
high or low energy losses depends also on the water content of the film. Therefore,
dissipation can provide also structural information related to conformational changes
within the film.
QCM measures the dissipation value D as the sum of all energy losses in the system
per oscillation cycle:

D =
1
Q

=
1

2π

energy lost per cycle
energy stored

(2.31)

Dissipation is the inverse of the quality factor Q, a dimensionless parameter that
describes the damping of the oscillation at resonance, by relating the amount of
energy stored to the amount of energy lost. The higher the Q factor the lower the
damping and the longer the oscillation will keep on going. The Q factor, which is the
ratio of frequency and bandwidth, can be as high as 106: such a narrow resonance
leads to highly stable oscillators and a high accuracy in the determination of the
resonance frequency.

Measuring dissipation allows to determine whether the Sauerbrey model, appli-
cable only for rigid film, is valid. The Sauerbrey equation [157, 158] can be used for
the quantification of the adsorbed mass, which is calculated as a function of sensor
properties as follows:

∆m
A

= −C
∆ f
n

(2.32)
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where ∆m
A is the adsorbed mass per unit area on the sensor, C is the coefficient that

describes the sensitivity of the instrument, ∆ f is the shift in frequency and n is the
overtone number. Common equipment allows for a resolution down to 1 Hz on
crystals with a fundamental resonant frequency in the (4÷ 6) MHz range.

2.5.2 Instrument

The core of a QCM set-up is the quartz crystal resonator. The resonance frequency of
acoustic resonators depends on temperature, pressure, and bending stress, therefore
a careful control of temperature is essential in the operation of the QCM.
Resonators can be operated at a number of overtones, typically indexed by the
number of nodal planes parallel to the crystal surfaces. Just the odd harmonics are
excited since they are the only ones that induce charges of opposite sign at the two
surfaces of the crystal. The lowest resonance frequency, n=1, is called the fundamental
while n=3, 5, 7 etc. are overtones to the fundamental (e.g., when the fundamental
frequency is 5 MHz, the overtone resonances would be 15 MHz, 25 MHz, 35 MHz
etc).
A typical set-up for the QCM contains also the oscillation source (electronic controller)
and a measuring and recording device (electronic analyzer).

Figure 2.25 – Scheme of a QCM-D set-up.





Chapter 3

Materials and methods

In this chapter materials and experimental protocols employed for sample preparation
and characterization will be presented.
After a comparison between the different substrates used for the experiments, SAM
preparation protocols will be presented as well as molecules employed.
As concerns the methods, experimental set-up and measurement protocols will be
described in detail.

3.1 Materials

3.1.1 Substrates

Different experimental techniques have required different substrates, due to specific
requirements like geometric issues (SE), low roughness (AFM), method-specific
requirements (QCM-D) or gold layer thickness (SPEE).

Figure 3.1 – Substrates employed in this thesis. From left to right, substrates for
experiments: (1) SE/XPS: Au (250 nm) on borosilicate glass slides (with a Cr
primer layer), RMS (2 µm2)=1.7 nm; (2) AFM: Au (100-200 nm) on silicon wafer,
RMS (2 µm2)=0.3 nm; (3) QCM-D: Au on quartz sensor, RMS (2 µm2)=1.1 nm; (4)
SPEE: Au (50 nm) on borosilicate glass slides (with a Ti primer layer), RMS (2
µm2)=1.5 nm.

SE and XPS substrates

Flat gold substrates purchased from Arrandee were used for SE and XPS measure-
ments. Arrandee substrates are prepared by evaporation of (250±50) nm gold on
borosilicate glass slides previously covered with a (1÷ 4) nm Cr primer layer. These
samples show a RMS roughness (Sq) of 1.7 nm on a 2 µm2 area (Fig. 3.3 (a)).
Arrandee substrates were cleaned with acid piranha solution (4:1 H2SO4, 30% H2O2)
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for 3 minutes, thoroughly rinsed with Milli-Q water and dried under a nitrogen
stream. The piranha process can be repeated at least until five times.

AFM substrates

Ultra-flat gold substrates, prepared according to Gupta et al. [159] (often called
Ulman-type gold), were used for AFM measurements. A low roughness substrate is
required to study organic films with a thickness of few nanometres. These samples
show a RMS roughness (Sq) of 0.3 nm on a 2 µm2 area (Fig. 3.3 (b)).
To prepare Ulman-type gold, Si (100) polished wafers of 279 µm thickness were
washed in ultrasonic bath in acetone (15 min) and then ethanol (15 min). Then, 100-
200 nm of gold was evaporated on the Si substrate, with an evaporation rate around
0.5 nm/s (Fig. 3.2 (a)). Finally, about 1 cm2 Si pieces (previously cleaned with the
procedure reported above) (Fig. 3.2 (b)) were glued on the gold layer with a drop
of SU8-2025 resist (MicroChem) applying a slight manual pressure (Fig. 3.2 (c)) and
annealed according to the following protocol:

• 2 h, 60◦C;

• 3 h, 90◦C;

• overnight, 120◦C.

Before use, the capping silicon wafer is removed by a cutter and a clean gold surface
is obtained (Fig. 3.2 (d)). Therefore, no cleaning procedure is necessary for ultra-flat
gold substrates since the Si slide is removed from the gold surface immediately prior
to use.

Figure 3.2 – Scheme of Ulman-type gold substrates preparation.
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QCM-D sensors

Gold-coated quartz sensors (Biolin Scientific) with a resonance frequency of 5 MHz
were used for QCM-D measurements. These samples show a RMS roughness (Sq) of
1.1 nm on a 2 µm2 area (Fig. 3.3 (c)).
QCM-D sensors were cleaned with basic piranha solution (1:1:5 30% ammonia solu-
tion, 30% H2O2, Milli-Q water) for 5 minutes at 75◦C, thoroughly rinsed with Milli-Q
water and dried under a nitrogen stream.

SPEE substrates

Gold coated borosilicate glass slides, with a 3 nm titanium adhesion layer, purchased
from Phasis were used for SPEE experiments. SPEE substrates have been chosen
with a gold layer thickness of 50 nm to fulfil the SPR requirements, allowing for the
propagation of the evanescent wave through the metal layer. These samples show a
RMS roughness (Sq) of 1.5 nm on a 2 µm2 area (Fig. 3.3 (d)).
SPEE substrates were cleaned with acid piranha solution (4:1 H2SO4, 30% H2O2) for
3 minutes, thoroughly rinsed with Milli-Q water and dried under a nitrogen stream.

(a) (b)

(c) (d)

Figure 3.3 – AFM images of the gold substrates used in this thesis work. a) SE, XPS
substrates, b) AFM substrates, c) QCM sensors, d) SPEE substrates.
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3.1.2 Reagents

Tris[hydroxymethyl]amino-methane (Tris base) (>99.9%), ethylenediamine-tetraacetic
acid (EDTA) (99.7%), 30% ammonia solution (28.0 ÷ 30.0%) and sodium hydrox-
ide (NaOH) (≥97%) were purchased from Sigma Aldrich. Sodium chloride (NaCl)
(≥99.5%) was purchased from Merck. Hydrochloric acid (HCl) (≥32%) was pur-
chased from Fluka. Sulphuric acid (H2SO4) (96.1%) and 30% hydrogen peroxide
(H2O2) (29.0 ÷ 31.0%) were purchased from Carlo Erba. Aqueous solutions were
prepared with ultra-pure deionized water (resistivity ≥ 18 MΩ·cm) from a Millipore
Milli-Q system.
Experiments were performed using TE buffer (10 mM Tris, 1 mM EDTA and NaCl,
pH adjusted at 7.2 using HCl). Two NaCl concentrations were used, 1 mM NaCl (1
mM NaCl TE) and 1 M NaCl (1 M NaCl TE). The two salt concentrations (1 mM and
1 M) were chosen as extreme values to evaluate the effect of salt on the preparation of
the DNA SAMs.

3.1.3 Self-Assembled Monolayers

Oligonucleotides and alkylthiols

HPLC purified oligonucleotides were purchased from biomers.net (Germany) and
used as received. Labelled oligonucleotides were coupled with the Atto590 dye, a
rhodamine dye with λabs = 593 nm and λ f l = 622 nm.
FZ24 sequence (22-mer) has been used as "training" sequence to understand the
behaviour of DNA SAMs and optimize the experimental protocols (Fig. 3.4 (a)).
RNA-dependent RNA polymerase (RdRp) Helicase sequence (28-mer) belongs to a
SARS-CoV-2 gene region [160, 161] (Fig. 3.4 (b)). This DNA sequence has been chosen
to prove the efficacy of our experimental approach to detect nucleic acid strands for
biosensing applications.

It is useful to define a common nomenclature for all the sequences. The term "probe"
DNA (pDNA) refers to the thiolated strand, immobilized on the gold substrate, whose
sequence is complementary to the "target" chain (tDNA or tRNA), i.e. the sequence
to be detected. Instead, we refer to "single-strand" DNA (ssDNA) or "double-strand"
DNA (dsDNA) when we want to highlight the conformation of the DNA rather than
its sequence.

6-Mercapto-1-hexanol (HS-(CH2)6-OH, MCH) was purchased from Sigma Aldrich.
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HS-pFZ24 HS-(CH2)6-5’-TAATCGGCTCATACTCTGACTG-3’
tFZ24 5’-CAGTCAGAGTATGAGCCGATTA-3’
tFZ24* 5’-CAGTCAGAGTATGAGCCGATTA-3’-Atto590

(dA)22 5’-AAAAAAAAAAAAAAAAAAAAAA-3’
(dA)22* 5’-AAAAAAAAAAAAAAAAAAAAAA-3’-Atto590

HS-pRdRp HS-(CH2)6-5’-AATTCTACACCACGAACGTATGCATCTG-3’
tRdRp DNA 5’-CAGATGCATACGTTCGTGGTGTAGAATT-3’
tRdRp RNA 5’-CAGAUGCAUACGUUCGUGGUGUAGAAUU-3’

Table 3.1 – Nucleic acid sequences.

Figure 3.4 – Secondary structures of DNA/RNA sequences
employed in this thesis work, calculated through
http://rna.urmc.rochester.edu/RNAstructureWeb/Servers/Predict1/Predict1.html
and confirmed also by Nupack software http://nupack.org/partition/new. (a)
FZ24 (pDNA, HS-pFZ24) and (b) RdRp-Helicase (pDNA, HS-pRdRp).

SAMs preparation

DNA films were prepared following a 3-step preparation protocol.
pDNA self-assembly was carried out by keeping the clean gold substrates in 1 µM
probe DNA solution in TE buffer at ambient temperature (Fig. 3.5 (a)). Two pDNA
incubation times were used, 3 hours and 24 hours, in order to evaluate how the
thiolated strand film density influences the hybridization process.
To improve film organization, samples were then immersed in 5 µM MCH solution
in TE buffer (ambient temperature, 1 hour) [104, 111, 162–164] (Fig. 3.5 (b)). The
incubation time of 1 hour was chosen starting from literature (Gong et al., [165]),
where different 11-Mercapto-1-undecanol (MCU) incubation times were studied in
order to improve hybridization efficiency. It is worth noting that the linker of pDNA
has the same chain length of the spacer MCH molecule.

http://rna.urmc.rochester.edu/RNAstructureWeb/Servers/Predict1/Predict1.html
http://nupack.org/partition/new
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Hybridization was performed by exposing the mixed SAMs to the target sequence
(1 µM tDNA or tRNA in TE buffer) for at least 20 minutes at ambient temperature
(Fig. 3.5 (c)). This process was tested employing also labelled target strands (1
µM tDNA*) for the validation of the process, not-target strands (1 µM n-tDNA or
n-tDNA*; in particular, we employed (dA)22 and (dA)22*) for the selectivity test
and through denaturation/hybridization cycles to test the recovery of the platforms.
Chemical denaturation was performed exposing the dsDNA/MCH film to a 1 M
NaOH solution for (5÷ 10) minutes and then thoroughly rinsing with TE buffer.
NaOH, by increasing the pH, makes OH- groups predominant: by removing the
hydrogen-bonds-contributing protons from guanine and thymine, OH- groups break
the hydrogen bonds between the two oligonucleotides [80].

Figure 3.5 – Scheme of the 3-step protocol for DNA SAMs preparation: (a) pDNA film;
(b) pDNA/MCH (mixed) film; (c) dsDNA/MCH film.

3.2 Methods

3.2.1 Atomic force microscopy

AFM experiments were carried out using a JPK NanoWizard IV microscope (Bruker)
(Fig. 3.6). Gold-coated Si cantilevers (DNP-S10, Bruker) (Fig. 3.7 (a)) with a spring
constant of 0.24 N/m and a nominal tip radius of curvature of 10 nm were used for
imaging in QI and contact mode and for hard tapping shaving operation mode. Con-
tact shaving and air tapping imaging experiments were conducted using aluminium-
coated Si cantilevers (OMCL-AC160TS-R3,Olympus) (Fig. 3.7 (b)) with a spring
constant of 26 N/m and a nominal tip radius of curvature of 7 nm.
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Figure 3.6 – JPK NanoWizard IV AFM (Bruker)

(a) (b)

Figure 3.7 – AFM tips: (a) DNP-S10, Bruker; (b) OMCL-AC160TS-R3,Olympus.

Nanoshaving experiments were performed by scanning a selected area (typically
a few µm wide) in hard tapping mode (setting a very small oscillating amplitude,
typically 0.01 nm, with a free oscillation amplitude of (70÷ 80) nm) or in hard contact
mode (applying a load force of hundreds of nN) to selectively displace molecules and
obtain an exposed gold region. The frequency scan rate was set to (1÷ 2) Hz. After
shaving, an image with larger scan size was acquired in soft contact (few nN) or QI
mode. The frequency scan rate was set to 0.5 Hz.
Data have been analyzed with Gwyddion (v2.55) and JPKSPM Data Processing
software.
DNA films were analyzed in situ in TE buffer, while bare gold substrates were
analyzed in air.

3.2.2 Spectroscopic ellipsometry

SE measurements were performed with M-2000 ellipsometer, J.A. Woollam Co., (245 div1700)
nm, equipped with a 75 W Xe lamp.
The M-2000 ellipsometer is a rotating compensator ellipsometer (RCE), with a fixed
analyser and a compensator as rotating optical element, which converts a linear
polarization in a circular polarization (Fig. 2.3). The RCE configuration assures
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accurate measurement of Ψ and ∆ on the whole measured range [166]. In the M2000
ellipsometer the reflected light impinges on a fixed grating into a CCD array: in this
way, each channel of the array collects one wavelength and it is possible to acquire all
the wavelengths together.

In situ measurements and liquid cells

In situ experiments were conducted using a commercial liquid cell (J.A. Woollam Co.,
0.5 mL).

(a) (b) (c)

Figure 3.8 – Woollam liquid cell for SE in situ measurements. (a) Sketch of front side
cell. (b) Sketch of top side cell. (c) Top view of the cell.

The required volume to fill the cell is around 0.5 mL but, in order to completely
replace the inner solution, a volume of ∼ (2÷ 2.5)mL is used. How can be seen from
Figure 3.9, the solution passes through a 0.22 µm filter, employed at the inlet tubing
entrance, in order to avoid micro-bubble formation. Moreover, a stabilizing system is
added to mechanically decouple the filter and the cell.
The cleaning of the Woollam cell requires to disassemble the cell. Steel pieces and
Viton o-rings were washed in ultrasonic bath 3 times in Milli-Q water and 1 time in
ethanol, while UV-grade fuse silica windows were firstly immersed in NoChromix
solution (SigmaAldrich) for 15 minutes and then washed in ultrasonic bath 3 times in
Milli-Q water.

Figure 3.9 – Set-up for in situ SE experiments using Woollam liquid cell.



53

Dynamic measurements

The M2000 ellipsometer allows for the real-time following of the molecular deposition,
through dynamic measurements acquired over the whole probed spectral range with
user-defined time steps. In our experiments, dynamic measurements were collected
in order to monitor the effects of exposing the sample to the different solutions
(pDNA, MCH and tDNA solutions). During these measurements, the signal has been
sampled every 7 s for pDNA (50 revolutions) and every 3.5 s (15 revolutions) for
MCH and tDNA solution.

Difference spectra

As already described in section 2.1.4, in order to emphasize the contribution of
the ultrathin organic layer we analyzed static difference spectra, obtained as the
difference between the spectra acquired after the film deposition (Ψi,∆i) and the
spectra measured on the bare substrate just prior to molecular deposition (Ψ0,∆0) [8,
18, 121]. Difference spectra related to the different deposition steps are referred to as
follows:

1. after pDNA deposition: δ1/0(Ψ, ∆) = (Ψ1, ∆1)− (Ψ0, ∆0);

2. after addition of MCH: δ2/0(Ψ, ∆) = (Ψ2, ∆2)− (Ψ0, ∆0);

3. after hybridization with tDNA: δ3t/0(Ψ, ∆) = (Ψ3t, ∆3t)− (Ψ0, ∆0);

4. after incubation in n-tDNA: δ3n/0(Ψ, ∆) = (Ψ3n, ∆3n)− (Ψ0, ∆0).

In this thesis work we also consider difference spectra between two subsequent steps,
for example between mixed (pDNA + MCH) and hybridized films (pDNA + MCH +
tDNA): δ3t/2(Ψ, ∆) = (Ψ3t, ∆3t)− (Ψ2, ∆2).

SE measurement protocol

The measurement SE protocol was the following:

1. static reference ex situ: characterization of gold substrate in air (100 revolutions);

2. static reference in situ: characterization of gold substrate in TE buffer (average
of 10 measurements) (250 revolutions);

3. dynamic characterization of film formation in the molecular solution (either
pDNA, MCH or tDNA solution);

4. static characterization of the film in situ: substitution of incubation solution
with TE buffer and characterization of SAM (this spectrum is used to calculate
difference spectra with the static reference acquired in step I) (average of 10
measurements) (250 revolutions);

5. repetition of steps III and IV for each following molecular deposition;
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6. sample dried under air flux ("Ultra Pure Duster", Techspray) and static character-
ization of the film at the final stage ex situ (100 revolutions).

3.2.3 Surface plasmon enhanced ellipsometry

SPEE experiments were performed using the W-VASE, J.A. Woollam Co. ellipsometer
(spectral range: (190÷ 1700) nm).
The W-VASE ellipsometer is a wide spectral range (UV-Vis-NIR) variable angle spec-
troscopic ellipsometer, which exploits the rotating analyzer configuration (rotating
analyzer ellipsometer, RAE). In particular, the ellipsometer contains an input linear
polarizer and a rotating output analyzer, which allows for the change of the unknown
polarized light coming from the sample in a linear polarized light. Furthermore, a
monochromator allows for the selection of the wavelength of the input light source,
in order to perform a spectroscopic analysis where only one wavelength at a time
passes impinges on the sample. Another interesting characteristic is the small size of
the light beam, which is of the order of some tenths of millimetre (definitely smaller
than M2000 beam size), avoiding depolarization effects due to non homogeneity.
The scheme of the experimental set-up is represented in Figure 3.10.

Figure 3.10 – Scheme of the set-up for in situ SPEE experiments using the Woollam
liquid cell.

The experimental set-up was home-made with the kind help of Dr. Francesco Bisio. In
Figure 3.11, a detail of the sample-prism coupling system is reported, while in Figure
3.12 the complete SPEE set-up, mounted on the W-VASE ellipsometer, is reported.
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Figure 3.11 – SPEE set-up: focus on the blocking system of the sample.

(a) (b)

Figure 3.12 – Set-up for in situ SPEE experiments using the Woollam liquid cell and
the W-VASE ellipsometer.

3.2.4 X-rays Photoelectron Spectroscopy

After SE measurements, samples were characterized by using a PHI 5600 Multi-
Technique apparatus, with an X-ray Al-monochromatized source (hν=1486.6 eV). The
photoelectron take-off angle was set to 45 degrees. Survey spectra were acquired
using a pass-energy of 187.85 eV, while high resolution spectra were acquired with a
pass-energy of 23.5 eV. For each sample, at least three regions were analyzed to check
for sample uniformity.
XPS spectra were analysed with Casa-XPS software. A linear background was sub-
tracted from raw data. For the Au4f7/2 signal, a Gaussian-Lorentzian asymmetric line
shape was used to model the asymmetric metallic behaviour. For the other elements,
Voigt functions (30% Gaussian) were used for signal deconvolution. Spin-orbit split-
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ting values used for deconvolution were: 3.7 eV for Au4f, 0.86 eV for P2p and 1.16 eV
for S2p. The binding energy scale was calibrated by setting the Au4f7/2 peak at 84.0
eV.

(a) (b)

Figure 3.13 – XPS experimental set-up.

3.2.5 Quartz-Crystal Microbalance with Dissipation

QCM-D measurements were performed with a QCM-Z500 (KSV) microbalance
equipped with a thermostated flow chamber.
TE buffer (or molecular solution) was injected into the thermostated pre-chamber (2
ml) and let to equilibrate at 22◦ C for at least 10 minutes. When fundamental and
overtone (3, 5, 7, 9, 11) signals were stable, the solution (about 0.5 ml) was injected into
the chamber carefully avoiding micro-bubble formation (for this reason, buffer was
degassed before use and a 0.22 µm filter was employed at the inlet tubing entrance).
The responses at fundamental and higher overtones were simultaneously monitored
during molecular self-assembly and recorded every 1 s during all experiments. In this
work, only mass/area and dissipation changes calculated from the 7th normalized
frequency are presented.

(a) (b)

Figure 3.14 – Set-up for QCM experiment: (a) the whole set-up; (b) focus on the QCM
chamber.



Chapter 4

Results

This chapter will focus on the investigation of the self-assembly of the DNA single-
strand films and their hybridization with complementary strands.
We investigated the self-assembly of thiolated single-strand DNA filaments (probe
strands) on flat gold analyzing the influence of different parameters, like the ionic
strength of the buffer solution and the immobilization time of the single-strand DNA.
The optimization of the film deposition protocol continued by analyzing the effect
of adding a molecular spacer on the single-strand DNA film; we firstly investigated
the deposition of the spacer molecule (mercaptohexanol, MCH) on gold and then
we analysed mixed MCH/DNA films studying the effect of the spacer molecule
concentration on the pre-formed DNA film.
Finally, a detailed study on the hybridization process was conducted. By monitor-
ing the DNA absorption at 260 nm and the increase of the optical thickness, we
could monitor the hybridization process with complementary target DNA strands
(tDNA). SE results on DNA films before and after hybridization were supported
by the detection of variations in film coverage (QCM-D, XPS) and thickness (AFM
nanolithography).
In addition, we studied the sensitivity of the experimental method to detect tDNA
(by performing measurements with different tDNA concentrations), the selectivity of
the recognition process (using non-complementary strands) and the reversibility of
hybridization through cycles of denaturation/hybridization. This analysis is mainly
based on the results reported in a paper in submission.
After the complete characterization of the self-assembly of a model single-strand
DNA sequence and its hybridization, we focused on the study of SARS-CoV-2 RdRp-
Helicase strands, an interesting system for the development of a biosensing platform
for the detection of SARS-CoV-2. Developing sensitive devices capable of detecting
specific nucleic acid sequences is indeed critical in many different fields, such as
life sciences, environmental monitoring, biotechnology and, perhaps most impor-
tantly, healthcare. DNA-based biosensors are an excellent option in biosensing due
to the high specificity of the binding between complementary DNA strands and to
the denaturation property which allows the design of reusable sensing platforms.
Considering that an accurate optical SE model allows for the optical characterization
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of ssDNA and dsDNA films, we exploit SE as a new sensitive and cheap tool for
nucleic acid sequence recognition.
For an easier understanding of the results, I will first give an overall description of
the whole system, presenting the complete experiment (pDNA + MCH + tDNA) con-
ducted with the optimized experimental protocols. Then, all the preliminary studies
related to the optimization of the experimental protocols and the sensor properties
(sensitivity, selectivity, re-usability) will be described.
The study has been conducted mainly through SE, a powerful method which pro-
vides information about optical and geometrical properties of the system through
an in-situ and real-time analysis [8, 120]. SE detects changes in the optical thickness,
quantity depending on both film thickness and film refractive index. SE experiments
have been complemented by QCM-D, to obtain information about mass coverage
and kinetics and to obtain a valuable liaison to those research works which use mass
change detection as the primary method to detect recognition [167–171]. We also
performed AFM in-situ measurements to estimate film thickness [9, 18] through the
nanoshaving method. Following previous works [172–174], the spectroscopic analysis
was extended through ex-situ XPS experiments, dedicated to adding chemical-specific
information regarding the DNA-gold bond and the related MCH- and tDNA-induced
modifications. Finally, SPEE preliminary experiments have been conducted to in-
crease the sensitivity of the SE detection method.

4.1 dsDNA films

In this section, results related to DNA films prepared through the optimized protocol
will be presented. The protocol includes:

• high ionic strength conditions (1 M NaCl TE buffer);

• 3 hour pDNA immobilization time;

• solution concentration: 1 µM for pDNA and tDNA, 5 µM for MCH.

4.1.1 Mass coverage and dissipation: QCM-D

As a first step to study the self-assembly of the thiolated pDNA, the adsorption
of MCH molecules and the hybridization with the target sequence, we monitored
the process in real-time by QCM-D experiments. In Figure 4.1 we report the time
evolution of dissipation (a) and frequency (b) following each molecular deposition
step.
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(a) (b)

Figure 4.1 – dsDNA/MCH film self-assembly: pDNA + MCH + tDNA. QCM-D exper-
iment: (a) dissipation and (b) frequency variation versus time.

Changes in dissipation can be detected at each deposition step (Fig. 4.1 (a)): these
variations are quite small, as typically observed for ultra thin organic layers [175].
Dissipation increases after each incubation step, as expected due to the deposition
of the molecular layer. The increase of dissipation following MCH exposure can be
ascribed to a reorientation of the probe DNA strands which likely result more exposed
to the solution when MCH fills the empty binding sites on the gold surface. After
hybridization, the increase of dissipation is quite small possibly due to the competing
effects of increased layer thickness and higher rigidity of dsDNA compared to ssDNA.
The overall dissipation values are however quite small and therefore justify the use of
the Sauerbrey equation [157] to convert resonance frequency changes into adsorbed
mass (Fig. 4.2).

Figure 4.2 – dsDNA/MCH film self-assembly: pDNA + MCH + tDNA. QCM-D exper-
iment: mass/area ratio variation versus time.

Focusing on the self-assembly of probe DNA, an average mass increase of 600 ng/cm2
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is detected. Taking into account the molecular mass of pDNA, a molecular density
of 5.3 · 1013 molec/cm2 is obtained, in agreement with surface coverages reported in
previous electrochemical [106, 176, 177], optical [165] and XPS [172, 173, 178] studies
(Table 4.1). The resulting area per molecule is 1.9 nm2.
Modelling the SAM as a closely packed hexagonal layer, the area per molecule Amol

can be calculated as the unit cell area:

Amol =

√
3

2
a2 (4.1)

where a is the nearest-neighbour distance. The average nearest-neighbour distance
can therefore be estimated from the average area per molecule as follows:

a =

√
2Amol√

3
(4.2)

Therefore, with an area per molecule of 1.9 nm2, an average nearest-neighbour
distance a of 1.5 nm is obtained, value in good agreement with previously proposed
models [179] and definitely larger than the 0.5 nm nearest-neighbour distance of
compact alkanethiol SAMs [44].

Figure 4.3 – Sketch of the pDNA film organization, considering QCM-D results. Red
circles: pDNA molecules. Hexagonal structure of pDNA SAMs is highlighted.

After the exposure to the molecular spacer, an increase in adsorbed mass around 80
ng/cm2 is detected. Given the molecular mass of the spacer, a molecular density
of 4.1 · 1014 molec/cm2 is obtained for the mixed pDNA/MCH SAMs. The average
nearest-neighbour distance in the mixed SAM is estimated around 0.53 nm, in good
agreement with a high-density SAM (0.5 nm, [44]). This finding suggests that MCH
fills the empty binding sites in the low coverage pDNA SAM.
Finally, the incubation in the tDNA solution leads to an increase of mass/area ra-
tio of about 260 ng/cm2, corresponding to a tDNA molecular density of 2.3 · 1013

molec/cm2, in agreement with previous reports [104, 106, 165, 177, 178] (Table 4.1),
with a resulting area per molecule of 4.35 nm2. The molecular density of target DNA
is roughly the half of the molecular density of probe DNA (5.3 · 1013 molec/cm2),
indicating that one over two single-strand DNA filaments are hybridized by target
DNA. The nearest-neighbour distance between target DNA strands calculated from
the measured molecular density turns out to be 2.2 nm, a value that matches well
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with the expected 2 nm diameter of a DNA double helix [180].
This finding suggests that hybridization leads to the formation of a rather dense
layer of DNA double helixes, oriented almost perpendicular to the surface. In fact,
molecular footprints referred to a 22-mer double helix are 15.08 nm2/molec for a
lying-down molecule and 3.14 nm2/molec for a standing-up helix (values calculated
considering a molecular length of 7.54 nm for the extended dsDNA molecule - 0.34
nm/base plus 0.6 nm for thiolated pDNA linker) and a helix diameter of 2 nm [83,
108]). Therefore, we can conclude that hybridized films are formed by quite dense
and almost up-right double helixes.

4.1.2 Kinetics: QCM-D, SE and SPEE

Real-time experiments can provide information about kinetics. While the interpre-
tation of QCM-D models is relatively straightforward as the technique measures an
extensive quantity (mass/area), a detailed interpretation of SE and SPEE dynamic
models is complex since these methods detect optical thickness, a quantity depending
on both film thickness and film refractive index. For this reason the analysis of QCM-
D data can be a helpful guide for the interpretation of the optical data. The valuable
cross-fertilization between SE and QCM measurements was already demonstrated
years ago [182] and will show its broad potential also in our experiments.
Figure 4.2 reports the increase of the mass adsorbed on a gold-coated QCM-D quartz.
The injection of each molecular solution produces a rapid increase in the mass-to-area
ratio, which remains stable after rinsing with TE buffer, indicating that the deposited
molecules are strongly bound to the surface.
In order to evaluate the DNA self-assembly and the hybridization kinetics, a fit of
the dynamic QCM-D data has been performed. Data referred to the self-assembly of
thiolated pDNA were fitted according to a double exponential function

∆m
A

(t) = y0 + A1 ∗ e−(t−t0)/τ1 + A2 ∗ e−(t−t0)/τ2 (4.3)

providing time constants τ1 = (3.57± 0.09) min and τ2 = (17.4± 0.2) min (with
A1 = (−297.2± 0.8) ng/cm2 and A2 = (−332± 6) ng/cm2). An initial fast process
(time constant of a few minutes) is followed by a slower process, suggesting a rapid
initial adsorption through the thiolated linker and a successive reorganization of the
pDNA strands on the gold substrate. The τ1 value obtained is in excellent agreement
with other reports in literature (τ = 3.3 min in Carrascosa et al. [183]).
MCH deposition kinetics is characterized by a long time constant, τ = (24.2± 0.5)
min (A = (−135.4± 0.9) ng/cm2), suggesting a slow MCH deposition and reorgani-
zation of the mixed film. For comparison, the kinetics of MCH deposition on a free
gold surface is reported in section 4.4.2.
As concerns the tDNA adsorption, a single exponential function (Langmuir isotherm)
was employed for the fit of dynamic curves [184, 185]. The resulting short time
constant, τ = (2.73± 0.06) min (A = (−247± 3) ng/cm2), suggests a quite fast
hybridization process.
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As mentioned above, the interpretation of dynamic ellipsometric data (both in SE and
SPEE configuration) is complicated because of their dependence on two correlated
quantities, the thickness and the refractive index of the film. In addition, it is worth
considering that at each step of the experiment the structure of the overlayer changes,
with increasing complexity: the film can be modelled as a stack of ultra thin layers
with refractive index unfortunately not so different from the ambient and possibly
with a lesser-defined outer interface between film and ambient. Therefore, at the
angle of incidence set by the cell geometry (70◦), the "visibility" of the overlayer
generally changes during the measurement considering the interplay between the
refractive index of the substrate, the constituting layers, and the ambient. In the case
of brush-like biofilms in an aqueous environment, under particularly unfavourable
conditions, it could be difficult to observe the outer part of the film, especially if
hydration effects come into play [18]. Despite these possible complications, ∆ tran-
sitions match mass variations as can be observed from Figure 4.4, where the time
evolution of ∆ following exposure to pDNA, MCH and tDNA was followed through
SE and SPEE experiments.
Concerning SE dynamic analysis, as discussed in other reports [121, 186], for trans-
parent layers ∆ values in the near infra-red region (NIR) can be used as a marker of
the film thickness to monitor the deposition of ultrathin layers. More rigorously, a
decrease of ∆ corresponds to an increase in the film optical thickness. About SPEE
experiments, thin film deposition is monitored through a spectroscopic ellipsometry
measurement performed in total internal reflection condition coupled with surface
plasmon resonance phenomena, a method that increases the sensitivity of SE standard
measurements.

(a) (b)

Figure 4.4 – dsDNA/MCH film self-assembly: pDNA + MCH + tDNA. (a) SE experi-
ment: ∆ variation versus time, at λ=800 nm. (b) ∆ variation versus time at λ=676
nm.

After the injection of each molecular solution, a rapid decrease in ∆ is observed,
which parallels the increase of the mass/area ratio detected from QCM-D (Fig. 4.2),
allowing to distinguish the 3-step deposition process. Quick examination shows that
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the magnitude of the ∆ jumps, induced by both MCH and tDNA deposition, are not
"proportional" to those observed in QCM-D. The increase of mass (and molecular
density) detected by QCM-D, in particular for the hybridization stage, seems not
matched by a jump of the "equivalent" entity of optical thickness. This observation
implies that optical dynamics data can not be interpreted by simple changes in film
density or thickness. The optical data changes most likely reflect the morphological
and structural evolution of the overlayer. In particular, this behaviour could suggest
that the increase in adsorbed mass due to hybridization (as measured by QCM-D),
that would lead to a "proportional" decrease in ∆ under the assumption of a constant
refractive index, occurs simultaneously with a lowering of the refractive index. These
competing events (thickness increase and refractive index decrease) would therefore
lead to smaller changes in optical experiments than in QCM-D. As it will be discussed
in detail in the 4.1.5 section, this observation can be related to hypochromism, a
phenomenon observed for DNA in solution, which implies a lower absorbance for
double-stranded DNA than for single-stranded one.
Focusing on the comparison of ∆ spectra acquired in standard SE (Fig. 4.4 (a)) and in
SPEE (Fig. 4.4 (b)) configuration, we can observe that ∆ changes measured by SPEE
are definitely larger than those measured by SE. Because of its higher sensitivity in
detecting surface modifications, SPEE is therefore a promising method to investigate
molecular layer deposition.
To compare the two optical methods in a more quantitative way, a fit of SE and SPEE
data was performed too. It is worth noting that the aim of this fit procedure is not to
derive the time constants of the SAM deposition since, as previously discussed, the
physical quantity analyzed (optical thickness) is not a direct measure of molecular
deposition, being influenced by both film thickness and refractive index. For this
reason, the results obtained by QCM-D must be considered for a rigorous kinetic
analysis. It is however interesting to compare the results of the two optical methods.
The time constants obtained from SE and SPEE are in excellent agreement (Table 4.2)
at each step deposition, considering the experimental uncertainties of the two sets of
measurements and remembering that SPEE experiments are preliminary. Therefore,
backed by QCM-D, SE and SPEE dynamic measurements contributed to define the
reaching of stationary conditions, when static, broadband optical measurements can
be safely performed.

SE (min) SPEE (min)
pDNA (1.11± 0.04) (44.9± 1.2) (1.28± 0.02) (30.7± 0.3)
MCH (0.45± 0.11) (12.6± 1.3) (0.67± 0.07) (12.0± 0.3)
tDNA (1.02± 0.18) / (0.684± 0.015) /

Table 4.2 – Time constants resulting from the fitting procedure of SE and SPEE dynamic
data of FZ24 SAMs deposition, performed for a quantitative comparison between
the methods. Reported errors result from the fitting procedures and not consider
the sample-to-sample variability. For a rigorous kinetic analysis, consider time
constant resulting from QCM-D data fitting.
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4.1.3 Thickness: AFM

The effect of exposure of the pDNA films to MCH and tDNA has been monitored
through AFM nanoshaving experiments. By this method, it is possible to remove
molecules from selected regions by scanning the sample under high tip load. Sub-
sequent imaging, at low applied force, allows the estimation of the film thickness
as the height difference between SAM-covered and molecular-depleted regions. In
this way it is possible to monitor the increase in film thickness following each step of
molecular deposition.
We report an example of a nanoshaving experiment in Figure 4.5. The AFM images in
Figure 4.5 (a-c) refer to pDNA, pDNA/MCH and dsDNA/MCH films, respectively.
The height histograms of the images are characterized by two bell-shaped peaks:
the peak at 0 nm refers to the gold surface (darker areas in AFM images), the one at
higher height refers to the film (brighter areas in AFM images). The distance between
the peaks, fitted by Gaussian profiles, provides an estimation of the film thickness.

(a) (b) (c)

(d)

Figure 4.5 – Example of AFM nanoshaving experiment. AFM height images of shaved
patches acquired in contact mode (data scale: 8 nm) on (a) pDNA, (b) pDNA/MCH
and (c) dsDNA/MCH films. (d) Height histogram of (a), (b) and (c).

In Table 4.3 we report average film thickness estimations for each step of molecular
film deposition (pDNA, pDNA/MCH, dsDNA/MCH). The thickness of pDNA
SAM, definitely lower than the length of the molecule in its extended configuration
(0.43 nm/base plus 0.6 nm for the pDNA linker = 10.06 nm), suggests a disordered
arrangement of pDNA on the gold surface. The increase of the SAM thickness upon
exposure to MCH indicates a reorganization of pDNA SAM thanks to the introduction
of the spacer molecule, while the further thickness increase upon incubation in tDNA
suggests the success of the hybridization process.



66

In particular, modelling DNA double helixes as rigid rods 2 nm in diameter and 8.08
nm in length (0.34 nm/base plus 0.6 nm for the thiolated pDNA linker), a nearest-
neighbouring distance of 2.2 nm would require a tilt of the molecular axis of about
25◦, with respect to the normal to the surface, to optimize inter-helix interactions.
With such a tilt, a SAM thickness of 7.3 nm would be expected. The thickness of the
dsDNA film measured by the AFM ((5.0 ± 0.5) nm) is in reasonable agreement with
the expected thickness of the film (7.3 nm), considering the high coarseness of the
model and the experimental uncertainties in the thickness estimation of such ultrathin
films. To summarize, AFM nanoshaving experiments suggest a film evolution from
a low density, very disordered pDNA film to a rather compact and ordered film of
double helixes after hybridization with tDNA.

Thickness (nm)
pDNA 2.4 ± 0.7

pDNA/MCH 3.5 ± 0.5
dsDNA/MCH 5.0 ± 0.5

Table 4.3 – dsDNA/MCH film self-assembly: pDNA + MCH + tDNA. AFM nanoshav-
ing experiment results.

In addition to the film thickness, AFM contact experiments allow to obtain infor-
mation on the film mechanical properties. In particular, the measurement of the
cantilever lateral deflection gives information on the local friction between the tip
and the sample surface. Figure 4.6 reports lateral deflection maps referred to the same
shaving experiments analyzed in Figure 4.5.

(a) (b) (c)

Figure 4.6 – Example of AFM nanoshaving experiment. (a), (b), (c) AFM lateral
deflection images of shaved patches acquired in contact mode (data scale: 0.08 V)
on pDNA, pDNA/MCH and dsDNA/MCH films, respectively.

The lateral deflection images show a difference in contrast when the tip scans over
the DNA SAM or the gold substrate. This difference is low in the case of pDNA
SAMs (Fig. 4.6 (a)) while it is definitely higher for mixed and hybridized SAMs (Fig.
4.6 (b) and (c)): this suggests that the presence of MCH, with a hydrophilic -OH
tail-group, leads to higher friction. Taking into account previous results of QCM-D
experiments and AFM height estimations, we could also reasonably assume that
pDNA molecules form a low density, poorly organized layer, where the difference of
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tribological properties between the organic film and the substrate is minimal. On the
other hand, since the organization gets better after incubation in the molecular spacer,
the differentiation between the SAM and the metal increases in the mixed films.

4.1.4 Optical thickness: SE

The analysis conducted so far has provided several insights about the formation and
organization of DNA films. However, to get spectroscopic evidence of the DNA de-
position we performed a detailed study of the different steps of molecular deposition
through spectroscopic ellipsometry.
Difference SE spectra of pDNA (δ(∆, Ψ)1/0), pDNA/MCH (δ(∆, Ψ)2/0) and dsDNA/MCH
(δ(∆, Ψ)3t/0) SAMs are reported in Figure 4.7.

(a) (b)

Figure 4.7 – dsDNA/MCH film formation: SE experiment. (a) δ∆ and (b) δΨ spectra of
pDNA (red), pDNA/MCH (blue) and dsDNA/MCH (green) SAMs. The dashed
circles indicate the UV DNA absorption fingerprint.

Each phase of the experiment leads to quasi-rigid decrease of δ∆ broad-band spectral
values (δ∆3t/0 < δ∆2/0 < δ∆1/0). Decrease of δ∆ in the NIR limit is consistent with a
sequential increase of the optical thickness [186]. The values, comparable with those
obtained for other in-situ investigations on biomolecules [121] are altogether very
small over the whole spectral range, indicating a limited optical contrast between film
and ambient. Nevertheless, one can appreciate general trends typical of difference
spectra of SAMs on gold [186], which we can observe for example for a MCH film
(Fig. 4.8).
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(a) (b)

Figure 4.8 – MCH films on gold: SE experiment. (a) δ∆ and (b) δΨ spectra obtained
after 1 hour deposition in 5 µM MCH solution in 1 M NaCl TE buffer.

Around 500 nm, at the high reflectivity threshold of gold, the curves show a relative
maximum in δ∆ spectra (Fig. 4.8 (a) and Fig. 4.7 (a)) and a well-defined transition
to lower values in δΨ spectra (Fig. 4.8 (b) and Fig. 4.7 (b)) with a minimum around
600 nm [187, 188]. In particular, the δΨ curve becomes negative in the NIR region.
This spectral feature is related to the formation of films strongly interacting with the
substrate, as in the case of alkanethiol [120] (here, we can observe this feature for
MCH films (Fig. 4.8 (b)) or selenide [187] SAMs on gold, where covalent coupling
between sulphur or selenium and gold occurs.
Regarding DNA SAMs, we can observe that in the NIR region the δΨ2/0 curve is
lower than δΨ1/0 one: this finding suggests a modification of the interface due to the
formation of new S-Au bonds [120] when the pDNA SAMs are exposed to MCH. The
incubation in tDNA, as expected, does not lead to further interface changes since
tDNA interacts with its complementary immobilized DNA probe and not directly
with the gold surface.
A second observation regarding the comparison of SE spectra in Figure 4.7 (a) is
related to the decrease of δ∆ values in the NIR region (far from molecular resonances)
at each step of molecular deposition. As already discussed in Chapter 2, an increase
in |δ∆| values in the NIR region (far from molecular resonances) is associated with
an increase of film optical thickness, implying an increase of film thickness and/or
refractive index (Fig. 2.6). Indeed, for ultrathin films, like the monolayers analyzed
in this study, refractive index and thickness are correlated parameters; we therefore
refer to the optical thickness to account for such a correlation. SE data confirm the
AFM and QCM-D observations of an increase of film coverage and thickness upon
each deposition step.
Unlike MCH transparent films, DNA samples show a deep minimum around 270
nm in δ∆ and a corresponding dip around 290 nm in δΨ. As it will be clear from
the discussion of the optical model presented in the following section, these spectral
features are related to the UV-Vis absorption of DNA that can be observed in solution
(transmission measurements) at 260 nm [9].
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Molecular-related UV-Vis absorptions were previously identified in difference SE
spectra of biomolecular layers, like Yeast Cytochrome c films [121]. Recent papers
focused on the optical properties of DNA thin solid films [189–191], but to the best of
our knowledge this is the first experimental observation of DNA molecular absorp-
tion in SE difference spectra of DNA monolayers chemisorbed on gold.

4.1.5 SE model: quantitative analysis

Ellipsometric spectra can provide valuable information on the optical properties and
thickness of deposited films, through the comparison with calculated curves based
on an accurate optical model of the system under investigation. These parameters
are closely related to each other: disentangling the complex refractive index N̂ and
the thickness t is a hard task for an ultrathin and complex system like DNA SAMs.
In this section, we will compare experimental data with simulated curves obtained
by modelling the molecular film both as a transparent and an absorbing film. Some
simplifying assumptions are used in the model: optical anisotropy normal to the
surface has been ignored, given the small film thickness suggested by AFM, and the
film has been considered as an in-plane optically uniform film since the probed area
largely exceeds the molecular scale.

We started the analysis from pDNA/MCH SAMs: since the aim is to study the
changes of the film during incubation in the target DNA, the analysis of the film at
the previous stage was necessary.
Firstly, following the approach described in Pinto et al. [8], we modelled the DNA
SAM as a transparent film (Cauchy layer) and built a 4-layer model (substrate |
interface | layer | ambient) (Fig. 4.9) (for details about optical models, see section
2.1.5) as follows:

• The gold substrate is modelled using the optical constants obtained through
inversion of the bare substrate spectra, which showed good agreement with the
literature values.

• The interface layer is necessary to account for the negative values of δΨ ob-
served above 600 nm, which are typical of strongly interacting films. Here the
interface layer, which accounts for the strong interaction between gold and
sulphur atoms, is modelled via a Bruggeman effective layer (effective medium
approximation, EMA) [120]. An EMA layer with a thickness tEMA=0.4 nm and
fCauchy=80% was employed to reproduce the δΨ negative values in the NIR.

• The DNA layer is modelled as a transparent layer using the Cauchy model.
Simulations were built fixing the film thickness ttot=tCauchy+tEMA*fCauchy)=3.5
nm, the value obtained by AFM nanoshaving measurements.

• The ambient (1 M NaCl TE buffer) was modelled as a transparent layer using
the Cauchy model (A=1.33; B=0.0028 µm2; C=0.00005 µm4).
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Figure 4.9 – Scheme of the 4-layer model employed to reproduce SE experiments on
DNA films (not scaled thickness).

The comparison between experimental data and calculated spectra is shown in Figure
4.10.

(a) (b)

Figure 4.10 – Comparison between SE δ∆ pDNA/MCH data (blue circles) and calcu-
lated spectra (grey region) in NIR region. The simulations were built considering
ttot=3.5 nm. Reference values for refractive index at 1300 nm were reported.

Concerning δ∆ (Fig. 4.10 (a)), we can observe that the calculated spectra overlap well
with experimental results in the NIR region (above 650 nm), while this model results
inappropriate to reproduce data in the UV range. This finding is a first indication that
SE is sensitive enough to detect DNA absorption even at the monolayer level. In fact
DNA is an absorbing molecule in the UV region, and the minimum around 270 nm,
related to DNA absorption, is not reproduced by the transparent model. Focusing on
the biofilm range of transparency (NIR), after fixing the pDNA/MCH thickness to
the AFM value, an A-Cauchy coefficient around 1.42 has to be chosen to reproduce
the data. Such a refractive index is a reasonable result for an ultrathin organic film
[120]. Similarly, the 4-layer transparent model reproduces very well δΨ data in the
NIR region while failing in the UV region (Fig. 4.10 (b)).
Simulating DNA as a transparent molecule, therefore, allowed us to obtain important
information about the optical properties of the film in the NIR region, whereas the
agreement with the experimental data faded at wavelengths shorter than 600 nm.
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To account for the DNA molecular absorption, starting from the above results, we
developed a 5-layer optical model (substrate | interface | linker/spacer | absorbing
layer | ambient) (Fig. 4.11) that considers the entire probed wavelength region and
simulates DNA absorption features through an oscillator layer [121]. In the 5-layer
model, the substrate, the interface and the ambient are parametrised in the same way
as done in the 4-layer model. At variance with the 4-layer model, in the 5-layer model
the molecular layer is modelled as a stack of two layers, a transparent Cauchy layer
(to represent the spacer layer) and an absorbing layer (to represent the absorbing
DNA strands). In particular:

• The spacer layer (representing the alkyl linker of pDNAs and the MCH molecules)
has been modelled as a transparent layer using the Cauchy model. To fix the
thickness of the spacer layer, we have chosen to set the sum of the spacer layer
thickness and the spacer-bound fraction of the interface layer to the estimated
length of a C6 alkyl chain, i.e., dCauchy + dEMA ∗ fChaucy = dC6, assuming dC6=0.6
nm [120]. We thus obtain dCauchy = dC6 − dEMA ∗ fCauchy=0.3 nm.

• DNA strands were simulated as an absorbing layer through a GenOsc model
(subsection 2.1.5) containing two Gaussian oscillators and a pole: this last
accounts for the UV DNA absorbance out of the probed spectral region (around
(190÷ 200) nm) [82, 192, 193]. Based on a total SAM thickness of 3.5 nm as
inferred from AFM, the absorbing layer thickness was set to 2.9 nm.

Figure 4.11 – Scheme of the 5-layer model employed to reproduce SE experiments on
DNA films (not scaled thickness).

Table 4.4 reports the parameters used to build the 5-layer simulations for pDNA/MCH
and dsDNA/MCH SAMs.
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pDNA/MCH dsDNA/MCH

EMA
tEMA=0.4 nm tEMA=0.4 nm
fCauchy=80% fCauchy=80%

Cauchy layer

tCauchy=0.3 nm tCauchy=0.3 nm
ACauchy=1.45 ACauchy=1.45

BCauchy=0 µm2 BCauchy=0 µm2

CCauchy=0 µm4 CCauchy=0 µm4

GenOsc layer

tGenOsc=2.9 nm tGenOsc=4.4 nm
ε1∞=1.75 ε1∞=1.78

Epole=6.29 eV (197 nm) Epole=6.29 eV (197 nm)
Apole=9.5 Apole=9.5

EG1=4.80 eV (258 nm) EG1=4.75 eV (261 nm)
AG1=0.15 AG1=0.15

BG1=0.5 eV BG1=0.5 eV
EG2=4.51 eV (275 nm) EG2=4.42 eV (281 nm)

AG2=0.1 AG2=0.1
BG2=0.4 eV BG2=0.5 eV

ttot=tEMA*fCauchy+tCauchy+tGenOsc 3.5 nm 5.0 nm
Table 4.4 – SE analysis on FZ24 DNA SAMs: list of parameters employed in the 5-layer

models (values referred to reference simulations with, respectively, n(1300 nm) ∼
1.42 and n(1300 nm) ∼ 1.40 for pDNA/MCH and dsDNA/MCH films).

Figure 4.12 (a-b) shows the comparison between 5-layer simulations and experimen-
tal data. It is worth noting that the calculated curves reproduce the behaviour of
difference spectra, which are highly sensitive to the DNA spectral features and which
emphasise the film contribution to the system optical response, hardly discernible in
Ψ and ∆ curves (section 2.1.4).

(a) (b)

Figure 4.12 – Comparison between SE experiments and simulations for pDNA/MCH
films. (a) δ∆2/0 experimental data (circles) vs calculated curves (grey region). (b)
δΨ2/0 experimental data (circles) vs calculated curves (grey region). For reference,
calculated curves for n(1300 nm)=1.42 are reported too (black dashed lines).
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The 5-layer model simulations reproduced the shape of the difference spectra quite
well in the whole probed spectral range. The dashed curves have been selected by
looking at reproducing data above 500 nm, enabling a reliable estimate for the refrac-
tive index of the absorbing layer in the NIR. Figure 4.13 shows the corresponding real
and imaginary part of refractive index.

Figure 4.13 – Refractive index and extinction coefficient related to the GenOsc layer
representing FZ24 pDNA/MCH SAMs (n(1300 nm)=1.42) (dashed lines in Figure
4.12).

In panel (a) and (b) of Figure 4.12, two more simulations (continuous curves), that
differ from the dashed curve only in the value of ε1∞, graphically identify a region
(shading) that "bounds" the experimental curves below 500 nm. The NIR refractive
index corresponding to these curves is shown directly in the figure. The ε1∞ offset
essentially determines the (real) value of refractive index in the NIR limit, with much
less influence from the pole and Gaussian oscillators. Since we deal with ultrathin
and relatively low-index films, ε1∞ exhibited a marked degree of correlation with film
thickness. For this reason, as already mentioned, to mitigate index-thickness correla-
tion issues, we resorted to AFM-nanolithography measurements to get independent
film thickness data.

After successfully simulating pDNA/MCH films, we adapted the 5-layer model
to double-strand DNA films. In this case, considering AFM nanoshaving results the
total film thickness was fixed to 5.0 nm. The parameters used to build the 5-layer
simulations for dsDNA/MCH SAMs are reported in Table 4.4.
As can be observed in Figure 4.14 (a) and (b), where the comparison between ex-
perimental data and calculated curves is reported for dsDNA/MCH SAMs, the
agreement is very good also for double-strand films. As for pDNA/MCH SAMs, the
dashed curves have been selected to reproduce data above 500 nm, in order to obtain
a reliable estimate for the refractive index the dsDNA layer in the NIR. Figure 4.15
shows the corresponding real and imaginary part of the refractive index.
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(a) (b)

Figure 4.14 – Comparison between SE experiments and simulations for FZ24 ds-
DNA/MCH films. (a) δ∆3t/0 experimental data (circles) vs calculated curves
(grey region). (b) δΨ3t/0 experimental data (circles) vs calculated curves (grey
region). For reference, calculated curves for n(1300 nm)=1.40 are reported too
(black dashed lines).

Figure 4.15 – Refractive index and extinction coefficient related to the GenOsc layer
representing FZ24 dsDNA/MCH SAMs (n(1300 nm)=1.40) (dashed lines in Figure
4.14).

Similarly to Figure 4.12, also in panel (a) and (b) of Figure 4.14 two simulations
(continuous curves) have been added, that differ from the dashed curve only in the
value of ε1∞ and allow to graphically identify a region (shading) that "bounds" the
experimental curves below 500 nm. The NIR refractive index corresponding to these
curves is shown directly in the figure.

Regarding the DNA absorption, for both pDNA/MCH and dsDNA/MCH SAMs,
two relatively broad Gaussian oscillators proved sufficient to account for the narrow
UV dips. The position of the two oscillators is in general agreement with the literature
[190, 194]; the lowest energy state likely represents the π − π∗ transition [195]. It
should be noted that the model shows some lack of precision in the UV region. The
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inaccuracy is likely connected to the general level of approximation that is inherent
to the simple, isotropic stacking model, versus the actual complexity of the system.
The Pole is probably too rough a model to account for the influence of oscillators out
of the measurement window. In addition, the scheme adopted for the interface layer,
which is effective in reproducing δΨ NIR data could probably introduce undesirable
effects in the UV [187]. Notwithstanding the limitations of the model in describing
the behaviour of a complex system like DNA SAMs, where issues like the molecular
conformation or dipole interactions between nucleotide bases can play a role, a satis-
factory agreement between simulation and experiment was obtained. Therefore, the
overlap between simulations and experimental data provided us information about
DNA absorption (from the UV region) and its organization on the surface regarding
both the SAM/gold interface (δΨ) and film refractive index (δ∆) (from the Vis-NIR
region).

Further considerations can be done on hybridization based on the inspection of
raw data in the UV region (Fig 4.16). The absorption features show little change after
the hybridization process, aside from a small broadening, or even a small red-shift.
This measurable change between the not-hybridized (pDNA/MCH) and hybridized
(dsDNA/MCH) states is worth of further investigations since it could be an addi-
tional spectroscopic feature to recognize the hybridization process. In our simulations,
small shifts of the Gaussian peak positions were applied to reproduce the red-shift
of the absorption feature upon hybridization. As discussed in the following, we can
assign these findings to a manifestation of so-called DNA hypochromism.

(a) (b)

Figure 4.16 – dsDNA/MCH film: SE experiment, focus on the UV region. (a) δ∆ and
(b) δΨ spectra of pDNA (red), pDNA/MCH (blue) and dsDNA/MCH (green)
SAMs. pDNA and pDNA/MCH curves were shifted in the spectra in order to be
aligned on the minima of the dsDNA/MCH data, for comparing the intensity of
absorption features with the naked eye.

Hypochromism, and the reverse hyperchromism in response to dehybridization, are
phenomena well known from many studies of DNA in solution. A sharp increase in
optical absorption efficiency, up to 30% or even more, is commonly observed after
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DNA denaturation [196–199]. The origin of the phenomenon is still debated and
many models have been devised to explain it [199]. Several state-of-the-art quantum
chemistry calculations have examined various factors related to base stacking [200],
intra- and inter-strand delocalization of excitonic states [201], or long-range interac-
tions between nucleobases [199]. We could not find studies in literature addressing
explicitly this topic for DNA SAMs. We can mention a SE study of ss-DNA immobi-
lized on a silicon surface [194]. The spectral limitation of the experiment on the UV
side prevented direct observation of DNA resonances. The authors interpreted their
data with basic models and found an increase (5%) of refractive index after hybridiza-
tion they judge too small, invoking a decrease in polarizability per nucleotide after
hybridization.
Note that in denaturation experiments in solution the "total" number of chains is
conserved, while the number of ss-chains doubles. Hybridization experiments on
immobilized ss-DNA precursors differs because the "total" number of chains increases
considerably in the hybridization step. In the absence of hybridization, optical exper-
iments should therefore register a large increase in UV absorptions, and refractive
index, which is not our case. In contrast, our results indicate that with hybridiza-
tion, the loss of optical absorption efficiency (hypochromism) tends to offset the
increase of chains (mass increase estimated about 50 % by QCM). In particular, if we
assumed a starting absorption for pDNA films (and, therefore, pDNA/MCH films)
Ass = nss ∗ A0, after the hybridization of the half of the single-strand molecules (as
measured from QCM-D experiments), in the absence of hypochromism we would
expect a final absorption

Ads =
1
2 nss ∗ A0 +

1
2 nss ∗ 2A0 = 1.5 ∗ A0

(not hybridized single-strand molecules + hybridized double-strand (*2) molecules),
which is not the case in our experiments. Instead, considering hypochromism and
therefore a reduction around 30% of the absorption after hybridization, a lower final
intensity should be expected, around

Ads =
1
2 nss ∗ A0 +

1
2 nss ∗ 2A0 ∗ 0.7 = 1.2 ∗ A0.

Whereas the number of assumptions made in the model, and the overall experimental
and model uncertainties, clearly dictate caution on this issue, it seems safe to rule
out an increase in the NIR refractive index after hybridization, and certainly not with
the magnitude that could be inferred from the increase in mass in the QMC data.
Actually, we note that the comparison of Figure 4.13 and Figure 4.15 would suggest a
small decrease in the refractive index after hybridization. Therefore, the observation
that the dsDNA/MCH absorption intensity does not increase until 1.5 ∗ A0 in SE
difference spectra, and that QCM-D measurements after hybridization detect a larger
increase in mass/area than the corresponding increase in optical thickness (detected
by NIR-SE), can be explained by the occurrence of hypochromism. To the best of
our knowledge, this is the first observation of hypochromism in ultrathin DNA films
deposited on a surface.
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4.1.6 Surface modifications: SPEE

As observed in dynamic experiments, SPEE configuration allows to increase SE ex-
periment sensitivity, since the changes in ∆ and Ψ associated to surface modifications
are larger in SPEE than in SE standard measurements. In particular, in Table 4.5 we
report the comparison between the changes due to molecular deposition detected
by SPEE and SE standard experiments and plotted in Fig. 4.4. It is evident how an
ellipsometric measurement carried out in SPEE configuration allows to associate, at
each step of deposition, variations from 25 to 60 times greater than those detected by
a SE standard experiment.

SPEE δ∆ (deg) SE δ∆ (deg)
pDNA 51.1 1.3

pDNA/MCH 15.6 0.6
dsDNA/MCH 17.3 0.3

Table 4.5 – dsDNA/MCH film self-assembly: pDNA + MCH + tDNA. Comparison
between ∆ variations detected in (a) SPEE (Fig. 4.4 (b)) and in (b) SE dynamic
experiments (Fig. 4.4 (a)).

Figure 4.17 shows static ∆ and Ψ SPEE spectra for the different steps of molecular
deposition. Firstly, we can observe that each deposition step produces a shift of SPR
features to longer wavelengths and/or to a change of their intensity. It is worth
noting that, for SPEE experiment analysis, difference spectra are not necessary: in
fact, surface modifications (like a film deposition) cause spectra variations that are
sufficiently large to allow for the discrimination between different deposition steps.
Moreover, we can observe that the SPR features (jump in ∆ and minimum in Ψ
spectra) are located at similar wavelengths (Ψ dip is red-shifted of 1 nm) (we recall
that the feature in ∆ appears as a jump due to its definition and range of visualization
(Equation 2.10)).

(a) (b)

Figure 4.17 – dsDNA/MCH film formation: SPEE experiment. (a) ∆ and (b) Ψ spectra
of Au substrate (black), pDNA (red), pDNA/MCH (blue) and dsDNA/MCH
(green) SAMs.
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Like any SE measurement, simulations based on optical models are required to
quantify SPEE static data. A sketch of the optical model is presented in Figure
4.18. Simulations have been performed with the same parameters employed for
reproducing SE data (Table 4.4).

Figure 4.18 – Scheme of the 5-layer model employed to reproduce SPEE experiments
on DNA films.

In Figure 4.19 ∆ and Ψ SPEE spectra are compared with calculated curves. It is
worth noting that the main spectral features, namely the red-shift and the increase of
intensity of Ψ dip after hybridization, are reproduced by simulations. However, some
discrepancies are observed between experimental data and simulations, expecially
for the ∆ curve of dsDNA/MCH and for the width of Ψ dips. Different reasons can
account for the mismatch. Firstly, only a few SPEE experiments were performed
and therefore data are not well-averaged as done for SE measurements. Secondly,
the model used was built based on SE data that are less sensitive than SPEE data to
changes in the surface layer. SPEE studies will therefore deserve further efforts, both
on the experimental and modelling level, since they could improve our comprehen-
sion of the structural and optical properties of DNA films and hybridization related
phenomena.
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(a) (b)

Figure 4.19 – Comparison between SE experiments and simulations for pDNA and
dsDNA/MCH films. (a) ∆1/0 and ∆3t/0 experimental data (circles) vs calculated
curves (lines). (b) Ψ1/0 and Ψ3t/0 experimental data (circles) vs calculated curves
(lines).

4.1.7 Chemical composition and surface coverage: XPS

The evaluation of the chemical species and their chemical environment can be
achieved through XPS experiments.
Firstly, a survey spectrum is acquired on the samples to recognize the main chemical
elements on the sample surface. In Figure 4.20 we report a typical survey spectrum
acquired on a dsDNA/MCH SAM, that shows the presence of the characteristic
molecular elements (sulphur signal is not visible due to the low signal/noise ratio).

Figure 4.20 – XPS survey referred to dsDNA/MCH SAMs.

After the survey spectrum, high resolution spectra are acquired. In Figure 4.21 we
report typical O1s, N1s, and P2p core level spectra of pDNA SAMs. These relevant
molecular-related core level regions do not present significant differences in peak
positions and intensities between pDNA, pDNA/MCH, and dsDNA/MCH films.
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The O1s region (Fig. 4.21 (a)) can be deconvoluted with two components with
FWHM=1.5 eV: O1, at (531.7 ± 0.2) eV, can be assigned to PO4− groups in DNA
backbones and O2, at (533.3 ± 0.2) eV, is referred to C=O [172, 174, 202, 203].
The N1s core level region (Fig. 4.21 (b)) presents two components, N1 and N2, at
binding energies (399.6 ± 0.2) eV and (401.1 ± 0.2) eV with FWHM=1.5 eV. The N1
component can be assigned to amine and aromatic nitrogen (-NH2) and N2 peak to
C(=O)-N and N-C(=O)-N species [173, 174, 203, 204].
The P2p core level region (Fig. 4.21 (d)) presents a doublet, (each component with
FWHM=1.4 eV) with the main 2p3/2 component at (133.8 ± 0.2) eV typical for phos-
phate groups in DNA strands [172, 174, 202, 203].

(a) (b) (c)

Figure 4.21 – High resolution XPS spectra referred to pDNA SAMs: (a) O1s, (b) N1s
and (c) P2p regions.

The analysis of the C1s and the S2p core level regions at each deposition step can
provide important information about the film evolution (Fig. 4.22).
Figure 4.22 (a) shows the C1s spectrum of a pDNA SAM. The signal can be deconvo-
luted with four Voigt functions with FWHM=1.4 eV. The C1 component at (285.6±0.2)
eV represents aromatic C-C bonds, alkyl chain C-C bonds and C-S bonds; the latter
ones are at the bottom of pDNA, therefore the strands "cover" this contribution that
results very low. The C2 component at (287.0±0.2) eV represents C-N and C-O bonds.
The last two components, C3 and C4 (around 288 eV and 289-289.5 eV, respectively),
are associated with other interactions between nitrogen, oxygen, and carbon (respec-
tively, N-C=O and N=C-N, O-C-N, N-C(=O)-N).
The C1s signal of pDNA/MCH films (Fig. 4.22 (b)) can be deconvoluted with five
Voigt functions (FWHM=1.4 eV). In mixed films, C1 component is "splitted" and a
new component, C5, is present at (284.8±0.2) eV representing alkyl chain C-C bonds,
resulting from the chemisorption of the alkyl MCH molecules. The exposure to MCH
leads also to an increase of C-S bonds but this contribution, located at the inner
substrate/SAM interface, is damped by the presence of the layer. Finally, in the C1s
signal of dsDNA/MCH films (Fig. 4.22 (c)) the C5 component is significantly reduced,
due to the increase of the aromatic C-C signal following hybridization with tDNA
strands.
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(a) (b) (c)

Figure 4.22 – High resolution XPS spectra of C1s region acquired for samples (a)
incubated in pDNA solution, (b) exposed to MCH and (c) hybridized with tDNA.

The analysis of the S2p region has to be coupled with the interpretation of NIR δΨ
behaviour, in terms of the interface effect between the film and the substrate that
we presented in section 4.1.4. The comparison between the S2p core level spectra of
pDNA, pDNA/MCH, and dsDNA/MCH films is reported in Figure 4.23.

(a) (b) (c)

Figure 4.23 – High resolution XPS spectra of S2p region acquired for samples (a)
incubated in pDNA solution, (b) exposed to MCH and (c) hybridized with tDNA.

Representative measurements on the pDNA S2p core level signal are reported in
Figure 4.23(a). The spectrum presents two doublets (FWHM=0.7 eV) S1 and S2, with
the main 2p3/2 components at BEs of (161.3±0.2) eV and (161.8±0.2) eV, respectively.
Along the history of photoemission experiments on alkanethiols SAMs [47, 205–208],
S2p doublets peaked around 162 eV BE have been usually assigned to so-called
strongly bound species [66, 183, 209]. They can be assumed as representative of
well-organized layers [210], densely-packed on gold (111) terraces. The interpretation
of S2p peaks in the range (161÷ 161.5) eV BE, like S1, is still controversial [211]. States
in this energy range have been assigned to thiol molecules binding to gold atoms
with a coordination different from the S2 case [212], possibly related to surface active
sites such as defects [213] and thus, more specifically, chemisorption on steps or kinks
[214, 215]. In some synchrotron experiments S1 has been assigned to the C-S bond
cleavage (that would produce atomic sulphur) after irradiation damage [210, 216,
217], thermal annealing [209] or due to a contaminant [213]. Some sample-to-sample
variability is observed in the intensity ratio between S1 and S2 components in pDNA
SAMs.
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After incubation in MCH (Fig. 4.23 (b)), the S2p core level region dramatically
changes, and the S2 component dominates, while S1 almost vanishes. This behaviour
suggests that the chemisorption of MCH, a short-chain thiol, competes with S1 DNA
species, either directly scraping and substituting these molecules (in fact, MCH S2p
spectrum is dominated by the S2 component, Fig. 4.24), or affecting gold atoms
mobility thus favouring some local reorganization of the interface with changes in the
molecule/gold coordination and transition into the S2 state. Both processes could ex-
plain the observed data. In addition, a low-intensity S3 component is observed, with
the 2p3/2 component around 163.5 eV, assigned to so-called unbound thiol groups
[66, 114, 217, 218]. We did not observe states related to oxidized sulphur at about
167-168 eV BE.
We can find the S2 component dominance also in dsDNA/MCH related spectra
where, reasonably, there is no change in the S2p region since the deposition of not-
thiolated molecules (tDNA) does not modify the sulphur signal.
Coupling the XPS analysis with SE δΨ data, the MCH-induced change of the S2p spec-
trum parallels the evident increase of the negative part of δΨ in the NIR. Relatively
large, negative NIR δΨ are most likely associated with the S2 S2p states, confirming
previous experiments on other, simpler thiols [188]. Therefore, these features are
useful to discriminate between single-strand or mixed and double-strand films.

Figure 4.24 – High resolution XPS spectra of S2p region acquired for a MCH sample
incubated in TE 1 M for 1 hour.

XPS analysis allows to quantitatively follow molecular deposition, monitoring the
element/Au intensity ratios at each incubation step. In Table 4.6 it is possible to
recognize an increase of the surface coverage after exposure to MCH and tDNA. Rea-
sonably, C/Au and O/Au increase at each step, S/Au increases only after incubation
in thiolated molecular spacer MCH, while N/Au and P/Au significantly increase
after the incubation in a nucleic acid solution.

C/Au O/Au S/Au N/Au P/Au
pDNA SAMs 1.9 1.0 0.03 0.46 0.14

pDNA/MCH SAMs 2.5 1.2 0.06 0.55 0.15
dsDNA/MCH SAMs 3.1 1.5 0.06 0.71 0.20

Table 4.6 – Ratio of characteristic DNA element regions respect to Au one for pDNA,
pDNA/MCH and dsDNA/MCH film.
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4.2 pDNA: ionic strength

This study is mainly based on the paper Pinto et al. 2020 [9].
The optimization of the experimental protocol started with the study of the effect
of the ionic strength of the buffer solution. The mechanical properties, the film
organization, and the coverage of DNA SAMs have been analyzed in-depth to define
the best experimental conditions for the deposition of dense DNA SAMs.
The ionic strength of a solution is related to the intensity of the electric field generated
by ion charges and is defined by the total concentration of ions according to the
following definition

I =
1
2

Σiciz2
i (4.4)

where, for the i-th ion, ci is the concentration while zi is the electrical charge. In
particular, the ionic strength of a solution defines the Debye length, a quantity which
describes how far its electrostatic effect persists: within the Debye length, the electric
potential is decreased in magnitude by 1/e. The Debye length is defined as:

λD =

√
εkbT

Σni(zie)2
NaCl−−→ λD =

√
εkbT
n2e2 (4.5)

where ε0 is the dielectric function, kb is the Boltzmann constant, z is the charge
number, T is the temperature and n is the density of charges.
The behaviour of the screening of an electrically charged surface exposed to a fluid is
described by the double-layer theory (Figure 4.25). On an electrically charged surface,
counterions will be attracted to the surface due to the Coulomb force, resulting in
a Stern layer followed by a diffuse charge layer. This attraction will weaken as you
move away from the surface until reaching solution electro-neutrality.

Figure 4.25 – Scheme of the double layer theory, applied considering DNA strands as
charged surface.

In the case of DNA SAMs, the presence of NaCl influences the film deposition chang-
ing the electrical environment: increasing the the NaCl concentration (i.e. increasing
the ionic strength) screens the negative charge of PO4− groups of the backbone, thus
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reducing the electrostatic repulsion between DNA strands. In Figure 4.26 a sketch
compares the electrical environment for DNA strands in low salt conditions (1 mM
NaCl) and high salt conditions (1 M NaCl) and the dependence of the potential on
the distance from the surface.

Figure 4.26 – Effect of the ionic strength on the charge screening: DNA SAMs in
(a) 1 mM NaCl and (b) 1 M NaCl buffer. (c) Comparison between the potential
behaviour in different salt concentration conditions.

We investigated pDNA SAMs immobilized for 24-hour using two NaCl concentra-
tions, 1 mM and 1 M, chosen as extreme values to evaluate the effect of salt. Below 1
mM NaCl, since the very low-density of deposited molecules, AFM, XPS, and SE data
lose their reliability due to the significant experimental uncertainties. On the other
hand, based on previous reports [104–106], 1 M NaCl was chosen as a sufficiently
high concentration to guarantee a full coverage molecular layer.

4.2.1 Thickness and mechanical properties: AFM

The evaluation of the mechanical properties of thin and ultrathin organic layers is an
important issue for the development and optimization of biosensors since it has been
demonstrated that the interaction between substrates and biosamples, in particular
cells, is strongly influenced by the sample stiffness [219]. This analysis, for ultrathin
films like SAMs, is a challenging task considering the difficult uncoupling between
the contribution of the substrate from that of the film. In this work, we analyze
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DNA films employing atomic force microscopy, a method that allows to obtain local
information both on the thickness and the mechanical properties.
In the following experiments, hard tapping mode was employed to remove pDNA
molecules while QI mode, together with the standard soft contact mode, was ex-
ploited to image shaved areas. Both shaving and imaging were performed in the
same TE buffers used for the pDNA self-assembly.
Figure 4.27 reports the results of two shaving experiments carried out on pDNA
SAMs prepared in 1 mM NaCl buffer (a-c) and 1 M NaCl buffer (d-f), respectively.
Nanoshaving experiments provide film thickness estimation, thanks to the evaluation
of the height difference between the SAM region and the shaved region, i.e. the gold
substrate, through z-profiles or height histograms in AFM height images.

Figure 4.27 – Shaving experiment on pDNA SAMs prepared in (a-c) 1 mM NaCl and (d-
f) 1 M NaCl buffer. Height images acquired after shaving experiments in QI mode:
(a,d) four shaved areas; (b,e) focus on one region (data scale: 9 nm). (c,f) z-profiles
relative to contact images (light, continuous lines) and QI images (dark, dashed
lines). (g) Comparison between height histograms of pDNA SAMs prepared in 1
mM NaCl (grey) and 1 M NaCl (red) buffer. Modified from [9].

In Figure 4.27 (a) and (d) typical shaving experiments are reported, where at least
four regions (darker squared areas) are depleted from DNA molecules through the
application of a high load with the AFM tip while Figure 4.27 (b) and (e) shows QI
height images of one shaved area (the corresponding height images acquired in soft
contact mode are not reported).
In Figure 4.27 (c) and Figure 4.27 (f)) are reported z profiles measured on the soft
contact images (light, continuous curves) and on the QI images (dark, dashed curves),
acquired on samples prepared in 1 mM (grey curves) and 1 M NaCl buffer (red
curves), respectively. The superposition of dashed and continuous curves indicates
that the height estimation obtained in contact mode is slightly lower than the height
value inferred from QI measurements. In contact mode, the continuous tip-sample
interaction can result in drag forces which can perturb the monolayer leading to
a height underestimation: minimizing as much as possible the tip load is crucial.
Otherwise, in QI mode, the intermittent tip-sample interaction avoids drag effects
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and results in a less disruptive operation mode. Therefore, comparative analysis in
soft contact and QI modes can increase the reliability of the SAM height estimation
measured by AFM. It is worth noting that the agreement between the z-profiles
obtained in contact and QI modes is slightly better for films prepared at high ionic
strength, indicating that these films are less vulnerable to the AFM tip perturbation
thanks to a more compact and denser film organization.
From the statistical analysis of z-profiles obtained analyzing different shaved areas
in several samples, we obtained an average pDNA SAM thickness of (1.0 ± 0.3) nm
for samples prepared in 1 mM NaCl buffer, thickness which suggests a low-density
molecular packing with almost lying-down molecules, and of (3.3 ± 0.5) nm for
samples prepared in 1 M NaCl buffer.

As mentioned above, from AFM experiments information on the film mechanical
properties can be obtained too. In Figure 4.28 are reported lateral deflection, slope,
and Young’s modulus maps referred to the same shaving experiments analyzed in
Figure 4.27.
As seen for the AFM analysis in section 4.1.3, contact mode provides information
about the differences in the local friction between tip and sample surface over the sam-
ple, for example over the pDNA SAM or the gold substrate. In particular, the lateral
deflection images show that the difference is very low in case of 1 mM NaCl pDNA
SAMs (Figure 4.28 (a) while it is definitely higher for 1 M NaCl pDNA SAMs (Figure
4.28 (e). Reasonably, for the lying-down pDNA molecules in low ionic strength
conditions, it is difficult to decouple the tribological properties of the film and the
gold substrate. Differently, a better organized and more compact layer forms at high
salt concentration. In this case, a definitely larger difference in lateral deflection is
detected when the tip scans over the gold substrate (light square) or the SAM.
QI mode allowed us to detect differences in the mechanical response of the DNA
films and the gold substrate. The stiffness of the analyzed region can be inferred
from slope maps obtained by calculating, for each acquired force-distance curve, the
slope of a linear fit of the contact region close to the sample surface (see Fig. 2.19).
When the AFM tip scans over a softer region, the cantilever could deform the sample
leading to a smaller deflection and, therefore, to a lower slope in the force-distance
curve. In our experiments, the DNA region appears slightly darker (Fig. 4.28 (b)) and
definitely darker (Fig. 4.28 (f)) than Au substrate squares for pDNA SAMs prepared
at low and high ionic strength, respectively. Lower values of the slope over the film
indicate that, as expected, the DNA film is softer than the gold substrate. We can
also note that, as observed for lateral deflection images, the effect is faint at low salt
concentration, while in the case of high ionic strength, the difference between the
stiffness of film and gold is definitely larger.
QI mode also allows for the evaluation of the difference in Young’s modulus between
the shaved area (gold) and the surrounding SAM (Fig. 2.19). 2D maps of the Young’s
modulus values are reported in Figure 4.28 (c) (low ionic strength) and Figure 4.28
(g) (high ionic strength). As expected, the gold substrate presents a definitely higher
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modulus than pDNA film in the case of SAMs prepared in 1 M NaCl buffer, while at
low salt concentration there is no significant difference between substrate and film.
The statistical analysis of histograms of Young’s modulus maps obtained analyzing
different shaved areas in several samples is reported in Figure 4.28 (d) and Figure
4.28 (h). In low ionic strength conditions, the histogram (Figure 4.28 (d)) can be
reproduced with a single Gaussian profile centred at 100 MPa, suggesting that no
significant difference can be detected between Young’s modulus of the bare and
SAM covered substrate. Instead, at high ionic strength, two Gaussian profiles must
be used to reproduce the histogram envelope (Figure 4.28 (h), red curve): the peak
correspondent to the SAM (brown gaussian profile, centred at 57 MPa) result about
40 MPa lower than the peak correspondent to the gold substrate (yellow gaussian
profile, centred at 100 MPa). In agreement with the slope analysis results, Young’s
modulus values of the DNA film result, as expected, lower than those of the gold
substrate.

Figure 4.28 – Shaving experiment on pDNA SAMs prepared in (a-d) 1 mM NaCl and
(e-h) 1 M NaCl buffer. (a,e) Lateral deflection images acquired in contact mode
(data scale: 20 mV). (b-f) Slope images acquired in QI mode (data scale: 250 N/m).
(c,g) Young’s modulus images obtained from QI force curves (data scale: 150 MPa)
and (d,h) related histograms. Modified from [9].

AFM nanoshaving experiments have therefore pointed out that the ionic strength
of the buffer strongly influences the pDNA deposition (Figure 4.29). At low ionic
strength, the highly charged DNA strands assume an elongated conformation and
repel each other, forming a thin, low-density SAM of almost lying-down molecules.
Conversely, at high ionic strength, the screening of the DNA charges leads to a more
coiled strand conformation reducing inter-strand repulsion and forming a thicker,
higher coverage SAM formed by almost up-right molecules.
This picture is in agreement with the observation, for a set SAM molecular density,
of elongated DNA strands at low ionic strength and mushroom-like strands at high
ionic strength [220, 221].
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Figure 4.29 – Sketches of pDNA SAMs immobilized in (a) 1 mM NaCl and (b) 1 M
NaCl TE buffer. Modified from [9].

4.2.2 Optical thickness: SE

A deep SE analysis was performed to characterize the optical response to different
ionic strength conditions. Difference SE spectra of pDNA SAMs (δ(∆, Ψ)1/0) are
reported in Figure 4.30. Spectra exhibit typical properties of difference spectra of thiol
SAMs on gold [186], analyzed in-depth in section 4.1.4, like the relative maximum
in δ∆ around 500 nm, the transition to negative values of δΨ curve in NIR region
and the remarkable deep minimum around 270 nm in δ∆ (with the corresponding
dip around 290 nm in δΨ). It is worth remembering that these last two features are
related to the strong interaction between the film and the substrate and to the DNA
optical absorption, respectively.
SE data confirm that the significant role that ionic strength plays in the SAM forma-
tion. As can be observed in Figure 4.30, |δ∆| values in the NIR (far from molecular
resonances) and δΨ values in the near UV are definitely larger for pDNA SAMs
deposited in 1 M NaCl TE buffer than SAMs deposited in 1 mM NaCl TE buffer,
suggesting a higher optical thickness for films immobilized in high salt conditions.

(a) (b)

Figure 4.30 – (a) δ∆1/0 and (b) δΨ1/0 spectra of 1 mM NaCl pDNA (black squares) and
1 M NaCl pDNA (red crosses). Modified from [9].

4.2.3 SE model: quantitative analysis

The correlation between film thickness and refractive index, as described above, can
be overcome by fixing the SAM thickness values obtained from AFM nanoshaving
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experiments. Then, the comparison of SE data with simulated curves allows for the
estimation of the refractive index.
We focused the analysis on 1 M NaCl pDNA films because all other experiments have
been conducted in high salt conditions. Moreover, we exploit a simple 4-layer model
(substrate | interface | layer | ambient) which accounts only for the behaviour in the
transparency region (above 650 nm), since the absorbance features have been already
analyzed in section 4.1.5 for DNA SAMs immobilized in pDNA solution for 3 hours
and 1 M NaCl TE buffer.
DNA film and ambient are modelled as transparent layers using the Cauchy equation
2.14. Interface effects were included via an effective medium (EMA) layer. The Au
optical constants, which showed good agreement with literature, were obtained by
inversion of the spectra of bare substrates.
In Figure 4.31 (a) and (b) data referring to pDNA SAMs prepared in 1 M NaCl
TE buffer are compared with simulated difference spectra calculated by fixing the
thickness of the film (t f ilm = tCauchy + tEMA ∗ fCauchy) and using a EMA layer with a
thickness (tEMA) of 0.35 nm and a fraction of the Cauchy layer ( fCauchy) of 75%. Shaded
areas represent Cauchy simulations with A-coefficient values comprised between 1.41
(top border) and 1.43 (bottom border) (B = 0.012 µm2). Guided by the AFM results,
the film thickness was set to 3 nm, obtaining the middle curves. For comparison,
curves calculated with the same A and B values and thickness equal to 2 nm and
4 nm are shown (upper and lower shaded regions, respectively). Shading helps to
obtain a graphical visualization of the thickness/refractive index correlation, which
characterizes ultrathin films (Fig. 4.31 (a)). On the other hand, calculated δΨ curves
(Fig. 4.31 (b)) result almost superimposed, confirming the very low dependence on
the optical thickness of δΨ in NIR region, as observed in Figure 4.10 too.
It can be observed that δ∆ and δΨ experimental data results can be superimposed
on the calculated curves obtained well, setting the film thickness to the AFM result
(3 nm) and using an A coefficient ranging from 1.41 to 1.43. The refractive index
used to simulate the Cauchy layer representing the pDNA film is shown in Figure
4.31 (c). The estimation of the refractive index, around 1.45 at λ=650 nm, is in good
agreement with previous works based on similar systems [194, 222, 223]; the value is
also reasonable comparing with values assumed in experiments on dry DNA thin
films [82, 224]. In particular, a refractive index of about 1.45 is generally associated
with a high film density [120, 135, 225] confirming the compactness of 1 M pDNA
SAMs.
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(a) (b) (c)

Figure 4.31 – (a-b) Comparison between NIR SE δ-data for pDNA prepared in 1 M NaCl
buffer (red crosses) and simulations (grey lines). Areas decorated with different
motifs represent, for d f ilm=2 nm, 3 nm and 4 nm, simulations with Cauchy A-
coefficient values comprised between 1.41 (top border) and 1.43 (bottom border),
B=0.012 µm2. Error bars take into account the sample to sample variability. (c)
Refractive index referred to simulations with d f ilm=3 nm, B=0.012 µm2 and A-
coefficient values comprised between 1.43 (top border) and 1.41 (bottom border).
Modified from [9].

4.2.4 Chemical composition and surface coverage: XPS

XPS measurements have confirmed the higher film coverage at high salt concentration
suggested by AFM and SE experiments.
Probe DNA films immobilized in high and low ionic strength buffers show the
presence of the same molecular species but with intensity ratios between molecular
and gold signals definitely lower for SAMs prepared using 1 mM NaCl TE buffer
(Table 4.7). Reasonably, the higher electrostatic repulsion between negatively charged
DNA backbones at low ionic strength leads to lower molecular coverage for pDNA
in 1 mM NaCl TE buffer. Similar results were obtained from Herne and Tarlov [104]
in 1 M KH2PO4 buffer.
We note that the intensity ratio values reported in Table 4.7 for pDNA SAMs deposited
in 1 M NaCl TE buffer are slightly higher than the corresponding values reported in
Table 4.6. This is reasonably related to the fact that Table 4.6 refers to SAMs prepared
with a deposition time of 3 h while Table 4.7 refers 24 h deposition SAMs.

C/Au O/Au S/Au N/Au P/Au
pDNA SAMs (1 mM NaCl) 1.1 0.3 0.03 0.11 0.04
pDNA SAMs (1 M NaCl) 2.7 1.3 0.05 0.63 0.18

Table 4.7 – Ratios of characteristic DNA element regions respect to Au one for pDNA
immobilized in 1 mM and 1 M NaCl TE buffer.

In Figure 4.32 we report core-level regions of N1s and P2p, the more characteristic
elements of DNA films. The comparison with 1 M NaCl pDNA SAMs (Fig. 4.21 (b)
and (c)) clearly shows the difference in the signal/noise ratios. This result is also
detectable for other molecular relevant signals (C1s, O1s, S2p).
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(a) (b)

Figure 4.32 – High resolution XPS spectra referred to pDNA SAMs immobilized in 1
mM NaCl TE buffer: (a) N1s and (b) P2p regions. Modified from [9].

4.3 pDNA: immobilization time

The study of the effect of pDNA immobilization time has been crucial to find a
trade-off between SAM quality (in terms of hybridization efficiency) and time-saving
preparation protocols. The following experiments have been performed in 1 M NaCl
TE buffer.

4.3.1 Kinetics: QCM-D

The analysis started with a kinetics study: QCM-D allowed to follow in real-time the
molecular deposition of pDNA.
Figure 4.33 shows that the injection of pDNA solution produces a rapid increase
of the mass/area ratio, which keeps stable after rinsing with TE buffer, indicating
that deposited molecules are strongly bound to the surface as expected for thiolated
molecules. The molecular deposition process was monitored up to 24 h. Data indicate
that a plateau region is reached within a few hours, so we decided to compare the
results of films immobilized for 24 hours with films incubated for only 3 hours.

(a) (b)

Figure 4.33 – QCM-D analysis on pDNA film self-assembly: a) 24 h and b) 3 h focus.
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4.3.2 Thickness: AFM

AFM nanoshaving experiments allowed us to compare the film thickness of 3 h pDNA
(Table 4.3) and 24 h pDNA SAMs.
Thicker pDNA films are formed for longer incubation time, as we can observe from
the comparison reported in Table 4.8. As shown in the Table, comparatively thicker
films are observed also after MCH and tDNA deposition in the case of pDNA films
incubated for 24 h. Nevertheless, the percentage increase of film thickness from
pDNA/MCH to dsDNA/MCH (i.e. the biosensor before and after the target sequence
detection) is the same. This result suggests that shorter incubation time of pDNA, that
facilitates the implementation of the experiment (experiments are easier to control
and conduct), leaves the sensing efficiency unchanged.

3 h (nm) 24 h (nm)
pDNA 2.4 ± 0.7 3.3 ± 0.5
MCH 3.5 ± 0.5 (+46%) 4.2 ± 0.4 (+27%)
tDNA 5.0 ± 0.5 (+43%) 6.1 ± 0.4 (+45%)

Table 4.8 – AFM nanoshaving results for films immobilized for 3 hours and 24 hours
in pDNA solution.

4.3.3 Optical thickness: SE

The first method employed to obtain spectroscopic information was spectroscopic
ellipsometry. Figure 4.34 reports static difference spectra referred to SAMs incubated
for 3 hours and 24 hours in pDNA solution, that show typical features of difference
spectra of DNA SAMs on gold alfready presented in the previous sections.

(a) (b)

Figure 4.34 – SE analysis pDNA film self-assembly. a) δ∆1/0 and b) δΨ1/0 SE spectra
referred to 3 h pDNA (red circles) and 24 h pDNA (dark red crosses) films.

Far from molecular resonances, in the NIR region, |δ∆1/0| values for 24 h pDNA
appear larger than 3 h pDNA data (Fig. 4.34 (a)): in particular, 3 h pDNA values are
about 30% lower than 24 h DNA ones. In the same energy range, the δΨ1/0 curve
of 24 h pDNA is characterized by more negative values than 3 h pDNA data (Fig.
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4.34 (b)). Therefore, SE measurements show that a longer immobilization time for
pDNA molecules leads to an increase of the optical film thickness (δ∆ results) and an
increased interface effect, likely related to the formation of a denser layer of strongly
bound molecules (δΨ results).
Concerning the hybridization efficiency, SE difference spectra between dsDNA/MCH
and pDNA/MCH steps (δ3t/2(∆, Ψ)) showed that the optical thickness increase is
slightly higher for 3-hour samples, results in agreement with AFM result (Table 4.8)
where the hybridization efficiency resulted unchanged. This result suggests that too
high a density of probe DNA would risk preventing hybridization [111, 226], due to
the the steric hindrance of closely packed ssDNA. Therefore, we identified shorter
pDNA adsorption time as the condition that forms reproducible mixed SAMs well
suited for hybridization experiments.

(a) (b)

Figure 4.35 – (a) δ∆3t/2 and (b) δΨ3t/2 spectra of dsDNA/MCH samples immobilized
for 3 h (green circles) and 24 h (dark green crosses) in pDNA solution.

4.3.4 Chemical composition and surface coverage: XPS

The SAM compositional analysis has been performed through XPS experiments.
Similar C1s, N1s, O1s, and P2p signals (with the same spectra deconvolution; see
Fig. 4.22 and Fig. 4.21) characterize 3 hour and 24 hour pDNA films. However, the
intensity ratios between molecular-related signals (C1s, N1s, O1s, P2p) and gold-
related signal (Au4f) are about (30÷ 40)% higher for 24 hour pDNA films than 3
hour ones, showing a higher molecular surface coverage for longer adsorption times.
These results are in agreement with SE observation, where 3 hour film reached values
30% lower than 24 hour films.

C/Au O/Au N/Au P/Au
3 h pDNA SAMs 1.9 1.0 0.46 0.14

24 h pDNA SAMs 2.7 1.3 0.63 0.18
Table 4.9 – Comparison between ratios of characteristic DNA element regions respect

to Au one for 3-hour and 24-hour immobilization pDNA time.

Regarding the S2p signal, 3 h and 24 h pDNA films present a similar spectra de-
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convolution (as reported in Figure 4.23) with two doublets, S1 and S2 at binding
energies of (161.3 ± 0.2) eV and (161.8 ± 0.2) eV, respectively. In 24 h films, S1 and S2
doublets have similar intensities, while in 3-hour films, as mentioned in section 4.1.7,
the S1/S2 intensity ratio is more variable and sample dependent. This fact suggests
a lower organization and a higher sensitivity to the film preparation parameters
(contaminants, temperature, slightly different synthesis of strands) that can compete
and form films with different molecular packing.
As observed in previous analysis, the behaviour of S2p signal can be associated with
δΨ negative values in the NIR region. In particular, a higher interface effect (Fig. 4.34
(b)) is detectable for samples that exhibit a stronger presence of S2p compoment at
162 eV.

In conclusion, the presented multi-technique analysis of pDNA films pointed out
that increasing the adsorption time from 3 to 24 hours leads to the formation of more
S-Au bonds (SE interface effect and XPS S2 component) and consequently to films
with a higher coverage (XPS element/Au region ratios) and higher thickness (AFM
and SE optical thickness).

4.4 Molecular spacer

To investigate the role of the molecular spacer on the hybridization process, we
compared the three-step experiments discussed so far with two-step experiments
performed as reported in the following.

4.4.1 Role of the molecular spacer

Figure 4.36 shows δ∆ and δΨ spectra referred to three-step experiments (i.e., ds-
DNA/MCH films prepared by substrate incubation in pDNA, MCH and tDNA) and
two-step experiments (dsDNA films prepared by substrate incubation in pDNA and,
subsequently, in tDNA, without exposure to MCH). For a helpful comparison δ∆
and δΨ spectra of one-step experiments (dsDNA films prepared by direct substrate
incubation in a dsDNA solution) are reported as well.
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(a) (b)

Figure 4.36 – dsDNA films: comparison between SE spectra of dsDNA/MCH SAMs
(pDNA + MCH + tDNA)(dark green) and dsDNA films prepared by incubation in
dsDNA solution (light green) or in pDNA and then in tDNA (green). (a) δ∆ and
(b) δΨ spectra.

The incubation in MCH of the three-step protocol leads to the formation of ds-
DNA/MCH films with the largest optical thickness, approximately 1.3 times that
of the two-step process and twice that of the one-step process. Since the larger the
optical thickness, the easier the ellipsometric analysis, the use the spacer molecule
results extremely useful.
In passing, we observe that dsDNA/MCH films show a stronger interface effect than
other dsDNA SAMs (more negative δΨ values in the NIR region), reasonably related
to the increased number of S-Au bonds following MCH deposition.
For comparison, we note that the direct deposition of the double helix leads to the
formation of films with a lower optical thickness, as can be observed from the analysis
of δ∆ in the NIR region and δΨ in the UV range. The larger steric hindrance of dsDNA
molecules compared to ssDNA ones reasonably hampers the molecular binding to
the gold substrate, resulting in less dense layers.

4.4.2 MCH: concentration

Previous reports focussed on the incubation in a molecular spacer solution to improve
the organization of pDNA films [104, 111, 162–164]. In this thesis, we focused on the
concentration of the MCH spacer studying 5 µM and 5 mM solutions.
A higher concentration of thiolated molecules in solution leads to faster kinetics of
the self-assembly on a gold substrate, as discussed in previous reports [227] and
confirmed by our experiments: Fig. 4.37 reports dynamic SE scans relative to gold
incubation in 5 µM and 5 mM MCH solutions. From fitting experimental data
with exponential functions, the self-assembly of an MCH film incubated in a 5 µM
solution shows a kinetics with τ1 = (0.46± 0.11) min and τ2 = (9.5± 0.8) min (with
A1 = (0.31± 0.04) and A2 = (0.278± 0.016) respectively), while a 5 mM MCH film
is dominated by one time constant of (0.16± 0.02) min (with A = (0.78± 0.07)).
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(a) (b)

Figure 4.37 – Self-assembly of MCH films on gold: (a) 5 µM and (b) 5 mM MCH
solution. SE experiment: ∆ variation versus time, at λ=800 nm.

Differently, the effect of MCH deposition on a pre-formed pDNA film is not easily
predictable. Figure 4.38 reports QCM-D and SE dynamic scans referred to the MCH
interaction with a pDNA SAM. Firstly, we can observe a good agreement between
the kinetics detected through such different experimental methods.

(a) (b)

Figure 4.38 – pDNA SAMs incubated in MCH solution: comparison between 5 µM
and 5 mM MCH solutions. (a) QCM-D experiment, (b) SE experiment: ∆ variation
at λ=800 nm.

The interaction of a 5 mM MCH solution with a pDNA SAM is characterized by a
large and rapid mass/area ratio and optical thickness increase, corresponding to an
initial fast filling of empty binding sites among pDNA molecules by MCH molecules.
This jump is followed by a slow reduction of mass/area ratio and |δ∆| values, which
suggests a replacement, by MCH molecules, of pDNA strands that were weakly
bound to the gold surface. In particular, we observe a decrease in the mass/area ratio
since MCH molecules (MW: 134.24 g/mol) are smaller than pDNA strands (MW:
6992 g/mol) and can not compensate for the loss of pDNA mass. This behaviour was
also confirmed by Georgiadis et al. [110].
The kinetics of 5 µM MCH deposition on pDNA SAMs, already analyzed in section
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4.1.2, is slower and leads to a monotonic increase of mass/area ratio and optical
thickness. We can note that larger values are reached at the end of the exposure to a
5 µM MCH solution. Since a larger optical thickness helps the molecular detection
and the data analysis and since hybridization does not show a dependence on MCH
concentration (Fig. 4.39), we decided to employ the lower MCH concentration for
our experiments.

(a) (b)

Figure 4.39 – Comparison between pDNA/MCH SAMs incubated in tDNA solution
and prepared with MCH 5 µM (light green circles) or MCH 5 mM (dark green
triangles). (a) QCM-D experiment, (b) SE experiment: ∆ variation at λ=800 nm.

4.5 tDNA: biosensor

The highly sensitive, selective and reversible interaction between complementary
strands of nucleic acids makes DNA SAMs suitable for the realization of biosensing
platforms. For this reason, a real-time analysis was performed in order to test and
characterize these peculiar features.
Sensitivity has been tested employing different concentrations of tDNA solution,
searching for the minimum concentration of analyte detectable with SE, SPEE and
QCM-D. To spectroscopically validate the selectivity of the hybridization, we per-
formed SE experiments using labelled target strands (tDNA*) and not-complementary
strands (n-tDNA). Further, we evaluated the reversibility of the surface-confined
hybridization by dynamic SE measurement of hybridization/de-hybridization cycles.

4.5.1 Sensitivity

One of the most relevant parameters for biosensors is the limit of detection. Exposure
to different concentrations of tDNA allows for the identification of the lowest analyte
concentration detectable by SE, QCM-D, and SPEE experiments. Figure 4.40 and
Figure 4.41 show the changes in optical thickness (SE, SPEE) and mass/area ratio
(QCM-D) induced by hybridization for different concentrations of target DNA.
Figure 4.40 shows typical SE δ∆ spectra calculated as the difference between hy-
bridized and mixed DNA films (δ∆3t/2). We can recognize typical DNA spectroscopic
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features starting from 20 nM solution.

Figure 4.40 – Test of biosensor sensitivity: exposure of pDNA/MCH SAMs to tDNA
solution with different analyte concentrations. δ∆3t/2 spectrum (SE experiment).

This detection limit can be lowered to at least 10 nM (preliminary measurements) in
SPEE configuration, as can be seen from the dynamic scan shown in Figure 4.41 (a).
From QCM-D experiments, we consider changes as detectable starting from a 15 nM
tDNA solution (Fig. 4.41 (b)).

Note that for SE data we show difference spectra because the S/N ratio is so small
that changes could not be appreciated in dynamic SE scans. Conversely, SPEE scans
clearly allow for the detection of changes even for such low solution concentrations.

(a) (b)

Figure 4.41 – Test of biosensor sensitivity: exposure of pDNA/MCH SAMs to tDNA
solution with different analyte concentrations. (a) ∆ variation versus time at
676 nm (SPEE experiment); (b) mass/area ratio variation versus time (QCM-D
experiment).

4.5.2 Selectivity

Up to this point, we have attributed the changes detected by various experimental
techniques (SE, QCM-D, AFM, XPS, SPEE) after incubation in tDNA to the successful
hybridization between complementary oligonucleotide chains. However, this claim
can only be made by associating these changes with a tDNA-specific signature. In
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the case of pDNA deposition, we can detect the absorption feature of DNA at 260 nm
(which distinguishes it from the adsorption of a transparent organic film, e.g. formed
by contaminants). After MCH incubation, an increase in the interface effect related
to the increase of S-Au bonds can be observed. As concerns tDNA, no chemical
species (such as sulphur for MCH) allows for its identification and, at the same
time, since these are ultrathin films, analysis of the evolution of the DNA adsorption
feature alone would be insufficient. Therefore, we have performed experiments using
fluorescence labelled tDNA strands (using the fluorescent probe Atto590): in this way,
we can verify if the SE changes observed so far occur in the presence of a dye feature
(and therefore of tDNA) or as a result of some contamination or reorganization of the
pDNA/MCH SAMs.
Figure 4.42 compares SE difference spectra obtained after incubation in labelled
tDNA (tDNA*) (δ3t∗/0(∆, Ψ), black squares) and in not-labelled tDNA (δ3t/0(∆, Ψ),
green circles). Spectra referred to SAMs hybridized with labelled tDNA exhibit a
clear spectroscopic signature of the Atto590 dye. In particular, δΨ curve presents
strong absorption features around 594 nm, where the Atto590 dye in solution shows
absorption in transmission experiments (Fig. 4.42 (c)).

(a) (b)

(c)

Figure 4.42 – Test of biosensor selectivity. (a), (b) SE experiment: exposure of
pDNA/MCH SAMs to tDNA δ3t/0(∆, Ψ) (green circles) or tDNA* δ3t∗/0(∆, Ψ)

(light green squares) solution. (c) Absorbance spectrum of tDNA* diluted in TE
buffer (black circles) and related fit (light green curve).

The detection of the dye absorption even after rinsing in TE buffer leads to conclude
that tDNA* strands are well bound to the SAM, confirming a successful hybridization.



100

With the exception of the dye absorption features, the difference spectra related to
incubation in tDNA* closely resemble the not-labelled dsDNA/MCH spectra. There-
fore, tDNA* hybridization experiments add spectroscopic evidence to the occurrence
of hybridization between complementary strands, allowing for the attribution of
the increase in SE optical thickness, AFM thickness, and XPS and QCM-D cover-
age (detected after incubation in tDNA in previous experiments) to the selective
hybridization process and thus to the DNA double helix formation (Fig. 4.7).
A closer comparison between δ3t∗/0(∆, Ψ) and δ3t/0(∆, Ψ), shows that dsDNA*/MCH
films present a slightly higher optical thickness than dsDNA/MCH SAMs, compati-
ble with a slightly higher film thickness due to the presence of the dye.
As we have already observed, hybridization occurs between complementary nucleic
acid strands. The selective recognition of target strands allows to distinguish, for
example, a pathological sequence from a healthy one. In this work, we analyze the
behaviour of mixed films exposed to target and non-target (15 mismatches) sequence.
Future studies will focus on lowering the number of mismatches to quantitatively
estimate the risk of false-positive test results.
We report difference spectra of tDNA (δ3t/2(∆, Ψ)) and n-tDNA δ3n/2(∆, Ψ)) steps
referred to pDNA/MCH films in Figure 4.43. It is evident that the incubation in
n-tDNA does not lead to any change in the mixed SAMs, while the exposure to
complementary strand solution leads to an increase in film optical thickness (|δ∆|
increase on the NIR) and to tiny changes in the the DNA absorption fingerprint
(features around 260 nm in δ∆ and δΨ).

(a) (b)

Figure 4.43 – Test of biosensor selectivity: exposure of pDNA/MCH SAMs to n-tDNA
or tDNA solution. SE experiment: (a) δ∆3/2 and (b) δΨ3/2 spectra.

It is possible to monitor the selectivity of the hybridization also in real-time through
SE, SPEE, and QCM-D dynamic scans. In Figure 4.44 we report the effect of incubation
of mixed films in n-tDNA and then in tDNA solution.
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(a) (b) (c)

Figure 4.44 – Test of biosensor selectivity: exposure of pDNA/MCH SAMs to n-
tDNA or tDNA solution. Dynamic scans: (a) ∆ variation versus time at 800 nm
(SE experiment); (c) ) ∆ variation versus time at 676 nm (SPEE experiment); (c)
mass/area ratio variation versus time (QCM-D experiment). Arrows indicate
injection of n-tDNA solution.

The three methods clearly detect no changes after the exposure to non-complementary
strand solution (black curves), showing that a 15-mismatch sequence does not lead
to any optical or mass change. Differently, tDNA leads to a fast variation of spectra,
immediately detectable after solution injection (green curves).

4.5.3 Re-usability

Aiming at the development of re-usable DNA-based biosensors, the reversibility
of the hybridization process is paramount. Therefore, we tested the denaturation
process by exposing dsDNA/MCH films to 1 M NaOH solution to regenerate the
pDNA/MCH surface. Sodium hydroxide solution is a commonly used reagent to
denature the DNA: in fact, at alkaline pH, the high concentration of OH- groups in-
terferes with the hydrogen bonds between complementary bases, resulting in double
helix dehybridization [80].
Exposure to NaOH solution results in a rapid increase in ∆ (indicating a decrease in op-
tical thickness), which regains its pre-hybridization value by the time the TE buffer so-
lution is reintroduced into the liquid cell (Fig. 4.45). The hybridization/denaturation
cycles were repeated up to 5 times showing unchanged efficiency.
It can be noted that, after denaturation, the ∆ values returned to the pDNA/MCH
SAM values only after rinsing in TE buffer: this data highlights how the environmen-
tal media used, i.e. TE buffer and 1 M NaOH, have different optical behaviour.
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Figure 4.45 – Test of biosensor reversibility: exposure of pDNA/MCH SAMs to tDNA,
followed by denaturation through 1 M NaOH solution (3 cycles). Measurements
acquired in TE buffer medium (white regions) and 1 M NaOH medium (grey
regions).

Another important issue concerning biosensor development is the preservation of the
selective recognition properties of the sensing platform upon storage in dry conditions.
To this end, we checked and successfully verified the occurrence of hybridization and
denaturation cycles on pDNA/MCH SAMs upon at least one-week storage in dry
conditions.

4.6 Application: SARS-CoV-2 detection

Detection of the viral target sequence RdRp-Helicase (28-mer), which belongs to a
region of the SARS-CoV-2 gene [161], is highly attractive given possible applications
related to pandemic COVID19. Employing this DNA sequence is essential to demon-
strate the efficacy of our methodological approach to detect nucleic acid strands for
biosensing applications.
Hybridization was performed with both target RNA (tRNA, dsRNA/MCH film) and
target DNA (tDNA, dsDNA/MCH film) strands: the two chains showed no differ-
ence in double helix formation. Importantly, RNA strands require more stringent
cleaning and handling protocols but, in the methods employed in this thesis work,
tRNA did not lead to any particular criticality.

4.6.1 Kinetics: QCM-D and SE

The real-time analysis of RdRp-Helicase films is reported in Figure 4.46, where QCM-
D and SE experiments are shown. Similar to the behaviour of FZ24 SAMs (Fig. 4.2 and
Fig. 4.4 (a)), mass coverage increase and ∆ decrease are detected after the exposure to
pDNA, MCH, and tRNA.
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(a) (b)

Figure 4.46 – dsRNA/MCH film self-assembly: pDNA + MCH + tRNA. (a) QCM-
D experiment: (a) mass/area ratio variation versus time; (b) SE experiment: ∆
variation versus time at λ=800 nm.

The evaluation of the DNA self-assembly and hybridization kinetics requires a fit
of the QCM-D dynamic data (Table 4.10). A fit of SE data was also performed for
comparison, but it is necessary to remember that the values considered as reference for
kinetics analysis are the QCM-D ones, since they derive from the extensive mass/area
quantity while SE data rely on the more complex optical thickness. However, a very
good agreement was found for time constants obtained by the two methods.
Self-assembled thiolated pDNA data were fitted according to a double exponential
function, while the fit of MCH and tRNA adsorption was performed with single
exponential functions (Langmuir isotherm). A satisfactory agreement between results
referred to FZ24 and RdRp-Helicase data was found. For pDNA (RdRp-Helicase)
deposition, a rapid initial adsorption through the thiolated linker (τ1 ∼3 min) and a
successive reorganization of the pDNA strands (τ2 ∼54 min) were observed, while
the MCH kinetics is dominated by a relatively large time constant (∼ 19 min). Finally,
the formation of the double-helix DNA/RNA provides time constants of ∼5 min for
RdRp-Helicase strands, slightly longer than the ∼3 min observed for FZ24 strands,
perhaps suggesting that the interaction between longer oligonucleotide chains (28-
mers versus 22-mers) could require a longer hybridization time.

QCM-D (min) SE (min)
pDNA (3.41± 0.04) (54.4± 0.4) (2.9± 0.3) (72± 4)
MCH (19.0± 1.1) / (17.6± 1.8) /
tDNA (5.23± 0.05) / (4.6± 0.3) /

Table 4.10 – Time constants resulting from the fitting procedure of QCM-D and SE
dynamic data of RdRp-Helicase SAMs deposition. Reported errors result from the
fitting procedures and not consider the sample-to-sample variability.
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4.6.2 Coverage: QCM-D and XPS

From QCM-D, we could evaluate the mass coverage increase for each deposition step
(Fig. 4.46 (a)).
Concerning the self-assembly of RdRp-Helicase pDNA, an average mass increase
of 480 ng/cm2 is detected. The resulting molecular density of 3.3 · 1013 molec/cm2

and the average nearest-neighbour distance of 1.9 nm are slightly lower than values
obtained from FZ24 pDNA deposition and previous studies (Table 4.1).
The incubation in MCH causes an adsorbed mass increase around 30 ng/cm2 (molec-
ular density: 1.4 · 1014 molec/cm2). Such a low increase suggests the formation
of a layer less packed than in the case of FZ24 SAMs; in fact, the average nearest-
neighbour distance between MCH molecules is 0.9 nm for RdRp-Helicase mixed
films and 0.5 nm for FZ24 mixed films. The filling process of empty binding sites
between pDNA strands by MCH molecules seems to be less efficient than for FZ24
films.
Finally, tRNA strand deposition corresponds to an increase of mass/area ratio around
240 ng/cm2, in excellent agreement with the increase detected for FZ24 films and
previous reports (Table 4.1). The molecular density of tRNA (1.7 · 1013 molec/cm2) is
half of the molecular density of pDNA, indicating that for RdRp-Helicase films about
50% of pDNA chains are hybridized by the target nucleic acid. The nearest-neighbour
distance between target strands results to be around 2.7 nm, in agreement with the
2.5 nm value suggested by Li et al. [228].

XPS experiments confirmed slight differences between FZ24 and RdRp-Helicase
double-strand SAMs coverage without detecting any difference in the chemical
species. In Table 4.11 we report the comparison between ratios of peculiar DNA
element regions (C, O, S, N, P) respect to Au referred to RdRp-Helicase and FZ24
strands.
We can observe that RdRp-Helicase dsRNA/MCH SAMs exhibit lower surface cov-
erage than FZ24 SAMs, as detected by QCM-D experiments, confirming that longer
filaments slightly hinder the process of self-assembly and hybridization, resulting in
a slightly lower film density.

dsDNA/MCH SAMs C/Au O/Au S/Au N/Au P/Au
RdRp-Helicase 2.4 1.2 0.03 0.58 0.15

FZ24 3.1 1.5 0.06 0.71 0.20
Table 4.11 – Comparison between ratios of characteristic DNA element regions respect

to Au one for double strand films of RdRp-Helicase and FZ24.

4.6.3 Thickness: AFM

AFM nanoshaving experiments conducted on RdRp-Helicase SAMs helped moni-
toring the effect of the exposure of pDNA films to MCH and tDNA. We report an
example of a nanoshaving experiment in Figure 4.47.
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(a) (b) (c)

(d)

Figure 4.47 – Example of AFM nanoshaving experiment on RdRp-Helicase SAMs.
Height AFM image of shaved patches acquired in contact mode (data scale: 7 nm)
on (a) pDNA, (b) pDNA/MCH and (c) dsRNA/MCH films. (d) Height histogram
of (a), (b) and (c). The reference distribution corresponds to the SAM surface
(brighter areas in AFM images) whereas the other peak corresponds to shaved
regions (darker areas in AFM images).

The single-strand and the double-strand films present comparable heights with FZ24
pDNA SAMs (Table 4.3) within the experimental error, with values around 2 nm
and 4.5 nm. Instead, the exposure to the MCH molecular spacer only slightly affects
the height of the RdRp-Helicase pDNA films. This result supports QCM-D mass
coverage data, that indicate a mass increase of only 30 ng/cm2 after the incubation in
MCH for RdRp-Helicase while an increase of 80 ng/cm2 was found for FZ24, .
In Table 4.12 we report AFM results referred to RdRp-Helicase SAMs. These results
are important to guide quantitative SE analysis, which can provide spectroscopic
evidence to discriminate between ssDNA and dsDNA films.

Thickness (nm)
pDNA 2.0 ± 0.6
MCH 2.3 ± 0.5
tRNA 4.5 ± 0.3

Table 4.12 – AFM nanoshaving results for RdRp-Helicase films.
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4.6.4 Optical thickness: SE

SE experiments have been performed to optically characterize RdRp-Helicase SAMs,
aiming at exploiting the DNA absorption feature as fingerprint of successful recog-
nition of the target strands. In Figure 4.48 we report SE difference spectra referred
to RdRp-Helicase films. Ellipsometric measurements confirmed QCM-D and AFM
findings.
Starting from the analysis of pDNA SAMs, we can observe that RdRp-Helicase
strands form films with a slightly lower optical thickness but with the same shapes
and features, like the DNA absorption, as FZ24 layers (Fig. 4.7).
Incubation of RdRp-Helicase pDNA films in MCH solutions leads to mixed films
exhibiting some differences compared to FZ24 mixed films. In particular, FZ24 mixed
films show more interface effect due to S-Au bonds (δΨ negative in the NIR) and
a greater optical thickness (|δ∆| larger in the NIR), confirming QCM-D and AFM
findings.
Finally, double-strand SAMs of RdRp-Helicase and FZ24 are similar, as confirmed
by AFM height estimations and QCM-D mass coverage results. The slightly lower-
density pDNA SAM does not affect the dsDNA/MCH state significantly.

(a) (b)

Figure 4.48 – RdRp-Helicase dsDNA/MCH film formation: SE experiment. (a) δ∆
and (b) δΨ spectra of pDNA (red), pDNA/MCH (blue) and dsRNA/MCH (green)
SAMs.

4.6.5 SE model: quantitative analysis

The quantification of ellipsometric data required the construction of an appropriate
optical model, as in the case of FZ24 films (section 4.1.5). Simulations were built
ignoring the optical anisotropy normal to the surface (small film thickness estimated
by AFM) - and considering the film as an in-plane optically uniform film (the probed
area largely exceeds the molecular scale).
Simulated curves were obtained by modelling the molecular film as an absorbing
film through the 5-layer model (substrate | interface | linker/spacer | layer |
ambient) (Fig. 4.11), parametrising the layers in the same way as done in section
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4.1.5. The thickness of the whole film (ttot=tCauchy+tEMA*fCauchy) was fixed to 2.3 nm
for pDNA/MCH SAMs and to 4.5 nm for dsRNA/MCH SAMs, values obtained from
AFM nanoshaving measurements (Table 4.12). Table 4.13 shows the list of parameters
used to build the RdRp-Helicase 5-layer model.

pDNA/MCH dsRNA/MCH

EMA
tEMA=0.16 nm tEMA=0.16 nm

fCauchy=70% fCauchy=70%

Cauchy layer

tCauchy=0.49 nm tCauchy=0.49 nm
ACauchy=1.45 ACauchy=1.45

BCauchy=0 µm2 BCauchy=0 µm2

CCauchy=0 µm4 CCauchy=0 µm4

GenOsc layer

tGenOsc=1.7 nm tGenOsc=3.9 nm
ε1∞=1.88 ε1∞=1.75

Epole=6.29 eV (197 nm) Epole=6.29 eV (197 nm)
Apole=9.5 Apole=9.5

EG1=4.79 eV (259 nm) EG1=4.79 eV (259 nm)
AG1=0.28 AG1=0.18

BG1=0.48 eV BG1=0.42 eV
EG2=4.54 eV (273 nm) EG2=4.44 eV (279 nm)

AG2=0.22 AG2=0.13
BG2=0.42 eV BG2=0.44 eV

ttot=tEMA*fCauchy+tCauchy+tGenOsc 2.3 nm 4.5 nm
Table 4.13 – SE analysis on RdRp-Helicase DNA SAMs: list of parameters employed

in the 5-layer models (values referred to reference simulations with, respectively,
n(1300 nm)∼ 1.47 and n(1300 nm)∼ 1.42 for pDNA/MCH and dsRNA/MCH
films).

Figure 4.49 (a-b) shows the comparison between calculated curves and experimental
data referred to the mixed films. The dashed curves have been selected by looking
at reproducing data above 500 nm, enabling a reliable estimate for the refractive
index of the absorbing layer in the NIR (in Fig. 4.49 (c) the corresponding real and
imaginary part of refractive index are reported). Two more simulations (continuous
curves), that differ from the dashed curve only in the value of ε1∞ (parameter which
essentially determines the real value of refractive index in the NIR limit), graphically
identify a region (shading) that "bounds" the experimental curves below 500 nm (n
between 1.44 and 1.50). Since we deal with ultrathin and relatively low-index films,
ε1∞ exhibited a marked degree of correlation with film thickness. For this reason,
the employment of AFM-nanolithography measurements to get independent film
thickness data is essential to mitigate index-thickness correlation issues.

We can observe that the 5-layer model simulations reproduced the shape of the
difference spectra very well in the whole probed spectral range, reproducing all the
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experimental features like the position and the shape of the narrow features around
260 nm (DNA absorption), the location of δ∆ maximum at about 500 nm, and the δΨ
negative values in NIR region, providing important quantitative information.

(a) (b)

(c)

Figure 4.49 – Comparison between SE experiments and simulations for RdRp-Helicase
pDNA films. (a) δ∆2/0 experimental data (circles) vs calculated curves (grey
region). (b) δΨ2/0 experimental data (circles) vs calculated curves (grey region).
For reference, calculated curves for n(1300 nm)=1.47 are reported too (black dashed
lines). (c) Refractive index and extinction coefficient related to the GenOsc layer
representing RdRp pDNA/MCH SAMs (n(1300 nm)=1.47).

Given the good agreement between experimental data and simulations referred to
pDNA/MCH films, we applied the 5-layer model also to RdRp-Helicase dsRNA/MCH
films (Fig. 4.50). As for pDNA/MCH SAMs, the dashed curves have been selected to
reproduce data above 500 nm, in order to obtain a reliable estimate for the refractive
index the dsDNA layer in the NIR. Moreover, two simulations (continuous curves)
have been added, that differ from the dashed curve only in the value of ε1∞ and allow
to graphically identify a region (shading) that "bounds" the experimental curves
below 500 nm. The NIR refractive index corresponding to these curves is shown
directly in Figure 4.50 (c).

As already discussed in section 4.1.5 for the FZ24 sequence, despite the limitations
of the model in describing the behaviour of a complex system such as RNA/DNA
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SAMs, a good agreement between simulation and experiment was obtained. Thus,
the overlap between the simulations and the experimental data provided us informa-
tion on DNA absorption (UV region) and film organization with respect to both the
SAM/gold interface (δΨ) and the film refractive index (δ∆) (Vis-NIR region).

(a) (b)

(c)

Figure 4.50 – Comparison between SE experiments and simulations for RdRp-Helicase
dsRNA/MCH films. (a) δ∆3t/0 experimental data (circles) vs calculated curves
(grey region). (b) δΨ3t/0 experimental data (circles) vs calculated curves (grey
region). For reference, calculated curves for n(1300 nm)=1.42 are reported too
(black dashed lines). (c) Refractive index and extinction coefficient related to the
GenOsc layer representing dsRNA/MCH SAMs (n(1300 nm)=1.42).

Focussing on the DNA absorption, for both pDNA/MCH and dsDNA/MCH SAMs,
two Gaussian oscillators account for the narrow UV dips with position in general
agreement with the literature and previous simulations on FZ24 SAMs. The SE fea-
tures of the DNA absorption slightly changes after hybridization (Fig. 4.48), showing
a small red-shift or even a small broadening/intensity increase. In our simulations,
small shifts of the Gaussian peak positions were applied to reproduce the red-shift of
the absorption feature upon hybridization.
We can observe that the slight increase in intensity of the SE features upon hybridiza-
tion does not account for the increased number of adsorbing molecules following
deposition of tDNA/RNA. This finding, together with the fact that the increase in
optical thickness (detected by SE in NIR region) is definitely lower than the increase
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in mass/area detected by QCM-D measurements after hybridization, suggests the
occurrence of hypochromism for RdRp DNA films on surfaces as already observed
for FZ24 films.



Conclusions

In this thesis, we have studied ultrathin films of DNA chemisorbed on gold and their
hybridization with complementary strands through a multi-technique approach.
This research was motivated by a strong interest towards the search for new biological
detection methods, paramount for example for SARS-CoV-2 mass tests. In particular,
our goal is the development of an efficient, rapid, and inexpensive device able to
detect, through the same platform, both viral or toxin-producing nucleic acids and
pathological analytes. We focused on the fabrication and the analysis of the sensing
performance of a DNA-based oligonucleotide biosensor, leaving for the future the
study of immunological detection.
We studied the DNA films through optical spectroscopy (spectroscopic ellipsometry,
surface plasmon enhanced ellipsometry), X-rays photoelectron spectroscopy and
mechanical methods (atomic force microscopy, quartz crystal microbalance) in order
to obtain a complete characterization of the biological system. With regard to the
experimental methods, the activity allowed for the design of a home-built set-up
for SPEE experiments, technique not present so far at the Department of Physics.
Moreover, concerning the SE and AFM measurements, the optimization of the set-ups
and, for SE, of the flow cell system, has been performed.

The first part of the activity focussed on the optimization of the experimental proto-
cols and set-up, studying a model synthetic DNA sequence, FZ24. We optimized the
preparation protocols of the sensing platform, studying the effect of parameters like
the ionic strength of the buffer solution and the pDNA incubation time.
Firstly, the deposition of pDNA SAMs has been studied in-depth, finding that a high
ionic strength (1 M NaCl TE buffer) and a long immobilization time (24 h) help to
obtain compact, dense, and "thick" films. However, particular attention has to be paid
to the compactness of the films: a too compact layer could prevent an efficient hy-
bridization due to the low inter-strand free space. For this reason, the immobilization
time has been limited to 3 hours.
Subsequently, the effect of using a molecular spacer (MCH) on the resulting SAM
organization was studied. The comparison between a two-step (pDNA + tDNA) and
a three-step (pDNA + MCH + tDNA) process indicated that mixed pDNA/MCH
films allow for an easier detection of the hybridization process.
The second part of the activity exploited the previous results to study the hybridiza-
tion process on optimized DNA films.
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Real-time experiments performed with QCM-D, SE and SPEE allowed monitoring
film variations at each deposition step; a kinetic analysis of molecular deposition
was performed through fitting of QCM-D results. Mass coverage results obtained
from QCM-D analysis indicated an average nearest-neighbour distance of 15 Ȧ for
pDNA films, 5.3 Ȧ for mixed films and 22 Ȧ for tDNA molecules. This finding
suggests that one over two adsorbed single-strand DNA are hybridized by target
DNA and hybridization forms a dense layer of double helix DNA, oriented almost
perpendicular to the surface.
By AFM nanolithography we could monitor the evolution of film thickness at each
stage of deposition. The thickness of pDNA was found to be much lower than the
length of the extended molecule, suggesting a quite disordered arrangement on the
gold surface. The increase of the SAM thickness upon exposure to MCH suggests a
reorganization of pDNA SAMs due to the introduction of the spacer molecule, while
the further thickness increase upon incubation in tDNA indicates the success of the
hybridization process. These results were supported and also confirmed by XPS
measurements, that showed an increase of surface coverage at each deposition step.
SE measurements confirmed previous results and allowed for the detection of dif-
ferences in the optical behaviour between the single-strand and double-strand DNA
films, providing an extremely fast (differently from AFM and XPS), spectroscopic
(differently from QCM-D and AFM) and not-invasive (differently from XPS) method
to detect hybridization.
Analysis of UV absorptions and optical thickness, before and after hybridization, cor-
roborated by comparison with QCM data, allowed to identify, in label-free mode, the
induced hypochromism of the DNA absorbers. While hypochromism (or the reverse
phenomenon of hyperchromism) has been commonly observed in many types of
experiments dealing with molecular solutions, to our knowledge our results represent
the first characterization of this phenomenon for DNA monolayers immobilized on a
surface.
The third part of the activity focused on the limit of detection, the selectivity and
the re-usability of this sensing platform developed for the recognition of a target
oligonucleotide sequence. We investigated the limit of detection through different
methods, finding that the SPEE configuration allowed for detection down to a 10
nM tDNA solution. Selectivity is also critical for a diagnostic device: incubation in a
solution of non-complementary sequences resulted in no changes in the film, whereas
labelled target strands allowed us to effectively correlate the detected changes to the
hybridization process. Then, the re-usability of the device was tested: the efficiency
resulted unchanged up to 5 cycles of hybridization/denaturation and upon at least
one-week storage in dry conditions.

The experience gained was finally exploited to study a COVID-19-related sequence,
the RdRp-Helicase. In fact, the key feature of our sensing approach is that the re-
ceptor/analyte interaction (i.e., the hybridization between probe DNA and target
DNA strands) can be detected unequivocally through a spectroscopic fingerprint by
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in-situ and real-time spectroscopic ellipsometry measurements. All results obtained
for the FZ24 sequence were confirmed from the experiments with the RdRp-Helicase
sequence, reinforcing the robustness of our results.

In conclusion, spectroscopic ellipsometry has proven to be a suitable method to
effectively monitor the sequence recognition process, through non-destructive mea-
surements also in lack of labelling. The difference spectra method can be applied
independently of the substrate and is also practicable in micro-spectrometry exper-
iments applied to sensor arrays. Combining SE measurements with QCM-D data
obtained under comparable conditions also allows calibration of δ∆ data and paves
the way for quantification of the assay. Pathogen detection, DNA computation, and
DNA memory storage devices are just a few of the areas that could benefit from a
device that can very quickly detect label-free DNA hybridization.
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