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Abstract

In this thesis we investigate two distinct regularizing approaches for solving inverse
problems. The first approach involves assuming that the unknown belongs to a manifold
represented by a deep generative model. In particular, we use multiresolution analysis
tools to design a generative neural network in the continuous setting, where the model’s
output belongs to an infinite-dimensional function space and we study the injectivity
of this generator, as it is a necessary condition for its range to represent a manifold.
Furthermore, we derive Lipschitz stability estimates for (possibly nonlinear) infinite-
dimensional inverse problems with unknowns that belong to the manifold generated by
our generative model. However, this generative model can represent only manifolds that
admit a global parameterization. To address this limitation and represent manifolds of
arbitrary topology, we propose to learn a mixture model of variational autoencoders,
where each encoder-decoder pair represents one chart of a manifold. Moreover, we
develop a Riemannian gradient descent algorithm on the learned manifold to solve inverse
problems, with the constraint that the unknowns belong to the manifold.

The second approach introduces a probabilistic sparsity prior formulated as a mixture
of degenerate Gaussians, capable of modeling sparsity with respect to a generic basis.
Within this context, we develop a neural network, serving as the Bayesian estimator for
linear inverse problems and we propose both a supervised and an unsupervised training
strategies to estimate the parameters of this network.

We demonstrate the performance of both approaches for denoising and deblurring
problem with 1D or 2D datasets. We also consider the electrical impedance tomography
problem for the mixture model of variational autoencoders technique.

v



Chapter 1

Introduction

In Section 1.1 we provide a brief overview of inverse problems (IPs) and deep learning,
and the use of classical and deep learning techniques for solving IPs. In Section 1.2 we
present the thesis’s contributions, emphasizing its innovative aspects.

1.1 Inverse Problems and Deep Learning preliminaries

In Section 1.1.1, we initially introduce IPs and discuss the key issues associated with
them. Subsequently, we analyze several classical methods for their resolution, including
Tikhonov regularization, LASSO and regularization by projection.

Moving on to Section 1.1.2, we provide an introduction to the fundamental concepts
of deep learning (DL). Here, we outline the principal neural network (NN) architectures,
with a specific focus on generative NNs, and we explain the general strategy for training
NN, highlighting the variational autoencoder (VAE) training method.

Finally, in Section 1.1.3, we conduct a review of the primary DL methods employed
for solving IPs. These encompass fully learned techniques that exclusively rely on NNs
to derive solutions for IPs, as well as methods that combine DL with classical techniques.
Within the latter category, we distinguish four subcategories based on the manner in
which NNs are employed: post-processing the solution, learning an iterative scheme,
learning a regularization operator, or encoding a priori information about the unknowns.

1.1.1 Inverse Problems

Inverse problems [136] are extensively studied in mathematics due to their prevalence
in real-world scenarios, arising when information about a system needs to be extracted
from noisy observations. In these problems, we have access to noisy data generated by
the system, denoted as y, and possess knowledge of the system’s behavior through the
forward operator, F: X — Y, which represents how the system functions. The main
objective is to determine the unknown quantity of interest, denoted as . Mathematically,
this relationship can be expressed as:

y=F(z)+e, (1.1)

1



CHAPTER 1. INTRODUCTION 2

where € denotes the noise, often assumed to follow a Gaussian distribution.

Several examples of inverse problems can be found within the imaging domain [41],
including denoising [48], deblurring [112], superresolution [86], and inpainting [40] and
the medical domain, including computed tomography (CT) [49], magnetic resonance
imaging (MRI) [157], positron emission tomography (PET) [28], and electrical impedance
tomography (EIT) [62]. In simpler scenarios like denoising and deblurring, the forward
operator takes a straightforward form. Specifically, for denoising, the forward operator
is represented by the identity function, while for deblurring, it is a convolution with
a blur filter. However, in the context of medical applications, the forward operator
becomes notably more intricate as it incorporates the fundamental physical laws inherent
to the specific problem. For instance, in CT the forward operator needs to incorporate
integration over lines, while for EIT it necessitates a representation based on a partial
differential equation (PDE) [84]. In the latter case, the nonlinearity of the forward map
further adds to the complexity of the problem.

In any case, while solving the forward problem, namely finding y given z, is relatively
straightforward, the inverse problem presents significant challenges. Indeed, in nearly all
inverse problems, directly inverting the forward operator to reconstruct the unknown x
amplifies the effect of the noise & present in the initial measurement y. Consequently, the
reconstruction obtained using this method may substantially deviate from the ground
truth, namely the true unknown from which y is measured, and may exhibit artifacts.
Even when assuming perfect measurements without any noise, the inverse problems often
result “ill posed”, term introduced by the mathematician Jacques Hadamard in the 20th
century. According to his definition [103], a problem is well-posed if the solution exists,
it is unique and it exhibits continuous dependence on the data, namely the solution is
stable.

In order to ensure the existence of the solution, one can consider a relaxed version of
equation (1.1) by seeking all possible values x for which F(z) closely approximates y in
a suitable metric. This leads to the following minimization problem

i 1.2

min £(F(2),y), (1.2)

where L(F(x),y) represents the data discrepancy term which quantifies the distance
between y and F(x). When Y is a Hilbert space, a common choice for £(F(z),y) is
| F(z) — y||2-. In this case, a solution of (1.2) is referred to as the Least Squares solution
[90]. For the purposes of our analysis, we assume that both X and Y are Hilbert spaces.

1.1.1.1 Classical techniques for Inverse Problems

In order to address the issues of uniqueness and stability in inverse problems, various
techniques have been developed over the years. These techniques aim to regularize the
problems, namely to stabilize the solution, and encompass generalized inverse methods,
iterative methods with early stopping, and variational methods. In this section, we provide
a brief overview of the three most widely used variational methods: L? regularization
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(Tikhonov regularization), L' regularization (total variation and least absolute shrinkage
and selection operator, known as LASSO) and regularization by projection.
Variational methods introduce a penalty/regularization term, which we denote by
J(x), into the minimization problem (1.2). This results in the following formulation
min £(F(x),y) + AJ(z), (1.3)
reX
where A > 0 represents a regularization parameter. The penalty term J(x) promotes
uniqueness and stability of the solution and it can encode a-priori information about x.
For instance, one can choose J(x) = ||z||3 to obtain the smallest norm solution (Tikhonov
[220]), or J(x) = ||z||1 to encourage sparsity (LASSO [219]), or J(x) = 1x(z) to obtain
a solution in X C X (regularization by projection [228]), or J(z) = ||Vz||; to obtain
piecewise constant solutions (total variation [195]). For a detailed review of these methods
we refer to the literature [79, 202].

Tikhonov regularization. Consider the minimization problem

1 2, Ayi2
in — — — 14
min =1 F(2) — yl3 + Sl (1.4)
where F: X — Y represents a forward differentiable operator with X and Y Hilbert
spaces, and A > 0 is a regularization parameter. As the functional in (1.4) is differentiable,
a gradient-type algorithm can be applied to find the solution to the minimization problem
(as discussed in [79, Chapter 11.1]). The iterative algorithm proceeds as follows

Tip1 = 2 — L(F (xr)) " (F(or) — y) + Azg),

where ¢t > 0 represents a stepsize and (-)* denotes the adjoint operator.
If the forward operator F(z) = Ax is linear and compact, then the solution to (1.4)
(as discussed in [79, Chapter 5.1]) is given by

T = (A*A+ Nt A%y,
where A is the linear forward operator.

LASSO regularization. Consider the minimization problem

1 2
min o [ F(z) = yllz + Allll, (1.5)
where F: X — Y is a forward differentiable operator with X = R™ and Y = R™, and
A > 0 is a regularization parameter. The functional in (1.5) consists of a differentiable
term g(z) = 1[|F(z) — y[|3 and a non-differentiable term f(z) = |z|;. Therefore a
proximal gradient descent method can be employed (as discussed in [181]). The solution

to (1.5) is iteratively obtained using the following update rule

Try1 = proxy ¢(wg — tVg(zy)),
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where t > 0 represents a stepsize and prox;y ¢(-) := argmin, (f(z) + 555 = — -[|3) indicates
the proximal operator of t\f. In the specific case of f(z) = ||z||1, the proximal operator
of tAf corresponds to the shrinkage/soft thresholding operator Sy : R™ — R" defined
componentwise as

Sixn(z)" = max{|z*| — tA, 0} sign(z"),

where ¢ indicates the component. From this, the proximal gradient method is named
the iterative soft thresholding algorithm (ISTA) [70, 107]. In this case the penalty term
f(x) = ||z||; promotes the sparsity of the solution w.r.t. the canonical basis. However, it
is useful to consider a penalty term that promotes sparsity w.r.t. a generic basis by taking
f(z) = ||M=z||; where M is a matrix representing the change of basis from the canonical
basis to the basis on which the unknown is sparse. This approach enables us to represent
more general classes of data, particularly those that can be accurately characterized
using only a limited number of components or features within a specific domain. This is
motivated by the desire to reduce the dimensionality, and, consequently, the complexity
of problems. In real-world scenarios, sparsity prior are frequently employed because
signals and images are naturally sparse in certain representations.

If the forward operator F(z) = Az is linear and compact, then the solution to (1.5)
is obtained using the update rule

Tp1 = Sia(ay — tA™(Azy — ),

where A is the linear forward operator. Considering instead the penalty term f(z) =
||Mz||; discussed above, the update rule becomes

Tpp1 = MT S (M (z), — tA* (Azy, — y))).
Regularization by projection. Consider the minimization problem
1 2
min o fly — F(2)[2 + La(z) (1.6)

where F: X — Y is a forward differentiable operator with X and Y Hilbert spaces,
and X represents a subspace to which the solution is supposed to belong [79, Section
3.3]. The functional in (1.6) consists of a differentiable term g(z) = 3||F(z) — y||3 and a
non-differentiable term f(x) = 1x(x). Therefore, similar to LASSO, the solution to (1.6)
is obtained iteratively using

Try1 = proxp(vp — tVg(zy)),

where t > 0 represents a stepsize. Here, the penalty term f(z) is the indicator function
of the subset X C X, defined as

]1)((1’) =

0 reX
+00 otherwise
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and forces the unknown to belong to X. Assuming that X is a closed linear subspace of
X, the proximal operator of the indicator function is the orthogonal projection onto X,
namely

proxy , (z) = Px(z),

from which the term regularization by projection is derived.
If the forward operator is linear and compact, then the solution to (1.6) is obtained
using the updating rule

Thk+1 = Px(xk — tA*(A(I}k — y)),

where A is the linear forward operator.

This technique effectively regularizes inverse problems only when the subspace X" is
significantly smaller then the entire space X, because dimensionality reduction enhances
stability. Moreover, X should be appropriately chosen based on the prior knowledge on
the data. For these reasons, X is often selected as a low-dimensional manifold of X that
is inferred from the data [34, 56, 77].

1.1.2 Deep Learning

Deep learning [92, 147] is a highly influential subfield of machine learning that focuses
on the development and application of artificial neural networks with multiple layers. Its
primary objective is to tackle complex tasks across various domains, such as computer
vision, natural language processing, robotics, healthcare, finance, and more. These neural
networks are designed to approximate intricate functions, including the inverse map of
an IP [83]. Deep learning has made significant strides in addressing challenges such as
image classification [154], object detection [236], speech recognition [74], recommendation
systems [235], and autonomous driving [99].

Deep neural networks possess remarkable versatility, enabling them to handle extensive
datasets with high dimensionality and extract information from them. They exhibit a
remarkable expressive power, allowing them to represent complex relationships within
the data. Moreover, deep neural networks are not only applied as discriminative models
[119, 126, 145] but also serve as generative models [133, 180, 197]. They have the ability
to generate synthetic data that closely resembles the training data, thereby enabling
tasks such as data augmentation and simulation [207].

1.1.2.1 Neural Network Architectures

Deep Neural networks are composed by basic building blocks, called layers. A layer
typically consists of an affine map containing learned weights, which parametrize both
the linear term and the bias, and a fixed pointwise nonlinearity, called activation function.
More precisely, the output of the I-th layer is

x; = o(Wizi—1 + by),



CHAPTER 1. INTRODUCTION 6

where z;_1 € X;_; is the output of the | — 1-th layer, X;_; is the output space of the
[ — 1-th layer, 0;: R — R is the activation function of the I-th layer, W;: X;_1 — X, is
the linear map of the I-th layer and b; € X is the bias of the [-th layer. Therefore a
neural network A': X — Y composed by L layers can be written as

N(xo) = O'L(WLUL—l(WL—l ce Ul(Wlxo + bl) s 4 bL—l) + bL), (1.7)

where X = X, Y = X and x¢ € X is the input signal. In the discrete setting, X; = R%,
where d; is the output size of the [-th layer. If there are no restrictions on the linear map,
the layer is called dense layer or fully connected layer.

However, many of the most successful architectures for image processing are based
on convolutional layers, which restrict the linear map in each layer to be a convolution
[148, 146]. Convolutional layers respect the spatial structure of the image while having
considerably fewer free parameters than the corresponding dense layers. Convolutional
networks typically add an additional dimension to the horizontal and vertical image
dimensions, called channel dimension, representing the number of images in each layer.
Many classical architectures increase the number of channels in deeper layers, while
at the same time reducing the spatial dimension or vice versa. The spatial dimension
can be reduced by inserting pooling layers, that combine groups of adjacent pixels into
a single one by taking the maximum or mean value of the pixels, or using a strided
convolutional layer, in which the convolutional filter is moved by a specific step along
the input image and the stepsize determines the size of the output image. This latter
technique also allows to increase the spatial dimension by applying the adjoint operator
of the strided convolution. While dimensional reduction is used for classification and
features extraction, increasing the dimension is specific for image generation problems.
We will explore some generative models in the following paragraph.

Concerning the activation functions, the most common are the rectified linear unit
(ReLU), defined as o(x) = max(z,0), and various generalisations, including the exponen-
tial linear unit (ELU), the Gaussian error linear unit (GELU) and the leaky ReLU. Other
common activation functions are the sigmoid functions, including the logistic function
o(x) = %, the hyperbolic tangent and the arctangent.

Generative Neural Networks. Generative neural networks [133, 180, 197] are a
class of models capable to generate new samples that closely resemble a given dataset.
These networks learn the complex underlying distribution of the data by estimating their
parameters, effectively mapping a simpler probability distribution (such as a Gaussian
distribution) to the underlying data distribution. Then synthetic data samples can be
generated by applying the generator to samples from the simple distribution. Generative
neural networks have diverse applications, including data augmentation [207], image
inpainting [230], anomaly detection [199], and text generation [156]. In the context of
inverse problems, these networks can be employed to impose prior knowledge on the
unknowns, constraining them to lie within the range of the generator.

In many cases the elements within the dataset of interest belong to the same “category”
(e.g. a dataset of lungs for the EIT problem [204]), therefore one can assume that they
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live approximately on a low-dimensional manifold [34]. This manifold can be learned
using one or more generative models [125, 164].
The most famous generative model architectures are

o Variational autoencoders (VAEs) [134]: VAEs consist of two neural networks,
namely an encoder and a decoder. The encoder maps the input data distribution
to a simpler probability distribution (often Gaussian) in a low-dimensional latent
space. The decoder, which assumes the role of the generator in our research, takes
samples from this distribution to reconstruct the input data. Unlike traditional
autoencoders, VAEs incorporate a probabilistic approach, modeling data as a
distribution rather than a single point in the latent space.

o Generative adversarial networks (GANs) [93]: GANs consist of two neural networks,
namely a generator and a discriminator. The generator takes random noise as
input and aims to produce synthetic samples that resemble the real data, while
the discriminator’s goal is to differentiate between real and fake samples. These
networks are trained in an adversarial manner, competing against each other to
enhance their respective performances.

o Normalizing flows (NFs) [192]: NFs employ sequences of invertible and differen-
tiable transformations to map simple probability distributions to the target data
distributions. Each transformation in the flow is designed to be easily invertible,
enabling efficient sampling and log-likelihood computation. The simple distribution
has the same dimension as the data distribution.

o Diffusion models (DMs) [227]: DMs model the diffusion process by gradually
introducing noise, allowing them to learn the systematic decay of information
caused by the noise. They can subsequently reverse the process and recover the
original information from the noisy data.

1.1.2.2 Training a Neural Network

Training a neural network involves determining the parameters 6 of a neural network Ny
in order to achieve the best possible approximation of the function F: X — Y that is of
interest to us. In the fully connected neural network designed in (1.7), the parameters to
learn are the weight matrices W; and the biases ;. In the supervised learning setting, we
are provided with a labeled training set {(z;,v;)}\;, where z; are elements of X and
y; approximate F(x;). In this scenario, the parameters 0 are learned by minimizing the
empirical risk, namely

N
0 = argminy  L(Np(zi), i), (1.8)
o =1

where £: Y XY — R denotes a loss function that typically depends on the specific problem.
For the binary classification problem, the most common losses are hinge loss L(g,y) =
max{0, 1—gy} and binary cross-entropy/logistic loss £(9,y) = —ylog(9)—(1—y) log(1—7),
while, for classification, categorical cross-entropy L£(,y) = —ylog(§) is the most used.
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For regression problem, the most common losses are the mean squared error/L? Loss
L(§,y) = || — y||3 and the mean absolute error/L! Loss L(,y) = ||§ — yl|1-

The existence and uniqueness of the solution of (1.8) are not guaranteed, as the
problem is in general non-convex. Anyway, in practice, the minimization process is
performed using stochastic gradient descent. This approach involves randomly initializing
the parameters 6 and iteratively updating them by applying the following rule

0n+1 = 971 - AV@ (]1 Z ﬁ('/\/@('xl)?yz))

1€Ly

where A is the stepsize and Z,, C {1,..., N} with |Z,,| = k represents randomly selected
mini-batches derived from the training set. During each iteration, a mini-batch is
randomly chosen. In practical implementations, optimization algorithms commonly
incorporate momentum, such as the ADAM algorithm [131]. In any case, it is necessary
to compute the gradient VgNy. This can be achieved using automatic differentiation.

VAEs training. For generative models the training set comprises only {z;}¥ ;, where
the data samples z; are taken from the data distribution. In this unsupervised setting,
where no labels are available, the minimization strategy outlined in (1.8) is no longer
applicable. Since in our work we choose to use decoders of VAE models as generators,
we review the training strategy employed for these models.

As mentioned earlier, the VAE model consists of an encoder Ey with parameters ¢,
which maps from the data space to the latent space, and a decoder Dy with parameters 6,
which performs the reverse mapping. The encoder approximates the posterior distribution
¢s(z|x), where z belongs to the latent space and x belongs to the data space, while the
decoder represents the likelihood py(z|z). In standard VAEs the prior distribution is
p(z) ~ N(0,I) and the new samples are obtained by applying the decoder to a latent
vector sampled from N(0, I). Therefore the training process for finding the parameters
¢ and 6 consists of minimizing both the reconstruction error between the original data
samples z; and their reconstructions Dg(Ey4(x;)) and the distance loss between gy (z|x) and
po(z|z). Mean squared error and cross-entropy are commonly employed as reconstruction
loss, while the reverse Kullback—Leibler divergence is widely used as distance loss between
two distributions. We refer the reader to [135] for more information.

1.1.3 Deep Learning for Inverse Problems

Deep learning techniques for solving inverse problems often yield better results compared
to standard approaches, particularly when large training sets are available [233]. Indeed,
they represent the state-of-the-art in many inverse problems, e.g. image denoising [218],
deblurring [234], MRI [60] and so on. Thanks to the flexibility and the adaptability of
deep neural networks, they can be used in many ways for solving IPs both independently
and by combining them with standard techniques. The first approach involves fully
learned methods, where the goal is to directly approximate the inverse operator using a
neural network. In the second case the neural networks can be used to
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1. post process the solution,

2. learn an iterative scheme,

3. learn a regularization operator,

4. encode a-priori information on the unknown.

In our research, our focus lies on the last two topics, but for completeness we provide a brief
overview of all the techniques mentioned earlier. For a detailed review on deep learning
methods for solving inverse problems we refer the reader to [23, 27, 88, 176, 198, 206].

Fully Learned methods. Fully learned methods aim to approximate the inverse
operator that maps from a measurement y to an unknown variable x using a single neural
network. The network’s parameters are trained using a supervised approach, as described
in equation (1.8), without requiring knowledge of the forward operator. Consequently,
these methods prove particularly valuable when the forward map is either unknown or
only partially known. The effectiveness of these techniques can be influenced by the
architecture of the neural network. A widely adopted architecture, introduced in [237],
represents the network as a composition of three mappings: ¢;0go¢, L. In this formulation,
¢, and ¢, are maps from the manifolds where the unknowns and the measurements
belong, respectively, to Euclidean space, while g is a diffeomorphism between the two
manifolds. These maps are parameterized using sequences of fully connected layers (¢, ) or
sequences of convolutional layers (¢, and g). Fully learned techniques for solving inverse
problems are also employed in other works such as [225, 83, 200]. The performances
obtained using fully learned methods instead of classical ones for solving inverse problems
depend on the specific problem and on the architecture of the network and cannot be
generalized.

Post-processing methods. Post-processing methods involve a two-step approach.
Firstly, an initial solution to the inverse problem is computed using a standard technique,
such as employing the pseudo-inverse for linear IPs. Then, the solution is refined
by mitigating artifacts through post-processing, which is accomplished using a neural
network trained as a denoiser or deblurring operator. These networks often adopt a
convolutional structure, with U-net and similar encoder-decoder architectures being
commonly employed [128, 130, 111]. Post-processing techniques find applications in
various medical inverse problems, including CT [55], MRI [224], PET [67], EIT [108],
among others. In a similar way it is also possible to preprocess the measurements using
neural network [16, 120, 150].

Learning an iterative scheme Learning an iterative scheme involves using a neural
network with layers designed to mimic the iterations of a traditional iterative scheme.
These techniques are often referred to as “unrolling techniques” because the iterative
schemes are “unrolled” and replaced with neural networks. In cases where both terms of
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the functional in (1.3) are differentiable, these networks can be employed to approximate
the gradient of that functional, resulting in a learned gradient descent scheme [3].
Furthermore, neural networks can be employed to learn proximal primal-dual methods
[4] or proximal gradient descent algorithms [171]. Another approach involves integrating
neural networks into iterative schemes by applying them after each iteration. For instance,
in the plug-and-play method [129, 193], each iteration consists of a gradient descent step
followed by the application of a neural network denoiser.

Learning a Regularizer. In Section 1.1.1.1 we discussed some possible choices of
the regularization term J in (1.3). However, since the appropriate choice of J should
align with the specific characteristics of the data, it is possible to learn it from the data
through a neural network. More precisely, the penalty term is represented by a neural
network Jy, where 0 are the network’s parameters. The parameters of the network and
the solution of the inverse problem can be found by minimizing £(F(x),y) + Jg(x) in
both variables, # and x. This can be done, e.g., using bilevel optimization (refer to [23,
Section 4.3]).

The methods that involve learning a regularizer differ in terms of architecture and
training strategy of the regularizer. Among these techniques, we mention the neural
network Tikhonov (NETT) approach [153] and the adversarial regularizer method [162].
The NETT regularizer is composed by an auto-encoding structured network and a
regularization functional. The training process for this network closely resembles that of
autoencoders. Subsequently, the solution to the inverse problem is obtained by minimizing
the variational problem with respect to the only remaining variable, which is x. This
is achievable because the network’s parameters remain fixed after training. Also for
the adversarial regularization method, the training of the regularizer occurs before the
minimization of the variational functional. However, as the name suggests, the training
process takes an adversarial approach, involving the discrimination between the prior
distribution and the distribution of imperfect solutions to the inverse problem.

To ensure convergence guarantees for the variational reconstruction problem, the
inclusion of convex regularizers has been explored [175]. In this context, the regularizer
is an input convex neural network [19].

Encode a-priori information on the unknown. Generative neural networks are
often used for modeling a-priori information on the unknown of inverse problems, namely
the unknown is assumed to belong to the image of a generator [24, 44, 104, 204]. This
assumption imposes a structure on the unknown, indeed the unknown z is supposed to
be Gy(z) where Gy: Z — X represents a generator depending on the parameters 6 and z
is sampled from the latent space Z. Therefore, the regularized solution is
Ro(y) = Gy(2') where 2’ € arg rIZlin L(F(Go(2)),y)-
ze

In this approach there is no need for a penalty term, as the regularization is implicitly
provided by the generator. There exist other approaches in which generative models
without training data are used for modeling prior information [221].
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1.2 Thesis overview and contribution

In this section, we provide an overview of the contributions presented in this thesis,
which are divided into three chapters. The results from these chapters are discussed,
respectively, in the papers

I. G. S. Alberti, M. Santacesaria, and S. Sciutto, Continuous generative neural
networks, 2022, [12]. Revision submitted to Inverse Problems.

II. G. S. Alberti, J. Hertrich, M. Santacesaria, and S. Sciutto, Manifold learning by
mixture models of VAFEs for inverse problems, 2023, [8]. Revision submitted to
Journal of Machine Learning Research.

III. G. S. Alberti, L. Ratti, M. Santacesaria, and S. Sciutto, Learning a Gaussian
mizture for sparsity reqularization in inverse problems, 2024, [9]. Submitted to IMA
Journal of Numerical Analysis.

1.2.1 Continuous Generative Neural Networks for Inverse Problems

In Chapter 2, we design a generative neural network in an infinite-dimensional setting
and we use it for modeling the unknown variables in inverse problems. The primary
contributions in this direction are as follows.

« Designing a generative neural network G: R® — L? that takes low-dimensional
vectors as input and generates functions in L? as output, namely, a generator in
an infinite-dimensional setting that we call continuous generative neural network
(CGNN). This is useful because many physical quantities of interest are better
modeled as functions than vectors, e.g. solutions of partial differential equations.

o Defining the concept of strided convolution in the L? setting, where the dimensions
of the spaces of each layer are replaced by the scales of a multiresolution analysis of
a compactly supported wavelet. This adaptation is necessary to accommodate the
architecture of CGNN, which draws inspiration from DCGAN. It includes a fully
connected layer, multiple strided convolutional layers, and nonlinear activation
functions.

e Finding a set of sufficient conditions under which a CGNN is injective. These
assumptions seem very natural as they entail the linear independence of the scaling
coefficients of the convolutional filters and the injectivity of the nonlinearities.
Injectivity is fundamental when using CGNN to solve IPs, and it is not trivial in
our setup due to the projections needed for our definition of continuous strided
convolution and the reduction of the channels in each layer of the network.

« Proving that, if G is injective, M := G(R®) is an S-dimensional differentiable
manifold embedded in L? whose only chart is G~1.
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o Guaranteeing Lipschitz stability for (possibly nonlinear) infinite-dimensional inverse
problems where the unknowns belong to the manifold generated by an injective
CGNN, under the assumption that the forward map and its derivative are injective.

e Providing numerical comparisons between discrete generative neural networks
and our CGNNSs, obtained using different Daubechies scaling functions, in signal
generation and in a signal deblurring problem. The signal class consists of truncated
Fourier series. The CGNN is trained as a decoder of a VAE.

1.2.2 Manifold Learning by Mixture Models of Variational Autoen-
coders for Inverse Problems

In Chapter 3, our investigation focuses on learning manifolds through mixture models of
variational autoencoders. This approach enables the representation of manifolds with
arbitrary topologies, as it incorporates multiple charts represented by encoder-decoder
pairs of VAEs. This capability is crucial when dealing with real datasets, as they may
lack a global parameterization, making it impossible to represent them as a single-chart
manifold. The transition from learning one-chart manifolds to learning multiple-charts
manifolds can be viewed as an extension of the previous chapter, however, in this
context, we present a theoretical framework within the finite-dimensional setting. The
contributions of this research are here summerized.

e Representing manifolds of arbitrary dimension and topology by learning a mixture
model of VAEs. The manifolds charts are represented by the inverse functions of
the injective decoders. In this sense, we extend the theory developed in the previous
chapter. However, in this chapter, we consider VAEs in the finite-dimensional
setting with a very different architecture from CGNN. Specifically, each decoder is
the composition of a normalizing flow, which learns the latent space’s structure,
and a series of invertible neural networks and fixed linear operators, that increase
the dimensionality and map the learned latent space to the data distribution.

e Proposing a novel training strategy for learning the data manifold by deriving
a loss function for maximum likelihood estimation of the model weights. The
loss considers the probability, estimated using the evidence lower bound (ELBO),
of each training data to belong to each chart of the manifold. Furthermore, in
accordance with the manifold’s definition, we make slight adjustments to the ELBO
definition to allow for overlapping charts.

e Proposing a Riemannian gradient descent scheme for minimizing a functional defined
on a multiple-charts manifold. The necessity of employing the Riemannian gradient
becomes apparent when dealing with multiple-charts manifolds. This is because
gradient descent steps taken with respect to different charts may lead in completely
different directions, rendering it impractical to establish a coherent gradient descent
algorithm. In contrast, the Riemannian gradient remains consistent regardless of
the manifold’s parameterization, providing a more reliable approach.
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o Providing numerical comparisons between a single generator (leading to a manifold
with a single chart) and multiple generators (leading to a manifold with multiple
charts) in manifold generation (two circles, ring, sphere, swiss roll, torus) and
minimization of functionals defined on these manifolds, and for solving the image
deblurring problem and the EIT problem.

1.2.3 Learning a Gaussian Mixture for Sparse Optimization in Inverse
Problems

In Chapter 4, our focus lies on designing a neural network that represents the Bayesian
estimator for a discrete linear inverse problem with Gaussian mixture prior, i.e. using
the prior knowledge that the unknown is sampled from a Gaussian mixture model.
Additionally, we observe that this choice of prior also aligns with a reasonable sparsity
assumption by using degenerate Gaussian components within the mixture. The key
contributions of this research are the following.

e Representing the Bayesian estimator for a finite-dimensional linear inverse problem
with Gaussian mixture prior as a two-layers feed-forward neural network. The
hidden layer involves non-standard operations on the input variables and exhibits
similarities with the attention mechanism of the transformer architecture.

o Justifying the usage of a Gaussian Mixture prior as a “group” sparsity prior for
inverse problems. Sparsity is obtained by considering degenerate Gaussian into
the mixture and the groups are marked by the different Gaussians of the mixture.
It’s worth noting that we introduced a probabilistic prior that encourages sparsity,
even though standard probabilistic priors are not typically well suited for their
sparsity-promoting properties.

e Proposing both a supervised and an unsupervised methods for learning the neural
network weights, which correspond to the parameters of the Gaussian mixture.
The first technique entails minimizing the empirical risk, while the second involves
endowing the network with the empirically estimated parameters of the mixture
derived from the training set.

e Comparing numerically our proposed methods with other sparsity algorithms,
including LASSO, Group LASSO, iterative hard thresholding (IHT) and dictionary
learning for 1D denoising and deblurring problem using various types of datasets.
These are designed for representing group sparsity: the first dataset is directly
generated from a degenerate Gaussian mixture, while the others consist of smooth
functions with one or two jumps (discontinuities) with “Gaussian” amplitude. In
the latter case, the functions can be partitioned into groups based on the positions
of these discontinuities, and the sparsity becomes evident in the wavelets domain. In
particular, thanks to the smoothness of the signals, the wavelet coefficients relative
to high scales appear sparse. For the numerical experiments, our algorithms, that do
not necessitate prior knowledge of the basis on which the dataset exhibits sparsity,
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offer superior reconstruction performances compared to classical sparsity-promoting
methods that require estimating the basis beforehand.



Chapter 2

Continuous Generative Neural
Networks for Inverse Problems

Deep generative models are a large class of deep learning architectures whose goal is to
approximate high-dimensional probability distributions [196]. A trained model is then
able to easily generate new realistic samples. They have received huge interest in the last
decade both for very promising applications in physics [73, 179], medicine [110, 170, 210],
computational chemistry [223, 226] and more recently also for their worrying ability in
producing realistic fake videos, a.k.a. deepfakes [100]. Several architectures and training
protocols have proven to be very effective, including variational autoencoders [134],
generative adversarial networks [93], normalising flows [192, 75] and diffusion models
[227].

In this chapter we consider a generalization of some of these architectures to a
continuous setting, where the samples to be generated belong to an infinite-dimensional
function space. One reason is that many physical quantities of interest are better modeled
as functions than vectors, e.g. solutions of partial differential equations. In this respect,
this work fits in the growing research area of neural networks in infinite-dimensional
spaces, often motivated by the study of PDEs, which includes neural operators [142],
Deep-O-Nets [161], PINNS [190] and many others. The general goal of these works
is to approximate an operator between infinite-dimensional function spaces (e.g. the
parameter-to-solution map of a PDE) with a neural network that does not depend on
the discretization of the domain.

A second reason concerns the promising applications of generative models in solving
inverse problems. A typical inverse problem consists in the recovery of a quantity from
noisy observations that are described by a ill-posed operator between function spaces [79].
Virtually, every imaging modality can be modeled in such a way, including computed
tomography, magnetic resonance imaging and ultrasonography. In recent years, machine
learning based reconstruction algorithms have become the state of the art in most imaging
applications [23, 176]. Among these algorithms, the ones combining generative models
with classical iterative methods — such as the Landweber scheme — are very promising
since they retain most of the explanaibility provided by inverse problems theory. However,

15
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despite the impressive numerical results [44, 221, 22, 123, 204, 24, 122], many theoretical
questions have not been studied yet, for instance concerning stability properties of the
reconstruction. In the context of inverse problems, there are several super-resolution
method able to produce a continuous representation of an image [59, 78, 211, 212, 217,
102, 101]. In particular, in [102] the authors consider generative convolutional neural
networks in function spaces, but without incorporating the concepts of strided convolution
including upscaling and downscaling, typical of discrete convolutional networks. Further,
none of these approaches is based on the wavelet decomposition, the tool used in the
present work, which naturally deals with continuous signals.

In this work (Section 2.1), we introduce a family of continuous generative neural
networks (CGNNs), mapping a finite-dimensional space into an infinite-dimensional
function space. Inspired by the architecture of deep convolutional GANs (DCGANSs) [189],
CGNNs are obtained by composing an affine map with several (continuous) convolutional
layers with nonlinear activation functions. The convolutional layers are constructed as
maps between the subspaces of a multi-resolution analysis (MRA) at different scales,
and naturally generalize discrete convolutions. In our continuous setting, the scale
parameter plays the role of the resolution of the signal/image. We note that wavelet
analysis has been used in the design of deep learning architectures in the last decade
[167, 47, 20, 64, 21].

The main result of this chapter (Section 2.2) is a set of sufficient conditions that
the parameters of a CGNN must satisfy in order to guarantee global injectivity of the
network. This result is far from trivial because in each convolutional layer the number
of channels is reduced, and this has to be compensated by the higher scale in the
MRA. Generative models that are not injective are of no use in solving inverse problems
or inference problems, or at least it is difficult to study their performance from the
theoretical point of view. In the discrete settings, some families of injective networks
have been already thoroughly characterized [33, 151, 187, 80, 141, 188, 105, 104]. Note
that normalizing flows are injective by construction, yet they are maps between spaces of
the same (generally large) dimension, a feature that does not necessarily help with our
desired applications.

Indeed, another useful property of CGNNs is dimensionality reduction. For ill-posed
inverse problems, it is well known that imposing finite-dimensional priors improves the
stability and the quality of the reconstruction [15, 37, 35, 14, 38], also working with
finitely-many measurements [10, 113, 6, 11, 5]. In practice, these priors are unknown or
cannot be analytically described: yet, they can be approximated by a (trained) CGNN.
The second main result of this work (Section 2.3) is that an injective CGNN allows us
to transform a possibly nonlinear ill-posed inverse problem into a Lipschitz stable one.
Our stability estimate in Theorem 8 is tightly connected to the works on compressed
sensing for generative models (e.g. [44]), because they both deal with stability for inverse
problems under the assumption that the unknown lies in the image of a generative model.
However, in our setup the model is infinite-dimensional, the forward map is possibly
nonlinear, and its inverse may not be continuous even with full measurements.

As a proof-of-concept (Section 2.4), we show numerically the validity of CGNNs in
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performing signal deblurring on a class of one-dimensional smooth signals. The numerical
model is obtained by training a VAE whose decoder is designed with an injective
CGNN architecture. The classical Landweber iteration method is used as a baseline
to compare CGNNs deriving from different orthogonal wavelets and the correspondent
discrete generative neural network. We also provide some qualitative experiments on the
expressivity of CGNNs. However, we would like to emphasize that the main contributions
of this work are theoretical, and that the main goal of our experiments is not to obtain
state of the art results, but only to compare continuous and discrete generative neural
networks for a toy class of smooth signals. The application to real-world data and the
combination with other methods in order to achieve competitive results are not within
the scope of this work and are left to future research.

2.1 Architecture of CGNNs

We first review the architecture of a DCGAN [189], and then present our continuous
generalization. For simplicity, the analysis is done for 1D signals, but it can be extended
to the 2D case (see Section 2.2.2).

2.1.1 1D discrete generator architecture

A deep generative model can be defined as a map Gyp: RS — X, where X is a finite-
dimensional space with S < dim(X), constructed as the forward pass of a neural network
with parameters . Our main motivation being the use of generators in solving ill-posed
inverse problems, we consider generators that allow for a dimensionality reduction, i.e.
S <« dim(X), which will yield better stability in the reconstructions.

As a starting point for our continuous architecture, we then consider the one introduced
in [189]. It is a map G: R — X (we drop the dependence on the parameters ) obtained
by composing an affine fully connected (f.c.) layer and L convolutional layers with
nonlinear activation functions. More precisely:

\J L L'
G: RS Ly (Renyer Ty (g Yy (Roayr 22y (Reryer Yoy
f.c. nonlin. conv. nonlin. conv.
UL, ger L, RO — X
conv. nonlin. ’

which can be summarized as
2
G = (O Ulo\lll> o(op0Wy).
=L

The natural numbers aq, ..., ar are the vector sizes and represent the resolution of
the signals at each layer, while c¢1, ..., ¢y, are the number of channels at each layer. The
output resolution is ay. Generally, one has a1 < ag < --- < «ap, since the resolution
increases at each level. Moreover, we impose that «; is divisible by «;_1 for every
l=2,...,L. We now describe the components of G.
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Figure 2.1: Example of discrete generator’s architecture. The first fully connected layer
maps the latent space R* into a 4 channel space of vectors of length 6. Then there are
two convolutional layers with stride % which halve the number of channels and double
the length of the vectors, until obtaining one vector of length 24. In this example, the
increase in dimensionality occurs only in the first layer, while in the convolutional layers
the dimension of the spaces remains constant.

The nonlinearities. FEach layer includes a pointwise nonlinearity o;: (R*)% — (R%)%,
i.e. a map defined as

o(x1, .., Tagee) = (0(21), ..., 0(Taye,)),

with 0: R — R nonlinear.

The fully connected layer. The first layer is ¥y := F - +b, where F: RS — (R®1)
is a linear map and b € (R*1)! is a bias term.

The convolutional layers. The convolutional layer ¥;: (R*-1)¢-1 — (R*)% repre-
sents a fractional-strided convolution with stride s = O‘(’l—‘ll such that s~1 € N*, where ¢;_;
is the number of input channels and ¢; the number of output channels, with ¢; < ¢;_1.
This convolution with stride s corresponds to the transpose of the discrete convolution

with stride s~!, and is often called deconvolution. It is defined by

Cl—1

(V12)g = Z €X; kg ti‘,k + bi, k=1,..,¢,
i=1

where té r € R are the convolutional filters and bf,€ € R are the bias terms, for
i=1,...,¢q_1 and k=1, ...,¢. The operator *; is defined as

(x*xst)(n) = Z z(m) t(n — s~ tm), (2.1)
MEZL

where we extend the signals x and ¢ to finitely supported sequences by defining them
zero outside their supports, i.e. x,t € coo(Z), where coo(Z) is the space of sequences with
finitely many nonzero elements.
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Note that the most significant dimensional increase occurs in the first layer, the fully
connected one. Indeed, after the first layer, in the fractional-strided convolutional layers
the increase of the vectors’ size is compensated by the decrease of the number of channels;
see Figure 2.1 for an illustration. At each layer, the resolution of a signal increases
thanks to a deconvolution with higher-resolution filters. The final output is then a single
high-resolution signal.

We motivate (2.1) by taking the adjoint of the strided convolutional operator As-1,
with stride s~ € N* and filter ¢, which is defined as Ag1y = x %41 t, where

(2 %g-1 1) (n) := (z xt)(s 'n) = Z z(m) t(s tn —m). (2.2)
mezZ

As before, the signals x and ¢ are seen as elements of coo(Z) by extending them to zero
outside their supports and the symbol * denotes the discrete convolution

xHt = Z x(m) t(- —m), x,t € coo(Z). (2.3)
meZ
The adjoint of Ag-1,, A%, ,, satisfies
<A:*1,t Y, JU>2 - <Z% As_l,t CC>2, (24)

where (-, )3 is the scalar product on ¢2. Using (2.4), we find that

(A1, y)() = 3 y(m) ts~'m — n). (2.5)

meZ

However, in order to be consistent with the definition in (2.2) when s = 1, we do not
define the fractionally-strided convolution as the adjoint given by (2.5), but as in (2.1).

Remark 1. The fractionally-strided convolution defined in (2.1) can be equivalently
rewritten as:

(x*xst)(n) = (z xt,)(k), (2.6)

where n = s~k +r with » € {0,...,57' — 1}, k € Z and t, = t(s~' - +r) for every
r=0,..,s 1 — 1 and the symbol * denotes the discrete convolution defined in (2.3).
Equation (2.6) is useful to interpret Hypothesis 2 on the convolutional filters (Sec-
tion 2.2). We observe that in our case the convolution is well defined since the signals we
consider have a finite number of non-zero entries. However, in general, it is enough to
require that = € /P and t € ¢4 with %—i—% =1 to obtain a well-defined discrete convolution.

We now present a graphical illustration of three examples of strided convolutions with
different strides: s = 1 in Figure 2.2a, s = 2 in Figure 2.2b, and s = % in Figure 2.2c.
The input vector x and the filter ¢t have a finite number of non-zero entries indicated
with yellow and orange squares/rectangles, respectively, and the output x 4 ¢ has a finite
number of non-zero entries indicated with red squares/rectangles. For simplicity, we
identify the infinite vectors in R% with vectors in R where N is the number of their
non-zero entries. Given the illustrative purpose of these examples, for simplicity we

ignore boundary effects. The signals’ sizes are:
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x X k1t x T *xot
(TTTTTTT] = I (ITTT1TT] = I
o ¢ o ¢
-~ —[

-~ —[1
(a) Discrete convolution with stride s = (b) Discrete convolution with stride s =
1 between an input vector x € R® (in 2 between an input vector z € R® (in
yellow) and a filter ¢t € R3 (in orange), yellow) and a filter ¢t € R? (in orange),
which gives as output a vector x %1 t € which gives as output a vector x %9t €
R3 (in red). The input and output sizes R* (in red). The output size is half the
are the same. input size.
T TH1 t
[TTTTTTT] =
[0
il
>[I

(c) Intuition of the convolution with stride s = 1

between an input vector z € R® (in yellow) and
a filter t € R? (in orange), which gives as output
a vector x *1 t € R (in red). The output size
is twice the input size.

N

Figure 2.2: Discrete convolutions with strides s = 1 and s = 2 and intuitive interpretation
of convolution with stride s =

3-

(a) s =1, input vector z € R®, output vector z *; t € RS;
(b) s =2, input vector x € R®, output vector = *o t € R%;

(c) s= %, input vector x € R, output vector x x1 t € R16.
2

When the stride is an integer, equation (2.2) describes what is represented in Fig-
ures 2.2a and 2.2b. When the stride is s = %, as depicted in Figure 2.2¢, it is intuitive to
consider a filter whose entries are half the size of the input ones. This is equivalent to
choosing the filter in a space of higher resolution with respect to the space of the input
signal. As a result, the output belongs to the same higher resolution space. For instance,
the filter belongs to a space that is twice the resolution of the input space when the
stride is % This notion of resolution is coherent with the scale parameter used in the
continuous setting.

In fact, Figure 2.2¢ does not represent equation (2.1) exactly when s = % However
the illustration is useful to model the fractional-strided convolution in the continuous
setting. A more precise illustration of the 1-strided convolution of equation (2.2) is

2-
presented in Figure 2.3.
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Figure 2.3: Discrete convolution with stride s = % between an input vector x € R® (in
yellow) and a filter t € R? (in orange), which gives as output a vector = *1 t € R (in
red). The filter ¢ is first divided into two sub-filters, to and ¢;, containing the odd and
even entries, respectively. Then, a convolution with stride 1 between the input vector
and each sub-filter is performed. Finally, the two output vectors are reassembled to form
the final output vector.

2.1.2 1D CGNN architecture

We now describe how to reformulate this discrete architecture in the continuous setting,
namely, by considering signals in

L*(R) := {f: R — R Lebesgue measurable s.t. /RfQ(m)d:B < 4oo} [~

where f ~ ¢ if and only if f —g = 0 a.e. The resolution of these continuous signals is
modelled through wavelet analysis. Indeed, the higher the resolution of a signal, the
finer the scale of the space to which the signal belongs. The idea to link multi-resolution
analysis to neural networks is partially motivated by scattering networks [47].

Basic notions of wavelet theory. We give a brief review of concepts from wavelet
analysis: in particular the definitions and the meaning of scaling function spaces and
Multi-Resolution analysis in the 1D case. See [69, 114, 166] for more details.

Given a function ¢ € L?(R), we define

bin(x) =256(2z —n), z€R, (2.7)

for every j,n € Z. The integers j and n are the scale and the translation parameters,
respectively, where the scale is proportional to the speed of the oscillations of ¢ (the
larger j, the finer the scale, the faster the oscillations).
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Definition 1. A Multi- Resolution Analysis (MRA) is an increasing sequence of subspaces
{V;} € L3(R) defined for j € Z

LCcVaiCclWphcaWC..
together with a function ¢ € L?(R) such that
1. U V; is dense in L?(R) and ﬂ V; ={0}
JEZ JEZ
2. f e V;ifand only if f(277-) € Vp;
3. and {¢ontnez = {¢(- — n) }nez is an orthonormal basis of V.
The function ¢ is called scaling function of the MRA.

Intuitively, the space V; contains functions for which the finest scale is j.

The spaces. In the discrete formulation, the intermediate spaces R, ... R*L with
o) < --- < ar, describe vectors of increasing resolution. In the continuous setting, it is
natural to replace these spaces by using a MRA of L?(R), namely, by using the spaces

L91C:v92C:"'CiL9L7

with j; < -+ < jr, representing an increasing (finite) sequence of scales. We have that
f € Vjifand only if f(2-) € Vj41, so that V4 contains signals at a resolution that is
twice that of the signals in V. Thus, the relation between the indexes o; and j; is

ap=2"q_1 = ji=v+ji-1,

where v € N is a free parameter, or, equivalently,

. . ap _
Ji — Ji—1 = logy o= log,y(s™h). (2.8)
Similarly to the discrete case, the intermediate spaces are (V},)% for I = 1,..., L, with
c1 > --- > cr. The norm in these spaces is

1113 =D 1 fillZ2m) = Z/R |fi(a)[Pde,  f € (V;)™
=1 =1

The nonlinearities. The nonlinearities o; act on functions in (L?(R))% by pointwise
evaluation:

a(f)@) = oi(f(x),  ae zeR

Note that this map is well defined if there exists L; such that |o;(z)| < Lj|z| for every
r € R. Indeed, in this case, o;(f) € L?(R) for f € L*(R). Moreover, if f = g a.e.,
then o;(f) = 0y(g) a.e. It is worth observing that, in general, this nonlinearity does not
preserve the spaces (V},)%, namely, o;((V},)%) ¢ (V},)%. However, in the case when the
MRA is associated to the Haar wavelet, the spaces (V},)% consist of dyadic step functions,
and so they are preserved by the action of oj.
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The fully connected layer. The map in the first layer is given by
Uy =F-+b, (2.9)

where F: RS — (V},)° is a linear map and b € (V},)°t.

The convolutional layers. We first need to model the convolution in the continuous
setting. A convolution with stride s = 2” that maps functions from the scale j + v to the
scale j with filter g € Vj, N LY(R) can be seen as the map

¥4y 90 LP(R) = L*(R), [ *jrvsj 9= Pv,(Py,,, f*9),

where *: L?(R) x L'(R) — L?(R) denotes the continuous convolution and Py : L?(R) —
L?(R) denotes the orthogonal projection onto the closed subspace V C L%(R). In other
words,

The orthogonal projections allow us to fix the desired input and output spaces for the
continuous strided convolution, analogously to the discrete case (see Figures 2.2 and 2.3).
As a consequence, the corresponding deconvolution (i.e. a convolution with stride 27%)
is given by its adjoint, which can be easily computed since projections are self-adjoint
and the adjoint of a convolution with filter g is a convolution with filter g(z) := g(—x).
Therefore, by renaming g with g, we obtain:

“*j i g =Py, 0(-*g)o Py: L*(R) — L3(R). (2.11)
We are now able to model a convolutional layer. The [-th layer of a CGNN, for [ > 2, is
o0 W;: (L2(R))41 — (L*(R))%,

where o; is the nonlinearity defined above and U, are the convolutions with stride 27%. In
view of the above discussion, and of the discrete counterpart explained in Section 2.1.1,
we define B

Wi =Py e e Vio Py e,

where the convolution ¥;: (L2(R))%-1 — (L?(R))% is given by

Cl—1

(Wy(x) o= aixth, +0h,  k=1,..¢q, (2.12)
=1

with filters t;k € V;, N LY(R) and biases b}, € Vj,.
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Summing up. Altogether, the full architecture in the continuous setting may be
written as

P(V )Cl
G: RS & (le)q U—1> (LQ(R))Cl J1. (‘/31)01 &) (LQ(R))CQ
f.c. nonlin. proj. conv.
P<VJ'2)C2 co o2 2 co P(VJ'Q)CZ o Y3
— (V},)? —— (L*(R))? —— (V},)? ——
proj. nonlin. proj. conv.
V; V;
oy A(R) —2 Vy, — LA(R) —2 V
conv. proj. nonlin. proj.
which can be summarized as
2 ~
G = (C%&ZO\I/O o(d10Wy), (2.13)
where 3
Uy o= Py o U (V)0 = (), 1=2,.., L, (2.14)
and
6= Py oo (V;)" = (Vi) 1=1,..,L (2.15)

Remark 2 (On the finite-dimensionality of the network G). Even though the scale
Jj is fixed, the spaces Vj in (2.14) and (2.15) are infinite-dimensional because of the
infinite translations in (2.7). However, when restricting to functions with a fixed compact
support (as is done in practice, and as we will do below), every layer contains maps
between finite-dimensional spaces. On the one hand, this will allow for a relatively simple
implementation of the network, similarly to a discrete neural network (see §2.1.3 below).
On the other hand, this architecture avoids any further arbitrary (e.g. pixel-based)
discretization, yielding better results for continuous signals. This aspect is related to the
discretization issue in operator learning, see [30].

Remark 3 (Idea behind the continuous strided convolution). Let us focus on the case
with stride s = 2 for simplicity. The cases with s = 2¥ with v > 2 are analogous, while
the corresponding deconvolutions (s = 2¥ with v < —1) are simply obtained by taking
the adjoint operator, as the discrete deconvolution is obtained by taking the transpose
of the convolution. The discrete convolution with stride s = 2 (see equation (2.2)) is
obtained by

1. doing a standard discrete convolution (see equation (2.2));
2. and keeping only the even entries of the resulting vector.

As a consequence, the resolution of the output vector is half that of the input vector
(ignoring boundary effects).

Our definition of the continuous strided convolution (2.10) generalizes these operations.
If we start with an input signal f € Vj;1 and a filter g € Vj 11, the resulting convolution
is Py, (f * g), namely we
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(i) take a continuous convolution f * g;
(ii) and project the resulting signal onto V.

Here, (i) is the natural continuous version of 1. In (ii), the projection onto V; consists of
local averages, which correspond to step 2., where, instead of taking averages, only every
second entry of the output vector was kept. Further, the input vector belongs to Vj;1
and the output vector to V}, and so the resolution of the latter is half that of the former,
as in the discrete case. Finally, in order to define the convolution on the whole space
L*(R), the input vector is first projected onto Vj1.

Remark 4 (Relation between discrete and continuous strided convolutions). If we apply
the continuous strided convolution (2.11) to a function f =", .7 cnojn € Vj, we obtain

frisirn 9= Y (%9, 0jrvm)2bitvm,

mEeZ

where g = 3 7 dpdjtvp € Vit N L'(R) represents a filter. It can be shown that

(f %9, bjvm)2 =278 Y endy(m — 27n) = 275 (c 1 dy)(m), (2.16)

2V
ne”L

where *, is the discrete strided convolution with stride s defined in (2.1), d,, := d *1 7,
and 7, is the sequence defined as

n(r) = o o(t)p(2)p(z — 2"t + r)dzdt, reZ. (2.17)

Therefore, the coefficients of the output signal (with respect to {¢j1,m}) are obtained
by taking a discrete strided convolution of the coefficients ¢ of the input signal (with
respect to {¢;m}) with the (discrete) filter d,, which is obtained by taking a discrete
convolution of the coefficients of the filter g with 7,. In other words, a continuous strided
convolution between two signals can be seen as a discrete strided convolution between
the corresponding coefficients in the natural basis.

For proving (2.16), we first prove that (¢, * ¢j1vp, @j+v,m)2 depends only on the
scaling function ¢, the scale j and the coefficient m — p — 2”n. Indeed, we have

(Gin + bt ivam)2 = [ G3n(0)040(2 = 90 n(x)dody

= [ 28(2y —n)2 T o2 (@ — y) — p)2'F 627 e — m)dady
R

9% / d(t)p(2)p(z — 2"t +m —2"n — p)dzdt
R2

=273y (m — p — 2Vn), (2.18)
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where ¢;,, = 2%¢5(2j -—n) and 7,(1) = [g2 ¢(t)P(2)p(z — 2Vt + r)dzdt, as defined in (2.7)
and (2.17), respectively. Then we obtain

<f *dg, ¢j+1/,m>2 = Z Z Cndp<¢j,n * ¢j+u,pa ¢j+u,m>2

nEL peEZ
=273 Z Cn Z dpn(m —p —2"n)
nez PEZL
=272 Z cndy(m —2"n)
nez

_
=2 2(0*2% dyp)(m),

where *; is the discrete strided convolution with stride s defined in (2.1), d,, := d *1 1,
and 7, (r) is the sequence defined in (2.17).

A simple example: the Haar case. Let V; be the spaces of the MRA associated to
the Haar scaling function ¢ = 1y ;). This simple setting naturally extends the discrete
case to the continuous one. Indeed, given a signal f € V;, namely a piecewise constant
function on dyadic intervals, its coefficients with respect to the family {¢; , } are the values
of f itself (up to a normalization factor), and so discrete and continuous convolutions
almost coincide (see (2.16)). The only difference being in the filter, since in this case
m = [...,0,0.25,0.5,0.25,0,...] € R, and so d # d,,. We would have exact correspondence
if  were the Dirac delta, i.e. n = [...,0,0,1,0,0,...] € R? (but this cannot be obtained
with any choice of wavelet), so that d,, = d. Moreover, the Haar scaling function makes
it possible to simplify the structure of a CGNN. Indeed o;(V},) C Vj,, thanks to the form
of ¢ and the fact that ¢;, x, and ¢;, 1, have disjoint support for every ki # ko. Therefore,
in this setting, the projections after the nonlinearities can be removed.

2.1.3 Details on the implementation of the network

In order to implement our generator (2.13), which is written as a composition of maps
between infinite-dimensional spaces, ¥; and &;, we need to find a proper discretization of
the network, ideally avoiding fine discretizations of the space.

Implementation of ¥;. The continuous strided convolution ¥;, namely a continuous
convolution followed by the projection, may be efficiently computed by using (2.16), if
we set the bias term to be zero for each output channel. Indeed, we require only one
computation of a continuous integral (i.e. the integral that defines 7, in (2.17), which
depends only on the choice of the wavelet) and a series of discrete convolutions. In the
case when the bias term is not trivial, this can be dealt with directly at the level of the
wavelet coefficients.

Implementation of ;. The computation of Gy, i.e. the nonlinearity followed by the
projection, is more subtle (apart in the case of the Haar wavelet, where it is enough to apply
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the nonlinearity to the scaling coefficients). The most straightforward implementation
would be to consider a fine discretization of the space, which would allow for the
computation of the pointwise nonlinearity and of the integrals involved in the scalar
products related to the projection. However, this would be computationally heavy.
Instead, we propose to approximate the pointwise values of a signal belonging to a certain
V; by using its scaling coefficients in V; ), with M sufficiently large. We apply the
nonlinearity directly to these coefficients, and then we project back to V;. Note that
going from Vj to Vjiy and back can be performed very efficiently by using the fast
wavelet transform, and the operations of upsampling and downsampling (see [69, Section
5.6]).

We now clarify how the scaling coefficients in Vj; s for large M provide a (pointwise)
discretization of the original signal in V;. We have

lim 25 (f, B} 2ib)2

AT P hde f(b), ae beR, (2.19)

whenever f € L*(R) and ¢ is compactly supported, bounded and [p ¢pdx # 0. If f is
continuous, equation (2.19) holds for every b € R. In other words, the scaling coefficients
at fine scales approximate the pointwise values of the function, up to a constant. In
the Haar case, equation (2.19) is a simple consequence of the Lebesgue differentiation
theorem, while in the general case, it follows from an extension (see [96, Corollary 2.1.19]).

2.2 Injectivity of CGNNs

We are interested in studying the injectivity of the continuous generator (2.13) to
guarantee uniqueness in the representation of the signals. The injectivity will also allow
us, as a by-product, to obtain stability results for inverse problems using generative
models, as in Section 2.3.

We consider here the 1D case with stride s = % (v = 1); then, applying (2.8) iteratively,
we obtain j; =j1 +1l—1for I =1,..., L. We also consider non-expansive convolutional
layers, i.e. ¢; = 612‘1 = s¢_1 = 2?—11 We note that the same result holds also with
expansive convolutional layers, arbitrary stride (possibly dependent on /) and in the 2D
case (see Section 2.2.2).

We make the following assumptions.

Assumptions on the scaling spaces V.

Hypothesis 1. The spaces Vj, C L*(R), with j; € N, belong to an MRA (see Definition 1),
whose scaling function ¢ is compactly supported and bounded. Furthermore, there exists
r € Z such that

m(r) # 0, (2.20)
where 7, (r) is defined in (2.17).
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We observe that Hypothesis 1 implies that the sequence 7, defined in (2.17) has a
finite number of non-zero elements. As a consequence, when ¢ is compactly supported, the
filters d,, can be represented by finite-dimensional vectors, as for discrete neural networks.
However, as highlighted in Remark 4, the continuous strided convolution involves a
double convolution (2.16), which is not present in the discrete strided convolution.

Remark 5 (Haar and Daubechies scaling functions). For positive functions, such as
the Haar scaling function, i.e. ¢ = 1), condition (2.20) is easily satisfied. For the
Daubechies scaling functions with N vanishing moments for N = 1,2,...,45 (N =1
corresponds to the Haar scaling function), we verified condition (2.20) numerically. We
believe that this condition is satisfied for every scaling function ¢, but have not been
able to prove this rigorously.

We note, however, that Hypothesis 1 is clearly needed for the injectivity of the
convolutional layers. Indeed if we had n;(r) = 0 for every r € Z, then

(Djm * Pjg1p> Gjr1m)2 =0, Jsn,p,m € 7.

Therefore, Hypothesis 1 guarantees that the continuous deconvolution - *;_,;41 g is not
identically O (at least for some filter g € Vjy1).

Assumptions on the convolutional filters. The following hypothesis asks that, at
each convolutional layer, the filters are compactly supported, where p + 1 represents the
filters’ size. Generally, the convolutional filters act locally, so it is natural to assume that
they have compact support. Furthermore, we ask the filters to be linearly independent,
in a suitable sense: this is needed for the injectivity of the convolutional layers.

Hypothesis 2. Let p € N. For every | = 2, ..., L, the convolutional filters té,k € Vj, of
the I-th convolutional layer (2.12) satisfy

D
! ! .
tig = de,i,k¢jz,p7 i=1,...,¢_1, k=1,.., ¢,
p=0

where dﬁmk € R, and det(D') # 0, where D' is the 5T X 5t matrix defined by

do,  k=1,...%,
(Dl)i,k = {dl k c1 1. & (2'21)

Remark 6. The condition det(D') # 0 is sufficient for the injectivity of the convolutional
layers, but not necessary. The necessary condition is given in 2.2.1, and consists in
requiring the rank of a certain block matrix to be maximum, in which D! is simply the
first block. We note that this condition is independent of the scaling function ¢, but
depends only on the filters’ coefficients d;i),i,k:'

Remark 7 (Analogy between continuous and discrete case). The splitting operation of
the filters’ scaling coefficients in odd and even entries, as in Hypothesis 2, reminds the
expression of the discrete convolution with stride s = % Indeed, a discrete filter ¢ is split
into tp, containing the even entries of ¢, and t;, containing the odd ones (2.6).
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Assumptions on the nonlinearity. For simplicity, we consider the same nonlinearity
o: R — R in each layer (the generalization to the general case is straightforward). The
following conditions guarantee that &; is injective.

Hypothesis 3. We assume that

1. o0 € CY(R) is injective and My < o'(x) < Ms for every = € R, for some My, My > 0;

2. 0(0) =0 and o preserves the sign, i.e. - o(z) > 0 for every z € R;

Note that these conditions ensure that |o(z)| < L|z| for every « € R, for some L > 0,
and so o(f) € (L*(R))“ for every f € (L*(R))“. It is also straightforward to check that
the injectivity of 0: R — R ensures the injectivity of

o (Vi) = (L2R)*, [ alf).

Remark 8. In the Haar case, the projection after the nonlinearity can be removed, as
explained at the end of Section 2.1.2, and we need to verify only the injectivity of o;
instead of that of 6; = P(le)cl o ;. As noted above, a sufficient condition to guarantee
the injectivity of o; is the injectivity of o. So, in the Haar case, Hypothesis 3 can be
relaxed and replaced by:

1. o is injective;
2. There exists L > 0 such that |o(z)| < L|z| for every = € R.

Hypothesis 3 is satisfied for example by the function on,(x) = |z|arctan(x). Its
relaxed version, in the Haar case, is satisfied by some commonly used nonlinearities, such
the Sigmoid, the Hyperbolic tangent, the Softplus, the Exponential linear unit (ELU)
and the Leaky rectified linear unit (Leaky ReLU). Our approach does not allow us to
consider non-injective o’s, such as the ReLU [187].

For simplicity, in Hypothesis 3, we require that o € C*(R) and that o' is strictly
positive everywhere. This allows us to use Hadamard’s global inverse function theorem
[94] to obtain the injectivity of the generator. However, thanks to a generalized version
of Hadamard’s theorem [186], we expect to be able to relax the conditions by requiring
only that o is Lipschitz and its generalized derivative is strictly positive everywhere. In
this way, the Leaky ReLLU would satisfy the assumptions.

Assumptions on the fully connected layer. We impose the following natural
hypothesis on the fully connected layer.

Hypothesis 4. We assume that
1. The linear function F': RS — (V;,)¢! is injective;

2. There exists N € N such that b € (span{¢j, »}N__ ) and Im(F) C (span{¢j, »}__ ).
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The inclusion F(R%)+b C (V},)* is natural, since we start with low-resolution signals.
The second condition in Hypothesis 4 means that the image of the first layer, F(RS) + b,
contains only compactly supported functions. This is natural since we deal with signals
of finite size.

Even the injectivity of F' is non-restrictive, since we choose the dimension S of the
latent space to be much smaller than the dimension of Im(F) = (span{¢j, »}Y__ )%,
which is ¢1 (2N + 1). So, F maps a low-dimensional space into a higher dimensional one.

The injectivity theorem. The main result of this section reads as follows.

Theorem 1. Let L € N* and j; € Z. Let ¢; = 2571, ¢ = s and ji = j1+1—1
for every I =1,...,L. Let Vj, be the scaling function space arising from an MRA, and
tﬁ,k eV foreveryl=2,..,L,i=1,...,¢q—1 and k =1,...,¢;. Let ¥; and ; be defined
as in (2.14) and (2.15), respectively. Let W1 be defined as in (2.9). If Hypotheses 1, 2, 3

and 4 are satisfied, then the generator G defined in (2.13) is injective.

Sketch of the proof. Consider (2.13), (2.14) and (2.15). Note that ¥; is injective by
Hypothesis 4. If we also show that ¥; is injective for every [ = 2,..., L and that §; is
injective for every [ = 1,..., L, then the injectivity of G will immediately follow.

The injectivity of ¥; is a consequence of Hypothesis 2 (together with Hypothesis 1).
The injectivity of &; follows from Hypothesis 3 (together with Hypotheses 1 and 4)
and from Hadamard’s global inverse function theorem applied to &;. The full proof is
presented in 2.2.1. ]

Remark 9 (Simplified CGNN architecture). It is possible to consider a simplified CGNN
architecture in which the nonlinearities o are applied on the signal scaling coefficients,
ie. o(f) = X ezo(cn)djn with f =3, czcndjn € Vj. In this case, the projections
onto the scaling spaces following the nonlinearities are not needed because o(f) € V;.
Therefore, the injectivity of &, is guaranteed by assuming only the injectivity of o. Then,
the injectivity of the simplified CGNN follows from Theorem 1 by replacing Hypothesis 3
with the injectivity of o.

2.2.1 Proof of Theorem 1

Due to the intricate nature of the proof of Theorem 1, we have allocated a dedicated
section to present it. Readers who are not interested in the technical details of the proof
may choose to skip this section.

We begin with some preliminary technical lemmas.

Lemma 2. Let Hypothesis 1 holds. Then
M(§) # 0 for a.e. £ €10,1],

where 71(€) is the Fourier series of (n1(r))rez, defined as
n(E) = me ™™, £e0,1] (2:22)

rez
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Proof. By Hypothesis 1, ¢ is compactly supported, thus the series (71(r)),cz has a finite
number of non-zero entries. Then, 7j; is an analytic function, with 7; # 0, since by
Hypothesis 1, there exists r € Z such that n;(r) # 0. Therefore 7;(£) # 0 for a.e. £ €
[0,1]. O

Lemma 3. If Hypotheses 1, 2 and 4 are satisfied, then the image of each layer of the
generator G defined in (2.13) contains only compactly supported functions. More precisely:

2 ~
Q}@o@&o@1mhﬂR%cﬁw,l:2wwL (610 W7) (RY) C Wy,
I=l

~ 2 ~ ~
\IllJrlo(O 6’[0 \I/1~> 0(5'1 o \I/1> (Rs) C Wi, 1=2,..,L-1, \1120(5'1 o \Ifl) (RS) C Wo,
=l

where, for everyl=1,...,L, W; := (span{¢jl7n}gi7N,)cl for some N' € N.

Proof. By Hypothesis 2, the filters of each layer are compactly supported and, by
Hypothesis 4, the same happens to the functions in the image of the first (fully connected)
layer, F'(R®) +b. Moreover, the nonlinearities do not change the support of the functions
since they act pointwisely, and each Vj is spanned by the translates of a fixed compactly
supported function. Therefore, the image of each layer contains only compactly supported
functions. O

In the rest of this section, with an abuse of notation, we indicate with o both the
scalar function o: R — R and the operator o: Vi — (L*(R))".

Lemma 4. Let 0: R — R satisfy Hypothesis 3. Let W be a finite-dimensional subspace
of (L2(R))¢ of the form Wi x ... x W,, where W; are finite-dimensional subspaces of
L*(R) N L>®(R) for every i = 1,...,c. Then o: W C L*(R)¢ — L%*R)¢ is Fréchet
differentiable and its Fréchet derivative in g € W is

a'(g): W — (L*(R))°
fr=d'(g)lf]

where
@ (@f)i: R—R

z = 0'(gi(2)) fil),
for every i =1, ...,c. Moreover, o € CY(W).

Proof. Without loss of generality, set ¢ = 1. Let ¢ € W. First, we observe that ¢'(g),
as defined above, is linear. It is also bounded i.e. there exists C € R* such that
lo’(9)[£1I3 < C||f]13. Indeed, by Hypothesis 3 we have

/@G = [ (& (o) s @)*de < M3 [ f@)de = M3 113
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Next, we show that ¢’(g) is the Fréchet derivative of o, namely

lo(g+tf) —alg) —ta'(g)lf]l2

lim sup =0,
20 fla=1,rew t

which is equivalent to

i ap leatt —ol)) =t @UE _ 2.23)

2
20 fll2=1,feW t

Indeed, fixing = € R, since 0 € C*(R), the mean value theorem yields

o(g(z) +tf(z)) — o(g(x)) = tf(x)o'(g9(x) + 7f(2)),

where 0 < 7 <t < 1. Then, (2.23) becomes

li sup [ @20 (9(@) — ' (9(@) + S () da

=0 flle=1,rew

We observe that the space where ¢’ is evaluated is
{g(x)+7f(z):x e RO T <1, feWst. |flle=1},

which is contained in K = [—(||g|lec + C), |9/l + C] where ||g||oo is finite since g € W C
L*®(R), and C' = SUp rew|(flo=1 Ilfloo, which is finite since W is a finite-dimensional
subspace of L?(R) N L>®(R), therefore || - ||2 is equivalent to || - |00 in W.

Moreover, ¢’ is uniformly continuous in K, because o € C'(R) by Hypothesis 3.
Therefore, there exists a modulus of continuity w: R™ — R such that

') ='W <w(lz—yl), wyekK,

and
lim w(t) = w(0) = 0. (2.24)

t—07t
We notice also that we can choose w as an increasing function. Therefore, we obtain

lim  sup /f(rc)z(ff’(g(rv))—0’(g(x)+7f(x)))2dm

=20 fll2=1,rew /R

< lim sup /f w(|Tf( )|)

t=0 ) fllo=1,feW

< lim / F(2) 20t o) 2

=0 Hfllz 0 few
< limw(tC)?

t—0
=0.
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Finally, we show that o € C*(W). The continuity of ¢’ in g is verified if

Il gew lo" (g + ) = o' (@I Zw 12wy = O-

‘We have
o' (g + f) — UI(Q)H%(W,L?(R))
= sup |o'(g+ f)IR] =o' (9)[Nl5
[Bll2=LheW

Y 1heW/h z) + f(x)) — o' (f(x)))*da.

We consider || f]l2 < 1, since ||f|l2 — 0. Using an argument similar to the one above,
we observe that the space where o’ is evaluated is compact in R. Thus, there exists an
increasing modulus of continuity, as explained before. Therefore, we obtain

| @2 (g(@) + f(a) = (@) da
||h||2 1heW
sup /h z)|)2dx
|h||2 Lhew
< w(llflloo)?,
and w(||f]les)? = 0 as || f]|2 — 0 by (2.24), since || - ||2 and || - ||oc are equivalent norms in
wW. O

We recall a classical result that will be used in the proof: Hadamard’s global inverse
function theorem.

Theorem 5 ([94]). A C' map f: RN — RY is a diffeomorphism if and only if the
Jacobian never vanishes, i.e. det(J¢(x)) # 0 for every x € RY, and |f(z)] — 400 as
|z| = 400.

We are now able to prove the main theorem of this chapter.

Proof of Theorem 1. Let us recall the network G in (2.13):
2 -
== <O 5’[0\Ifl> 0(5'10\111),
I=L
where
Uy o= Py e o Wi (Vi )%t = (V) 1=2,.., L,
o] = P(le)cl ooy: (‘Gl)cl — (‘/jl)cl, l=1,..,L.

Note that ¥y = F'- +b is injective by Hypothesis 4. We will show that the restriction
of W; to the image of the previous layer is injective for every [ = 2,..., L and that the
restriction of &; to the image of the previous layer is injective for every [ =1,..., L. The
injectivity of G will immediately follow. B

Let us fix a layer [. The proof holds for every [ = 2,..., L for ¥; and for every

l=1,...,L for ;. To simplify the notation, we omit the dependence of the quantities on
I and we denote the number of input channels by ¢ and the input scale by j.



CHAPTER 2. CONTINUOUS GENERATIVE NEURAL NETWORKS 34

Step 1: Injectivity of @]W. Let W = W;_q, where Wj;_; is defined in Lemma 3.
Therefore, there exists N € N such that W = (span{¢;,,})__y)¢. There are $ output
channels and the output scale is j + 1. Take h,g € W such that ¥(h) = ¥(g), i.e.

c

C C
P‘G+1(;ti,k*hi+bk) :PVjH(;ti,k*gi“‘bk)v k= 17~--7§-

We need to show that h = ¢g. By the linearity of the projections and of the convolutions,
we obtain

Pry (Yt fi) =0, k:lw”; (2.25)
i=1

where f = h — g. We need to show that f; =0 for every : =1, ..., c.
Recall that {¢; 1 }; satisfy Hypothesis 2, and f € W, i.e.

D
tik =Y dpikditip, dpik = (tiks j+1p)2;
p=0

and
N

fi= > vnidjn, Vn,i = (fi, Djn)2-

n=—N

Since {@j+1,m }mez is an orthonormal basis of V1, we reformulate (2.25) in the following
way

c N p
Z Z (Z d ,i,k<Fn,p7 ¢j+17m>2)vn7i =0, k=1,.., g, m € 7, (2.26)

i=ln=—N p=0

where F, , := ¢jn * ¢j11,p. We need to show that v, ; = 0 for every i = 1, ..., c and every
n=—N,...,N. Setting

P
A(m,k),(n,i) = Z dp,i,k’ (Fn,th ¢j+1,m>2> (227)
p=0
equation (2.26) becomes
c N c
A oy nivtni =0, k=1,...,— mecZ. 2.28
20 2 Awb iyt 5 (2:28)

We observe that (F), ,, d)jH,m)g depends only on the scaling function ¢, the scale j and
the coefficient m — p — 2n as show in (2.18), i.e. (Fy, p, @j+1,m)2 = 2_%771(771 —p—2n) with
71 defined in (2.17). Since ¢ is compactly supported, n; has a finite number of non-zero
entries, namely 71 € coo(Z), and, by Hypothesis 2, the same holds for d.;j (suitably
extended by 0 outside its support). This allows us to rewrite (2.27) as

Al k) (ni) = 273 > dpigm(m—p—2n) = 2_%(d~,i,k *n)(m —2n) = 273 i (m —2n),
PEZL
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where d, = (d.; % *m1) € coo(Z) and = represents the discrete convolution defined in
(2.3).
Then (2.28) is equivalent to

szzk —2n)vy,; =0, m € 7, kzl,...,g,
2
i=1n€eZ
where v.; € coo(Z). Therefore
Z > i (m — 2n)vy, ;e —Imigm — ), a.e. £ €10,1]. (2.29)

i=1nmeZ

Rewriting (2.29) as

Z Z ( Z d —2n) _QWif(m_2n)>Un7ie—27ri§2n —0

i=1n€Z “mEeZ

and defining the Fourier series of (g(r)),cz € ¢*(Z) as in (2.22), we obtain
Zd 0;(2¢) = 0, a.e. £ €10,1],
where v;(n) := vy;. Applying the Convolution Theorem, we obtain
Zn OTr©726) =0, e €€ [0,1), (2.30)

where d; 1,(p) = dpi k-
Thanks to Lemma 2, equation (2.30) is equivalent to

c
Zdlk €);(2¢) = 0, a.e. £ €10,1], k:1,...,§.

We can rewrite this condition on the coefficients, by writing the definition of the Fourier
series and using the orthonormality of {e?™%"},.cz, which gives

C
SN donigtai =0, meZ,  k=1,.,°. (2.31)
i=1n€ez

Considering the odd and the even entries of d. ; j, separately, we can split (2.31) in this
way

c
SN dm-nikvni =0, m € Z, k=1,..,c (2.32)
i=1nezZ
where
7 . {de,i,k k= ]-a"'a%a
dp,i,k = c
d2p+1,i,k—§ k= 5 + ]., vy C.
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We notice that in (2.32) we have k = 1, ..., ¢, while previously k = 1, ..., §. This is due to
the splitting operation that doubles the equations (2.31). Now the indices 7 and k take
values in the same range.

Without loss of generahty, let us assume p odd. Using again Hypothesis 2, we have
that d,;x = 0 if p ¢ {0, .. }and vmf01fn¢{ N,...,N}. So, we can rewrite
(2.32) in a compact form as Dv = 0, where D is a matrix of size ¢(2N + pH) x c(2N +1)
of the form

Dy - 0o .- 0o .- 0
Dypr -+ Dy - 0 0
2
D=| © Dy Dy 0 1, (2.33)
0 0 Dy Dy
2
0 0 0 o Dpa
2

where Dp is the ¢ x ¢ matrix defined by (Dp)@k =d, ik, and v is a vector of size ¢(2N +1)
such that

UN

where vy, is a vector of size ¢ such that (vy,); := vy ;. To Clarlfy the block structure of D
the (m,n) block of size cx c is Dyp—n, defined as (Dm n)ijk ‘= Ay niks if0 <m—n < p !
and the zero matrix otherwise, where n = —N,..., N and m = —N, ..., N + P 1. We
observe that the matrix D! defined in (2.21) corresponds to Do deﬁned above and by
Hypothesis 2 det(D!) = det(Dy) # 0. Therefore, the rank of D is maximum, since the
determinant of the ¢(2N + 1) x ¢(2N + 1) block-triangular matrix

Dy e 0 o 0 )
D% 50 0 0
0 D% DEO 0
0 0 D;_l 1”;0

is not zero. Hence, v,; =0 for everyn € Zand i =1, ...,c
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Step 2: Injectivity of &]W. Let W = W;, where W is defined in Lemma 3. Therefore,
there exists N € N such that W = (span{¢;,}__y)°. We prove that oy := Py o
ol : W — W is injective. This implies that &, = P(V coa|y: W — (V)¢ is injective.
W1thout loss of generality, set ¢ = 1.

To do this, we use Theorem 5. By Hypothesis 1, we have W C L?(R) N L*°(R).
Thanks to Lemma 3, we can identify any function f € W with a vector y € R2V*+! whose
entries are (f, ¢jn)2 for n = —N, ..., N. Therefore, oy can be seen as a map

ow R2N+1 N R?N-‘rl.

To prove the injectivity of oy, we verify the conditions of Theorem 5.

1. The function oy € C*(W), because it is the composition of a linear function, the
projection Py, and the nonlinearity, o, which is of class C'! thanks to Lemma 4.

2. We now show that det(Jy,, (y)) # 0. Using g € W instead of the corresponding
vector iy € R2V+1 we observe that

Jow (9) = (Pw o o’)(g),

thanks to the linearity of the projection. In order to show that

det(Joy (9)) # 0

for every g € W, by Lemma 4 we need to prove that Py (d’(g(-))f) = 0 a.e. implies
f =0 a.e. Thanks to the fact that f € W, we have

(@' (g()f f2 =

But ¢/(z) > 0 for every z € R, and so the last equation implies f = 0 a.e.

3. We now verify that |ow (y)|gev+1 — +00 as |y|gen+1 — +00. We observe that
|y|gzn+1 — +oo implies that || f|l2 — 400, where f € W has been identified with y.
Moreover,

f

[1£12

because W € W with unitary norm. Using the fact that = - o(z) > 0 for every

low (Hll2 = [I(Pw 0 a)(Hll2 = {o(f), 7772

x € R (see Condition 2 of Hypothesis 3), we have

f _L o €T .’IT dr = T
o). T = 7 Lo @@e = o [ a(r@)lif@)d.

Consider z > 0. Applying the mean value theorem to o in the interval [0, z] we
have that o(z) = ¢/(£)z with £ € [0,z]. Thanks to the fact that o'(z) > M; for
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every x € R (see Condition 1 of Hypothesis 3), we obtain that |o(z)| > M;|z| for
every x > 0. The same holds for x < 0. Therefore,

27,
o [l @)l @ide = = [ (r@)ds = A o

Summing up, we have
low (F)ll2 = Ma[[fll2 = +oo,  [|flla = 400,
and then we obtain the thesis.
O

Remark 10. As we can see in the first step of the proof, the second condition in
Hypothesis 2 is sufficient but not necessary. It is indeed enough to ask that the rank of
D, defined in (2.33), is maximum.

Moreover, we observe that the maximum rank condition may not hold if we have
det(Dg) = 0, but det(Dp) # 0 for some p € {1,...,p — 1}. Indeed, if we consider the
matrix

s
O NN O
. N o )

where 0 € Moo is the zero matrix, I € Moys is the identity matrix and A € Mays is

such that
1/vV2 0
0 0/’
it is easy to verify that the rank is not maximum.

2.2.2 Extensions

The formulation of Theorem 1 is presented within the context of a simplified framework,
which is as follows:

1. non-expansive convolutional layers;
2. stride s = % for each convolutional layer;
3. one-dimensional signals.

In the following subsections we extend our theory by weakening these assumptions.
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2.2.2.1 Expansive convolutional layers and arbitrary stride

In Section 2.2, we considered the case where the stride is s = % for each layer and
where the number of channels scaled exactly by the factor s at each layer, i.e. ¢; = s¢;_1.
Here, we generalize Theorem 1 to the case of stride s; = 2%“ with v; € N, for the [-th
convolutional layer and by considering expansive layers, i.e. ¢; > s¢;_;. In this case, D!
are not necessarily square matrices, so we need to impose a condition on their rank.

Hypothesis 5. Let p € N. For every [ = 2, ..., L, the convolutional filters ték €V of
the I-th convolutional layer (2.12) satisfy

P
l l .
tig = de,i,k¢jz,p7 i1=1,..,¢_1, k=1,..., ¢,
p=0

where dé@k € R, and the rank of D! is maximum, where D' is a 2"'¢; X ¢,_; matrix
defined by

!
dO,i,k k= 1, .y Cl,y
dll,i,k;—cl kE=c+1,..,2¢,
(DY = db i jae, k=2q+1,..,3¢q,

de”L—l,Z’,k—(T’l—l)cl k= (2Vl - 1)Cl +1,..,2%¢.

Theorem 6. Let L € N* and j1 € Z. Let cq1,...,c, € N* and vo,...,v;, € N such that
cr, = 1, ¢_1 s divisible by 2' and ¢; > Cé%ll Set j; = ji_1 + v for everyl = 2,..., L.
Let Vj, be the spaces of an MRA and ték €V foreveryl=2,...L,i=1,..,¢_1 and
k=1,...¢;. Let U; and &; be defined as in (2.14) and (2.15), respectively. Let Uy be
defined as in (2.9). If Hypotheses 1, 3, 4 and 5 are satisfied, then the generator G defined

in (2.13) is injective.

Sketch of the proof. The proof of the injectivity of & is the same as in Theorem 1.
Moreover, the injectivity of ¥ is guaranteed by Hypothesis 5 by following the same
argument used in the proof of Theorem 1. O

We observe that, thanks to equation (2.8), choosing j; = 5;—1 + v is equivalent to
imposing that the stride of the I-th convolutional layer is s; = 2% with v, € N.

2.2.2.2 2D CGNNs

We recall the principal concepts of 2D wavelet analysis (see [166, Section 7.7] for more
details). In 2D, the scaling function spaces become V; ® V; with j € Z, with orthonormal

basis given by {@; (n; ns)}(n1,ne)ez2, Where

B (n1,n2) (T, 02) = Djiny (T1)Djiny (T2),
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and {¢;ntnez is an orthonormal basis of V. We recall that

VoW =span{f®g: feV,ge W},
where (f ® g)(z) = f(z1)g(x2). As in 1D, the MRA properties of Definition 1 hold:

1. | J(V; ®V;) is dense in L*(R?) = L*(R) ® L*(R) and [ |(V; ® V;) = {0};
JEZ JEZL

2. feV;®V;if and only if f(277.,279.) € Vo ® Vo;
3. and {¢g,(n, ,ns) }n1,naez is an orthonormal basis of Vo @ Vj.

Moreover, V; ® V; C Vi1 ® Vi1 for every j € Z, as in 1D.

Now, we can specify the structure of the nonlinearities, the fully connected layer and
the convolutional ones in the 2D setting.

The nonlinearities o; act on functions in L?(R?)“ by pointwise evaluation:

o(f)(x) =o(f(z)), a.e. x € R%.

The fully connected layer is defined as ¥y := F - +b, where F': RS — (Vj, ® V) is
a linear map and b € (V;; ® Vj, ).
The convolutional layers are

\Ijl = P(le®vjl)cl © \Ijl © P(le71®vjl,1)clil’

where the convolution ¥;: L?(R?)%-1 — L2(R?)% is given by

Cl—1

(y(x)) o= aixth, +0bh,  k=1,..¢q, (2.34)
=1

with filters ¢}, € (Vj, ® V;,) N L'(R?) and biases b}, € Vj, ® Vj,. In (2.34), the symbol *
denotes the usual convolution L?(R?) x L!(R?) — L?(R?). Note that, in analogy to the
1D case, the convolution of a filter in V;4, ® Vj4, with a function in V; ® V; produces a
function that does not necessarily belong to Vj;, ® Vjy,. In view of identity (2.8), this
corresponds to a stride s = (2%, 2%)

We can finally define the CGNN architecture in 2D:

P, c
v (V;,®V;,)°L V]
G:RY =5 (V;, @ V) —2o L2(RY) — 2 (V;, @ V) — L?(R?)%
£ J J1 . . J1 J1
.C. nonlin. proj. conv.
P(VJ'2(X)VJ'2)C2 ¢ o9 2 /32\ e P(Vj2®Vj2)cz c Uy
(Vi, @ Vi) —— L7 (R7)2 ————— (V}, @ V},)® —— ..
proj. nonlin. proj. conv.
Py. . Py. .
'] Vi, ®V, Vi ®V,
C—= PRY) =5V, @V;, —— L*RY) =5V, @V,

conv. proj. nonlin. proj.
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which can be summarized as
2 -
G = (O &ZO\IJZ> o(c10Wy), (2.35)
I=L

where

Uy = P(V]'Z@)V}l)cl oWy (Vj_, @ V5 )t = (V;, @ Vj,)%, l=2,..,L, (2.36)

and

1= Py, gv;)e 0 01 (V;, @ V;) — (V;, @ V)<, l=1,..,L. (2.37)

For simplicity, we state our injectivity result using non-expansive convolutional layers
and stride (%, %) for each convolutional layer. The result can be extended to arbitrary
strides and expansive layers by adapting the arguments in 2.2.2.1.

Hypothesis 6. Let p € N. For every | = 2, ..., L, the convolutional filters té,k eV;, eV,
of the [-th convolutional layer satisfy

D D
! !
tik= D D dpibivp
p1=0p2=0

where d;i,k € R and p = (p1,p2), and det(D') # 0, where D! is a yar-z X gary matrix
defined by

l — c1
d(0,0),i,k’ k= 17 sty 9290—1)
(Dl) (170)72 fo— 22;171 9 229l-1 9 » 9ol—=1>
ik = l 3
ik d . 2y v k=g 1, st
(071)77‘7k_ 222171 22 222
l _ _3c c
d(l l)ik— 3c1 k - 22211—1 +17"'7 21i1'
R L Py s

Hypothesis 7. We assume that
o The linear function F': RS — (V},) @ (V},)°! is injective;

o There exists N € N such that b € (span{qﬁjhn}%m:_N)cl and
I(F) C (span{d, o}, y)* with n = (ny,ms).

Theorem 7. Let L € N* and j; € Z. Let ¢; = 22172, ¢/ = sz and ji = j1+1-1
for every l = 1,...,L. Let Vj, be scaling function spaces arising from an MRA and
té,k cV;,@Vj foreveryl =2,..,L,i=1,....,¢c—1 and k = 1,...,¢;. Let U, and &; be
defined as in (2.36) and (2.37), respectively. Let F': RS — (V;)t @ (V},) be a linear
map and b € (V;,) ® (V},). If Hypotheses 1, 3, 6 and 7 are satisfied, then the generator
G defined in (2.35) is injective.

Sketch of the proof. The proof follows from the same arguments of the proof of Theorem 1,
by considering n = (n1,n2),m = (m1,ma),p = (p1,p2) € Z* and £ = (£1,&) € [0,1]2. O
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2.3 Stability of inverse problems with generative models

We now show how an injective CGNN can be used to solve ill-posed inverse problems.
The purpose of a CGNN is to reduce the dimensionality of the unknown to be determined,
and the injectivity is the main ingredient to obtain a rigorous stability estimate.

We consider an inverse problem of the form

y = F(x), (2.38)

where F is a possibly nonlinear map between Banach spaces, X and Y, modeling a
measurement (forward) operator, x € X is a quantity to be recovered and y € Y is the
noisy data. Typical inverse problems are ill-posed (e.g. CT, accelerated MRI, or electrical
impedance tomography), meaning that the noise in the measurements is amplified in the
reconstruction. For instance, in the linear case, this instability corresponds to having an
unbounded (namely, not Lipschitz) inverse F~!. The ill-posedness is classically tackled
by using regularization, which often leads to an iterative method, as the gradient-type
Landweber algorithm [79]. This can be very expensive if X has a large dimension.
However, in most of the inverse problems of interest, the unknown x can be modeled as
an element of a low-dimensional manifold in X. We choose to use a generator G: RS — X
to perform this dimensionality reduction and therefore our problem reduces to finding
z € RS such that
y = F(G(2)). (2.39)

In practice, the map G is found via an unsupervised training procedure, starting from a
training dataset. From the computational point of view, solving (2.39) with an iterative
method is clearly more advantageous than solving (2.38), because z belongs to a lower
dimensional space. We note that the idea of solving inverse problems using deep generative
models has been considered in [44, 204, 22, 123, 122, 176, 221, 24].

The dimensionality reduction given by the composition of the forward operator with
a generator as in (2.39), has a regularizing/stabilizing effect that we aim to quantify.
More precisely, we show that an injective CGNN yields a Lipschitz stability result for the
inverse problem (2.39); in other words, the inverse map is Lipschitz continuous, and noise
in the data is not amplified in the reconstruction. For simplicity, we consider the 1D case
with stride % and non-expansive convolutional layers, but the result can be extended to
the 2D case and arbitrary stride as done in 2.2.2 for Theorem 1.

Theorem 8. Let X = L?(R) and G be a CGNN satisfying Hypotheses 1, 2, 3 and 4.
Let M := G(R®), K C M be a compact set, Y be a Banach space and F: X —Y be a
C map (possibly nonlinear). Assume that F is injective and F'(z)|r,m is injective for
every x € M. Then there exists a constant C > 0 such that

lz —yllx < CI|F (@) = Flly, wzyek

The same result can be obtained also in the case of non-expansive convolutional layers
and arbitrary stride, under the hypotheses of Theorem 6. Moreover, it can be extended
to the 2D case under the hypotheses of Theorem 7.
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For proving Theorem 8, we first prove that the Fréchet derivative of an injective
CGNN is injective as well.

Proposition 9. Let X = L?(R) and G be a CGNN satisfying the hypotheses of Theorem. 1.
Then the generator G is injective, of class C' and G'(z) is injective for every z € RY.

Proof. The injectivity of G is proved in Theorem 1, and the continuous differentiability
of G follows from the fact that it is a composition of continuously differentiable functions.
We only need to prove the injectivity of G’. Let W, be defined as in Lemma 3, for

l=1,...,L. The derivative of G can be written as
2
G/ = (lq(P(le)cl o O-l)l(P(V}l)cl o \I/l)/> (P(le)cl e} O'l)lF/, (240)

where, for simplicity, we omitted the arguments of each term. The injectivity of G'(z)
for every z € R® follows from the injectivity of each component of (2.40). Indeed,
F' = F is injective for every z € R® by Hypothesis 4. Moreover, for every | = 2, ..., L,
(P(le)cl o \Pl),‘Wl,l = P ye 0 \I’Z|Wl,1 is injective, as we prove in Step 1 of the proof of
Theorem 1.

Finally, we prove that 6Z’|Wl (9) = (P, o UZ|W1)/(9) is injective for every [ =1, ..., L.
To do this, we observe that a stronger condition holds i.e. oy (g) := (Pw; o al|Wl)’ (9)
is injective for every [ = 1, ..., L. Indeed, the deteminant of its Jacobian is not zero for
every g € Wi, as shown in Step 2 of the proof of Theorem 1. O

Now we are able to prove Theorem 8.

Proof of Theorem 8. Thanks to Proposition 9, G is injective, of class C! and G'(z) is
injective for every z € RS. Therefore, M = G(R?) is a S-dimensional differentiable
manifold embedded in X = L?(R), considering as atlas the one formed by only one
chart {M,G~!}. Moreover, M is a Lipschitz manifold, since G is a composition of
Lipschitz maps. Indeed, it is composed by affine maps and Lipschitz nonlinearities (see
Hypothesis 3). Then the result immediately follows from [5, Theorem 2.2]. O

The Lipschitz stability estimate provided in Theorem 8 can also be obtained in
the case when only finite measurements are available, i.e. a suitable finite-dimensional
approximation of F(z), thanks to [5, Theorem 2.5]. A similar estimate can be derived for
|G (x) — G™L(y)||gs [5, Proof of Theorem 2.2], even though this bound in the latent
space is less relevant for inverse problems.

Moreover, this Lipschitz stability estimate ensures the convergence of the Landweber
algorithm (see [72]), which can be used as a reconstruction method. In our setting, this
algorithm is applied to the functional F o G and, given an initial guess zg, it produces a
sequence of iterations zg

2k = 2k—1 — hV(F o G)(zk—-1), k>1, (2.41)

where h > 0 is the stepsize.
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Although the injectivity of the generator is not a necessary condition for solving
inverse problems of the type (2.39), in order to prove theoretical results about inverse
problems, it is still a mandatory assumption, because of the proof techniques. It is
possible nevertheless that global injectivity of the generator is not needed, and a weaker
local one might suffice. This could be justified by using a differential geometric approach,
as in [5]. In Remark 11 below, we provide a toy example in which a non-injective generator
makes the Landweber iteration not convergent. However, it is still not clear, from the
theoretical point of view, whether non-injective models can be successfully used to solve
inverse problems.

Remark 11. We demonstrate how a non-injective generative model can lead to difficulties
in solving inverse problems. For simplicity, we consider a simple one-dimensional toy
example, with a ReLU activation function o, which is not injective. Let

G:R =R, G(z)=o0(—0(z)+1) = (=24 + 1)4,

where z; = max(z,0). This is a simple 2-layer neural network, where the affine map
in the first layer is z +— 2, and the affine map of the second layer is x — —z + 1. It
is immediate to see that this network generates the set [0, 1] C R. However, it is not
injective:

G(z) = (2.42)

1 if z <0,
0 ifz>1.

Suppose now we wish to solve the inverse problem F(x) =y, as in (2.38) with any
map F, for x € [0,1]. Writing x = G(z), we are reduced to solving (2.39), namely
F(G(z)) = y. If we solve this by using any iterative method, as (2.41), with an initial
guess zp € R\ [0, 1], we have z = z for every k, since G is constant in a neighborhood
of zg by (2.42). Therefore, in general, it will not be possible to solve the inverse problem
with a non-injective generative model.

2.4 Numerical results

We present here numerical results validating our theoretical findings. In Section 2.4.1 we
describe how we train a CGNN, in Section 2.4.2 we compare a CGNN-based reconstruction
algorithm with a standard discrete generator one for a signal deblurring problem, and in
Section 2.4.3 we show qualitative results on the generation and reconstruction capabilities
of CGNNs. The treatment of more complicated inverse problems such as nonlinear ones
(e.g. EIT problem) has not been treated for computational reasons.

2.4.1 'Training

The conditions for injectivity given in Theorem 1 are not very restrictive and we can use
an unsupervised training protocol to choose the parameters of a CGNN. Even though
our theoretical results concern only the injectivity of CGNNs, we numerically verified
that training a generator to also well-approximate a probability distribution gives better
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reconstructions for inverse problems. For this reason, we choose to train CGNNs as parts
of variational autoencoders [134, 135], a popular architecture for generative modeling.
In particular, our VAEs are designed so that the corresponding decoder has a CGNN
architecture. Note that there is growing numerical evidence showing that an untrained
convolutional network is competitive with trained ones for solving inverse problems with
generative priors [221, 24].

In our experiment, the training is done on smooth signals. We create a dataset
of smooth signals constructed by randomly sampling the first 5 low-frequency Fourier
coefficients. Each of these is taken from a Gaussian distribution with zero mean and
variance that decreases as the frequency increases. Mathematically, the dataset contains
signals of the form

2
z(t) = % + ) ancos (2mnt) + by, sin(2wnt),
n=1

where an, b, ~ N (0, m) In order to show the validity of our method in a high
resolution setting, the support of the signals [0, 1] is finely discretized with 4096 equidistant
points. We divide the dataset in 10000 signals to train the network and 2000 to test it.

Our VAE consists of a decoder with 3 non-expansive transposed convolutional layers
without bias terms and an encoder with a similar, yet mirrored, structure. For the decoder,
we consider the simplified CGNN architecture described in Remark 9. Differently from
the implementation described in Section 2.1.3, we do not pass from the scaling coefficients
in V; to the ones in Vs and vice-versa at every layer. Here, both the nonlinearity and
the convolution are applied to the scaling coefficients in V. Therefore, our VAE takes
as input the scaling coefficients of our signals obtained by doing 6 downscalings, which
already constitute a significant dimensionality reduction with respect to the original finely
discretized signals (the scaling coefficients are approximately 4226 = 64). We numerically
verified that the simplified CGNN architecture provides very similar results to the original
architecture. In addition, we also verified that it is less computationally expensive, since
the whole network acts only on the scaling coefficients. For our experiments, we choose
the stride s = %, the latent space dimension S = 15 and the leaky-ReLU as nonlinear
activation function. Moreover we consider Daubechies scaling function spaces with
vanishing moments N = 1,2, 6, 10.

The training is done with the Adam optimizer using a learning rate of 0.01 and
the loss function, commonly used for VAEs, given by the weighted sum of two terms:
the Mean Square Error (MSE) between the original and the generated signals and the
Kullback-Leibler Divergence (KLD) between the standard Gaussian distribution and the
one generated by the encoder in the latent space!.

The injectivity of the decoder, i.e. of the generator, is guaranteed if Hypotheses 1, 2

and 4 are satisfied and if o is injective (see Remark 9). We test Hypothesis 2 a posteriori,

1All computations were implemented with Python3, running on a workstation with 256GB of RAM
and 2.2 GHz AMD EPYC 7301 CPU and Quadro RTX 6000 GPU with 22GB of memory. All the codes
are available at https://github.com/ContGenMod/Continuous-Generative-Neural-Network
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i.e. after the training, and, in our cases, it is always satisfied. The other assumptions
are verified using the leaky-ReLU as nonlinearity and the Daubechies scaling functions
for the spaces V;. We mention that leaky-ReLU was chosen not only because it satisfied
the assumptions but also because it obtained better performance compared to other
activation functions such as ReLU and ELU.

2.4.2 Deblurring with generative models

Deblurring problem. We consider the following deblurring problem
y=frx+e,
where

e 1z is a smooth signal from the test set.

o fis the Gaussian blurring filter obtained by evaluating a N (0, 4) in 1501 equidistant
point in [—4, 4].

e ¢ is a weighted 4096 random Gaussian noise, i.e. e = T, where 7 > 0 is a weight
and ¢ ~ N (0, I1006). We consider two different levels of noise corresponding to
7 = 0 (no noise, only blurring filter) and 7 = 0.3.

o The symbol * represents the discrete convolution defined in equation (2.3).

In order to solve this deblurring problem, we compare the two following approaches.

Deep Landweber for discrete generators. We consider the Landweber algorithm
applied to y = f * G(z) + e, where G is a discrete injective generative NN (as described
in Section 2.1.1) giving as output discretized signals in R4%%. In this case, the forward
operator is z — f x G(z) and the space in which the iterations are performed is the
low-dimensional latent space R'%, to which z belongs. In order to choose an appropriate
initial value, one option is to generate vectors z; € R' with random Gaussian entries
and compute the MSE between the data y and f x G(z;) for every i. Then, we choose the
z; that minimizes the MSE. Otherwise, if G is the decoder of a discrete VAE, another
option is to choose the initial guess as E(y), where E is the encoder of the discrete VAE.
However, we notice that in practice, for our deblurring problem, the algorithm converges
to a good solution with almost every initial guess z € R!® with random Gaussian entries.
Therefore, our results are shown in this setting. The iterative step becomes

2e = 2p—1 — WG (z— 1)) f * (f * G(zi_1) — ), k>1, h = 0.0005 fixed.

We run the algorithm until lzeni—zill 8, with § = 10712,

[
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Deep Landweber for continuous generators. Next, we consider the Landweber
algorithm applied to y = f * G(2) + e, where G is a simplified injective CGNN, as
described in Remark 9. The generator may be decomposed as G = W o G, where G
gives as outputs the scaling coefficients of the signals in V;, and W is an operator that
synthesizes the scaling coefficients at level jr, mapping them to a function in L?(R).
As for the discrete case above, in practice the algorithm converges to the solution with
almost every initial guess z € R'® with random Gaussian entries and we show the results
in this case. The iterative steps are

2p = 261 — MG (2 1)) W o f 5 (f * G(zk-1) — ), kE>1, h = 0.0005 fixed.

The stopping criterion is the same as that of deep Landweber for discrete generators.

Theoretically, W maps a sequence of scaling coefficients (c,)nez € R” at level j = jr
into 3°,cz cndjn € V; C L%(R) and the corresponding W* maps a function f € L*(R)
into the sequence of scaling coefficients ((f, ¢jn)r2(r))nez. In practice, as explained in
Section 2.1.3, we use the scaling coefficients in V) for large M to approximate the
function ),z ¢n¢jn. Therefore, YW consists of an upsampling transformation repeated
M times, assuming all the detail coefficients are equal to zero, while W is an M-times
downsampling. For our examples in Section 2.4.2, we consider M = 6.

Comparisons between continuous and discrete generator reconstruction al-
gorithms. In Figure 2.4 we provide a comparison between the continuous generator
approach using CGNNs living on Daubechies scaling spaces with vanishing moments
N =1,2,6,10 in the reconstruction of blurry signals, with or without noise. We also
compare them with the discrete generator approach where the generator is the decoder
of a discrete VAE taking as input directly the finely discretized function, instead of the
scaling coefficients. Although having the same basic structure, this discrete VAE will
contain significantly more parameters (50 times more than the ones of the continuous
VAEs whose decoders are the CGNNS living on Daubechies scaling spaces). In both cases,
the inverse problem was solved by applying the iterative scheme (2.41) with a random
initial guess as explained in the previous two paragraphs.

The original signal x is taken from our test set and the data y is obtained by blurring
it with a Gaussian blurring operator, and by possibly adding Gaussian noise. We compare
the original signal, the corrupted one and the reconstruction, by measuring the relative
MSE.

We notice that the discrete VAE yields more irregular reconstructions. This may be
due to the significantly higher number of parameters in this network, which is therefore
more prone to overfitting. On the contrary, the networks acting on the scaling coefficients
at low scales, thanks to the smoothness of Db6 and Db10, show smoother reconstructions,
coherently with the signals’ class. As one would expect, the shape of the wavelet affects
the final reconstructions.

In Figure 2.5 we show two examples of reconstruction obtained with the iterative
algorithm (2.41) starting from different initial guesses, with the Db6 scaling function
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Figure 2.4: Image deblurring. First column: noiseless case. Second column: noisy case.
In the first row: original signal x (orange) and blurry one y (blue). In the other rows:
original signal = (orange) and reconstructed one (blue) using algorithm (2.41) where the
generators are either CGNNs with different scaling functions or the discrete injective
generative NN (last row). At the top of each picture: relative MSE between the two
signals.
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Figure 2.5: In each row: original signal x (orange) and reconstruction (blue) after k
iterations of algorithm (2.41) where the generators are CGNNs with the Db6 scaling
function. In this case the data is not corrupted by noise, but the same results are obtained
also with Gaussian noise.

and blurry data y with no noise. We notice that the algorithm converges to the solution
starting from an arbitrary initial guess.

2.4.3 Generation and reconstruction power of CGNNs

To assess the quality of the generation, in Figure 2.6 we show random samples of signals
from trained injective CGNNs with different Daubechies scaling spaces and from the
discrete injective generative NN.

In order to evaluate the reconstruction power of our trained VAEs (Figure 2.7), we
compute the mean and the variance, over the 200 signals of the test set, of the MSE
between the true signal and the reconstructed one, obtained by applying the full VAE to
the true signal. We observe that although the discrete VAE has 50 times the parameters
of the VAEs acting on the scale coefficients, the values of the MSE are comparable
(especially in the case of smooth Daubechies wavelets such as db6 and db10). We also
show qualitatively some examples of reconstructed signals in Figure 2.8. Even in these
cases, the comparison takes into account the VAEs with different Daubechies scaling
spaces and the discrete VAE described in the previous section.
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Figure 2.6: Random samples from trained injective CGNNs with different scaling functions
and discrete injective generative NN.
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Figure 2.7: Boxplots of the MSE between the original image and the reconstructed
one over 200 images of the test set using VAEs with different scaling functions and the
discrete VAE.
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Figure 2.8: Original signal (blue) and reconstructed one (orange) using VAEs with
different scaling functions and the discrete VAE.



Chapter 3

Manifold Learning by Mixture
Models of Variational
Autoencoders for Inverse

Problems

The treatment of high-dimensional data is often computationally costly and numerically
unstable. Therefore, in many applications, it is important to find a low-dimensional rep-
resentation of high-dimensional datasets. Classical methods, like the principal component
analysis (PCA) [182], assume that the data is contained in a low-dimensional subspace.
However, for complex datasets this assumption appears to be too restrictive, particularly
when working with image datasets. Therefore, recent methods rely on the so-called
manifold hypothesis [34], stating that even complex and high-dimensional datasets are
contained in a low-dimensional manifold. Based on this hypothesis, in recent years,
many successful approaches have been based on generative models, able to represent high
dimensional data in R™ by a generator D: R? — R” with d < n: these include generative
adversarial networks [93], variational autoencoders [134], injective flows [141] and score-
based diffusion models [214, 117]. Indeed under the assumption that D is injective, the
set of generated points {D(z) : z € R?} forms a manifold that approximates the training
set. However, this requires that the data manifold admits a global parameterization. In
particular, it must not be disconnected or contain holes. In order to model disconnected
manifolds, [81, 127, 138, 184] propose to model the latent space of a VAE by a Gaussian
mixture model. This enables the authors to capture multimodal probability distributions.
However, this approach struggles with modelling manifolds with holes since either the
injectivity of the generator is violated or it is impossible to model overlapping charts.
Similarly, the authors of [71, 173, 191] propose latent distributions defined on Riemannian
manifolds for representing general topologies. In [172], the manifold is embedded into a
higher-dimensional space, in the spirit of Whitney embedding theorem. However, these
approaches have the drawback that the topology of the manifold has to be known a-priori,

51
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which is usually not the case in practice.

Here, we focus on the representation of the data manifold by several charts. A
chart provides a parameterization of an open subset from the manifold by defining a
mapping from the manifold into a Euclidean space. Then, the manifold is represented by
the collection of all of these charts, which is called atlas. For finding these charts, the
authors of [65, 85, 185, 208] propose the use of clustering algorithms. By default, these
methods do not provide an explicit formulation of the resulting charts. As a remedy,
[45, 185] use linear or kernelized embeddings. The authors of [208] propose to learn
for each chart again a generative model. However, these approaches often require a
large number of charts and are limited to relatively low data dimensions. The idea of
representing the charts by generative models is further elaborated in [139, 140, 201]. Here,
the authors proposes to train at the same time several (non-variational) autoencoders
and a classification network that decides for each point to which chart it belongs. In
contrast to the clustering-based algorithms, the computational effort scales well for large
data dimensions. On the other hand, the numerical examples in the corresponding papers
show that the approach already has difficulties to approximate small toy examples like a
torus.

In this chapter, we propose to approximate the data manifold by a mixture model of
VAEs. Using Bayes theorem and the evidence lower bound (ELBO) approximation of the
likelihood term we derive a loss function for maximum likelihood estimation of the model
weights. Mixture models of generative models for modeling disconnected datasets were
already considered in [29, 118, 158, 215, 229]. However, they are trained in a different
way and to the best of our knowledge none of those is used for manifold learning.

As in the previous chapter, the learned manifold is used to encode a-priori information
on the unknowns of inverse problems. We consider an observation y which is generated
by the inverse problem

y=G(z)+n,

where G: R™ — R™ is an ill-posed or ill-conditioned, possibly nonlinear, forward operator
and 7 represents additive noise. Reconstructing the input x directly from the observation y
is usually not possible due to the ill-posed operator and the high dimension of the problem.
As a remedy, the incorporation of prior knowledge is required. This is usually achieved
by using regularization theory, namely, by minimizing the sum of a data fidelity term
F(z) and a regularizer R(z), where F' describes the fit of G(z) to y and R incorporates
the prior knowledge. With the success of deep learning, data-driven regularizers became
popular [17, 23, 95, 116, 162].

In this chapter, we consider a regularizer which constraints the reconstruction x to a
learned data manifold M. More precisely, we consider the optimization problem

& = argmin F(z) subject to x € M,
x
where F(z) = 1[|G(z) — y||? is a data-fidelity term. This corresponds to the regularizer
R(z) which is zero for x € M and infinity otherwise. When the manifold admits a global
parameterization given by one single generator D, the authors of [12, 56, 77, 91] propose
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to reformulate the problem as & = D(Z2), where 2 € argmin, F'(D(z)). Since this is an
unconstrained problem, it can be solved by gradient based methods. However, since we
consider manifolds represented by several charts, this reformulation cannot be applied.
As a remedy, we propose to use a Riemannian gradient descent scheme. In particular, we
derive the Riemannian gradient using the decoders and encoders of our manifold and
propose two suitable retractions for applying a descent step into the gradient direction.

To emphasize the advantage of using multiple generators, we demonstrate the per-
formance of our method on numerical examples. We first consider some two- and
three-dimensional toy examples. Finally, we apply our method to deblurring and to
electrical impedance tomography, a nonlinear inverse problem consisting in the recon-
struction of the leading coefficient of a second order elliptic PDE from the knowledge of
the boundary values of its solutions [62]. The code of the numerical examples is available
online’.

The chapter is organized as follows. In Section 3.1, we revisit VAEs and fix the
corresponding notations. Afterwards, in Section 3.2, we introduce mixture models of
VAEs for learning embedded manifolds of arbitrary dimensions and topologies. Here, we
focus particularly on the derivation of the loss function and of the architecture, which
allows us to access the charts and their inverses. For minimizing functions defined on the
learned manifold, we propose a Riemannian gradient descent scheme in Section 3.3. We
provide numerical toy examples for one and two dimensional manifolds in Section 3.4.
In Section 3.5, we discuss the applications to deblurring and to electrical impedance
tomography.

3.1 Background on Variational Autoencoders and Mani-
folds

In this section, we revisit the technical backgrounds of the chapter. First, we recall the
concept of VAEs and their training procedure. Afterwards, we present our model for
the latent distribution based on a nomalizing flow, a short literature review on manifold
learning with VAEs and some basic definition from differential geometry.

3.1.1 Variational Autoencoders for Manifold Learning

In this chapter, we assume that we are given data points z1,...,zxy € R” for a large
dimension n. In order to reduce the computational effort and to regularize inverse
problems, we assume that these data-points are located in a lower-dimensional manifold.
We aim to learn the underlying manifold from the data points z1,...,zxy with a VAE
([134, 135]).

A VAE aims to approximate the underlying high-dimensional probability distribution
Px of the random variable X with a lower-dimensional latent random variable Z ~ Py
on R? with d < n, by using the data points x,...,zx. To this end, we define a decoder

"https://github.com/johertrich/Manifold_Mixture_VAEs
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D:R?* — R” and an encoder E: R® — R% The decoder approximates Px by the
distribution P of a random variable X := D(Z) + n, where n ~ N(0,021,,). Vice versa,
the encoder approximates Pz from Py by the distribution P; of the random variable
7 = B(X) + £ with € ~ N'(0,02I,;). Now, decoder and encoder are trained such that we
have Px ~ Pg and Pz ~ Pj. To this end, we aim to maximize the log-likelihood function
00) = N log(pg (21)), where 6 denotes the parameters D and E depend upon.

The log-density log(p ¢ (z)) induced by the model is called the evidence. However,
for VAEs the computation of the evidence is intractable. Therefore, [134] suggest to
approximate it by the evidence lower bound given by

ELBO((0) = Egor(o,1,) [log(pz (E(2) + 0:€)) — 55z | D(E(2) + 0:6) — 2’| (3.1)

Indeed, by Jensen’s inequality the evidence can be lower-bounded by
log(px (@) =log ( [ p7x(02)dz)

X (Za $)
= log (/Rd ppz’ix(z)pmxzz(z) dz)

pz(2)P 7. ()
[1og ( P )]

=E.op,_, [log(pz(2)) +log(pgz—.(2)) —log(pz x—,(2))]-

- ]EzNPZ\X:z

Accordingly to the definition of Z and X, we have that Pg1z=5(x) = N(2; D(z), o2l,)
and pZ|X:$(z) = N(z; E(z),021;). Thus, the above formula is, up to a constant, equal
to

]_EZ'\/PZ\X:I

log(pz(2)) = gozllz = D(2)||* — log(N (23 E(x), 0214))].
Considering the substitution £ = (2 — E(z))/0, we obtain

Een(0,1)[108(p2(E(2) + 0:€)) — 52| D(E(2) + 02:€) — z||* — log(N (&; 0, La))]-

Note that also the last summand does not depend on D and E. Thus, we obtain, up to
a constant, the ELBO (3.1).

Finally, a VAE is trained by minimizing the loss function which sums up the negative
ELBO values of all data points, i.e.,

N

Lyap(0) = = ELBO(z;6).
=1
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Learned Latent Space. It is a known issue of VAEs that the inferred probability
distribution is often more blurry than the ground truth distribution of the data. A
detailed discussion of this issue can be found in [135, Section 2.8.2]. As a remedy, the
authors suggest to choose a more flexible model. One possibility is to combine VAEs
with normalizing flows, as proposed in [192] or [68]. Following these approaches, we
increase the flexibility of the model by using a latent space learned by a normalizing
flow. The idea is based on the observation that transforming probability distributions in
low-dimensional spaces is much cheaper than in high-dimensional spaces. Consequently,
modelling the low-dimensional latent space can be more effective than learning probability
transformations in the high-dimensional data space. Here, we employ the specific loss
function from [104, 106] for training the arising model. More precisely, we choose the
latent distribution
Pz = TyP=,

where 7: R — R? is an invertible neural network, called normalizing flow. In this way,
Py is the push-forward of a fixed (known) distribution P=. Then, the density pz is given
by

pz(2) = p=(T1(2))|det (VT (2))].

The parameters of T are considered as trainable parameters. Then, the ELBO reads as

ELBO(26) = B¢ (0,1, [log(p=(T~(E(z) + 0:€)))

+log((det (VT (B(@) + 0. 0)) ~ gzl DEG) +0.) ~ P, )
where 6 are the parameters of the decoder, the encoder and of the normalizing flow 7.

In the literature, there exist several invertible neural network architectures based
on coupling blocks ([75, 132]), residual networks ([33, 57, 115]), ODE representations
([58, 97, 177]) and autoregressive flows ([121]). In our numerics, we use the coupling-based
architecture from [22].

Manifold Learning with VAEs. In order to obtain a lower-dimensional representation
of the data points, some papers propose to approximate the data-manifold by M =
{D(z) : z € R}, see e.g. [12, 56, 77, 91]. However, this is only possible if the data-
manifold admits a global parameterization, i.e., it can be approximated by one generating
function. This assumption is often violated in practice. As a toy example, consider the
one-dimensional manifold embedded in R? that consists of two circles, see Figure 3.1a.
This manifold is disconnected and contains “holes”. Consequently, the topologies of the
manifold and of the latent space R do not coincide, so that the manifold cannot be
approximated by a VAE. Indeed, this can be verified numerically. When we learn a
VAE for approximating samples from this manifold, we observe that the two (generated)
circles are not closed and that both components are connected, see Figure 3.1b. As a
remedy, in the next section, we propose the use of multiple generators to resolve this
problem, see Figure 3.1c. For this purpose, we need the notion of charts and atlases.
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Figure 3.1: Example of a one-dimensional manifold that admits no global parameteriza-
tion.

3.1.2 Embedded Manifolds

A subset M C R” is called a d-dimensional embedded differentiable manifold if there
exist a set of indices I and a family (Ug, ¢k )res of relatively open sets Uy C M with
Urer Ur = M and mappings ¢p: Uy — R? such that it holds for every k,l € I that

¢k 18 a homeomorphism between Uy and ¢ (Ug);

the inverse go,;l: ok (Ug) — Uy, is continuously differentiable;

the transition maps ¢y © gafl s (U NUp) — ¢ (U, N U) are continously differen-
tiable;

- and the Jacobian Vi '(z) of ¢, ! at 2 has full column-rank for any = € 4 (Uy).

We call the mappings ¢y charts and the family (Ug, pr)rer an atlas. With an abuse
of notation, we sometimes also call the set Uy or the pair (Ug,¢x) a chart. Every
compact manifold admits an atlas with finitely many charts (U, cpk)szl, by definition of
compactness.

3.2 Chart Learning by Mixtures of VAEs

In order to approximate (embedded) manifolds with arbitrary (unknown) topology, we
propose to learn several local parameterizations of the manifold instead of a global one.
To this end, we propose to use mixture models of VAEs.

An Atlas as Mixture of VAEs. We propose to learn the atlas of an embedded
manifold M by representing it as a mixture model of variational autoencoders with
decoders Dy: R* — R™, encoders Ej: R” — R? and normalizing flows 7}, in the latent
space, for kK = 1,...,K. Then, the inverse of each chart ¢, will be represented by
<p,;1 = Dy = Dy o Tr. Similarly, the chart ¢y itself is represented by the mapping
&L = ’776_1 o Fj restricted to the manifold. Throughout this chapter, we denote the
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parameters of (D, Eg, Tr.) by k. Now, let X;, k = 1,..., K, be the random variable
generated by the decoder Dy as in the previous section. Then, we approximate the
distribution Px of the noisy samples from the manifold by the random variable X := X,
where J is a discrete random variable on {1,..., K} with P(J = k) = aj, with mixing
weights oy, > 0 fulfilling K | oy = 1.

3.2.1 Training of Mixtures of VAEs

Loss function. Let z1,...,xxy be the noisy training samples. In order to train mix-
tures of VAEs, we minimize an upper bound of the negative log likelihood function
- Zi]\; log(p g (x;)). To this end, we employ the law of total probability and the Jensen
inequality and we obtain

log(p ¢ (x:)) Z Bik log( Px, (i),
k=1

where S, == P(J = k:]f(~ = z;) is the probability that the sample x; was generated by the
k-th random variable X}. Using the definition of conditional probabilities, we observe
that U — B (o)

\ = %, \Lq appv. (T;
j=1 P(J = ])pX] (LL‘@) 2_7':1 APz, (4)

(3.3)

As the computation of px, is intractable, we replace it by the ELBO (3.2), i.e., we
approximate ;5 by
/8 L = oy, exp(ELBO(z;|0)) (3 4)
¢ E] L o exp(BLBO(x;]0;)) ’

Then, we obtain

) ag exp(ELBO(z;]0k)) )
{(2;]©) = ZZ o (ELEOG 0 ))ELBO(xZ\Gk),

j=1

that is an lower bound for log(p ¢ (z;)). By summing up over all i, we obtain an upper
bound of the negative log likelihood function by the loss function

N
=1

in order to train the parameters © = (Gk)szl of the mixture of VAEs. Finally, this loss
function is then optimized with a stochastic gradient based optimizer like Adam [131].

Remark 12 (Lipschitz Regularization). In order to represent the local structure of the
manifold and to stabilize the training, we would like to avoid that two points that are close
in the latent distribution have too large a distance in the data space. This corresponds
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Figure 3.2: Plot of the unnormalized latent density q.

to regularizing the Lipschitz constant of the decoders Dy and of the normalizing flows 7.
More precisely, for some small o > 0, we add the regularization term

K
R(0) = ~3 > Eupeyort) [ Dr(Ti(2) ~ DelTi(z + )
k=1

for the first few epochs of the training. Once the charts roughly capture the local
structures of the manifold, we avoid the Lipschitz regularization in order to have the
interpretation of the loss function as an approximation of the negative log likelihood of
the training points.

Latent Distribution. In order to identify the sets Uy defining the domain of the
k-th learned chart, we choose a latent distribution that is mostly concentrated in the
rectangle (—1,1)%. Then, we can define the domain U}, of the k-th learned chart as the
set Uy := Dp((—1,1)%). Since the charts are supposed to overlap, the density should
become small close to the boundary. To this end, we choose the distribution P= by using
the density p=(z) = Hle q(z;), where the density ¢ is up to a multiplicative constant
given by

1, |z] < 0.8,

q(z) x < 4.8 — 4.75]z/, |z| € [0.8,1],
0.05exp(—100(|z| — 1)), |z| > 1,

see Figure 3.2 for a plot.

Due to approximation errors and noise, we will have to deal with points x € R™ that
are not exactly located in one of the sets Uy. In this case, we cannot be certain to which
charts the point x actually belongs. Therefore, we interpret the conditional probability
(3.3) as the probability that x; belongs to the k-th chart. Since we cannot compute the
Bi1 explicitly, we use the approximations 3, from (3.4) instead.

Overlapping Charts. Since the sets Uy of an atlas (Ug, ¢k )rer are an open covering
of the manifold, they have to overlap near their boundaries. To this end, we propose the
following post-processing heuristic.

By the definition of the loss function £, we have that the k-th generator Dy, is trained
such that Uy contains all points z; from the training set where B is non-zero. The



CHAPTER 3. MANIFOLD LEARNING BY MIXTURE MODELS OF VAES 59

following procedure modifies the B in such a way that the samples x that are close to
the boundary of the k-th chart will also be assigned to a second chart.

Since the measure Pz is mostly concentrated in (—1,1)?, the region close to the
boundary of the k-th chart can be identified by Dy(7x(z)) for all z close to the boundary
of (—1,1)4. For ¢ > 1, we define the modified ELBO function

ELBO.(2(0k) = Eeopr(o,1,) log(p=(cTy " (Er(2) + 0:€)))
+log(|det(VT,~ (Bx(2) + 0:6))]) — 92 | Di(Br(2) + 0:€) — %]

which differs from (3.2) by the additional scaling factor ¢ within the first summand.
By construction and by the definiton of p=, it holds that ELBO.(z, 0;) ~ ELBO(xz|6y)
whenever ¢|| T, (Ex(z))|lcc < 0.8 and 0 < o, < 0.1 is small. Otherwise, we have
ELBO(z|0;) < ELBO(z|0). In particular, ELBO.(x|0y) is close to ELBO(z|0) if
belongs to the interior of the k-th chart and is significantly smaller if it is close to the
boundary of the k-th chart.

As a variation of B, now we define

’Ay-(l) _ oy exp(ELBO.(z;]6;))
T exp(ELBO(2i]61) + X jeqr,... xop iy @ exp(ELBO(x4]6;))
and
7(1) _ a exp(ELBO(z;|0k))
* exp(ELBO(2i]61) + X jeqr,... o iy @ exp(ELBO(x4]6;))
for k,1 € {1,...,K}. Similarly as the S, ﬁi(,? can be viewed as a classification parameter,

which assigns each x; either to a chart k # [ or to the interior part of the [-th chart.
Consequently, points located near the boundary of the I-th chart will also be assigned to

another chart. Finally, we combine and normalize the 'Ayl.(l) by

Vik . ~ (1)
Yik = —=———, where ;= max 4, . (3.5)
ZkKZI Yik =1,...K v
Once, the ;;, are computed, we update the mixing weights a by ap = Zf\il i and
minimize the loss function

N

K
['overlap(@) = - Z Z ’mELBO(%Wk) (36)
i=1k=1

using a certain number of epochs of the Adam optimizer [131].

The whole training procedure for a mixture of VAEs representing the charts of an
embedded manifold is summarized in Algorithm 1. The hyperparameters M7, My and Mg
are chosen large enough such that we have approximately approached a local minimum
of the corresponding objective function. In our numerical examples, we choose M7 = 50,
My = 150 and M3 = 50.
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Remark 13 (Number of Charts K). The choice of the number of charts K is a trade-off
between computational efficiency and flexibility of the model. While each manifold has
a minimal number of required charts, it could be easily represented by more charts.
Therefore, from a topological viewpoint, there is no upper limit on K. However, since
each chart comes with its own pair of decoder and encoder, the number of parameters
within the mixture of VAEs, and consequently the training effort, grow with K.

Algorithm 1 Training procedure for mixtures of VAEs.
1. Run the Adam optimizer on £(©) + AR(0O) for M; epochs.
2. Run the Adam optimizer on £(©) for My epochs.
3. Compute the values v, i =1,...,N, k=1,..., K from (3.5).
4. Compute the mixing weights oy = Zi]L Yik-
5. Run the Adam optimizer on Loyerlap(©) from (3.6) for M3 epochs.

3.2.2 Architectures

In this subsection, we focus on the architecture of the VAEs used in the mixture model
representing the manifold M. Since Dy = Dy, o Ty represent the inverse of our charts o,
the decoders have to be injective. Moreover, since &, = 7;,_1 o . represents the chart
itself, the condition &, o Dy, = Id must be verified. Therefore, we choose the encoder Fj
as a left-inverse of the corresponding decoder Dy. More precisely, we use the decoders of

the form
Dk:TLOALO---OTloAl,

where the 7j: R% — R% are invertible neural networks and A;: R%-1 — R% are fixed
injective linear operators for | = 1,...,L, d = dy < d1 < --- < dp = n. As it is
a concatenation of injective mappings, we obtain that Dy is injective. Finally, the
corresponding encoder is given by

Ep=AloTi o0 Al 0T, AT = (ATA)7 14T, (3.7)

Then, it holds by construction that & o Dy = Id.

Here, we build the invertible neural networks 7; and the normalizing flows 7T out of
coupling blocks as proposed in [22] based on the real NVP architecture [75]. To this end,
we split the input z € R% into two parts z = (21, 22) € R% x RY with d; = d} + d? and
define Tj(z) = (1, z2) with

x1 = 21202 1 1y(29) and  wg = 29" £ty (2y),

where sq,t1: R4 — RY and So,to: RY — R4 are arbitrary subnetworks (depending on
1). Then, the inverse T *(x1,22) can analytically be derived as z = (21, 22) with

29 = (z2 — t1(z1)) e 1) and 2 = (21 — t2(22)) o—52(22)
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Remark 14 (Projection onto learned charts). Consider a decoder Dy, and an encoder Ej,
as defined above. By construction, the mapping 7 = Dy, o E} is a (nonlinear) projection
onto range(Dy) = range(m), in the sense that m, o m, = 7 and that Typange(n,) is the
identity on range(Dy). Consequently, the mapping 7 is a projection on the range of
Dy, which represents the k-th chart of M. In particular, there is an open neighborhood
V =1, 1 (Ux) C R™ such that Ty is a projection onto Uy.

3.3 Optimization on Learned Manifolds

As motivated in the introduction, we are interested in optimization problems of the form

min F'(z) subject to z € M, (3.8)

z€R™

where F': R" — R is a differentiable function and M is available only through some data
points. In the previous section, we proposed a way to represent the manifold M by a
mixture model (Dy, Ex, Tx) of VAEs. This section outlines a gradient descent algorithm
for the solution of (3.8) once the manifold is learned.

As outlined in the previous section, the inverse charts go,;l of the manifold M are
modeled by Dy, := Dy o T.. The chart ¢y itself is given by the mapping & = 77;1 o By
restricted to the manifold. For the special case of a VAE with a single generator D, the
authors of [12, 56, 77] propose to solve (3.8) in the latent space. More precisely, starting
with a latent initialization zy € R% they propose to solve

min F'(D(z))
using a gradient descent scheme. However, when using multiple charts, such a gradient
descent scheme heavily depends on the current chart. Indeed, the following example
shows that the gradient direction can change significantly, if we use a different chart.

Example 10. Consider the two-dimensional manifold R? and the two learned charts
given by the generators

Dl (2’1, 22) = (1021, 22), and DQ(Zl, ZQ) = (2:1, 1022).

Moreover let F: R? — R be given by (z,y) — = + y. Now, the point z(®) = (0,0)
corresponds for both charts to z(0) = (0,0). A gradient descent step with respect to
F oDy, k=1,2, using step size 7 yields the latent values

(=M, 29) = 20 — +v(F 0 D) () = —(107,7),
(W, 8Y) = 20 — 29(F 0 Do) (:0) = —(7,107).
Thus, one gradient steps with respect to F' o Dy yields the values
2V =D, (zM) = —(1007,7), 2V =Dy(V) = —(7,1007).

Consequently, the gradient descent steps with respect to two different charts can point
into completely different directions, independently of the step size 7.
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Therefore, we aim to use a gradient formulation which is independent of the pa-
rameterization of the manifold. Here, we use the concept of the Riemannian gradient
with respect to the Riemannian metric, which is inherited from the Euclidean space
in which the manifold M is embedded. To this end, we first revisit some basic facts
about Riemannian gradients on embedded manifolds which can be found, e.g., in [1].
Afterwards, we consider suitable retractions in order to perform a descent step in the
direction of the negative Riemannian gradient. Finally, we use these notions in order to
derive a gradient descent procedure on a manifold given by mixtures of VAEs.

3.3.1 Background on Riemannian Optimization

Riemannian Gradients on Embedded Manifolds. Let x € M C R"™ be a point on
the manifold, let ¢: U — R? be a chart with z € U and ¢~ ': p(U) — U be its inverse.
Then, the tangent space is given by the set of all directions 4(0) of differentiable curves
v: (—e,e) = M with v(0) = x. More precisely, it is given by the linear subspace of R"
defined as

T.M={Jy:yecRY, whereJ:=Vy (p(z)) e R (3.9)

The tangent space inherits the Riemannian metric from R", i.e., we equip the tangent
space with the inner product

(u,v)y = uTv, w,ve TyM.

A function f: M — R™ is called differentiable if for any differentiable curve
v: (—g,e) = M we have that f o~: (—g,e) — R™ is differentiable. In this case
the differential of f is defined by

m d
Df(x): T.M = R™,  Df(@)lh] = fn(®)] _,
where vp,: (—¢,e) — M is a curve with 7, (0) = z and 4,(0) = h. Finally, the Riemannian
gradient of a differentiable function f: M — R is given by the unique element V f €
T, M which fulfills

Df(x)[h] = (Vmf h)e forall heT,M.

Remark 15. In the case that f can be extended to a differentiable function on a
neighborhood of M, these formulas can be simplified. More precisely, we have that the
differential is given by D f(x)[h] = KTV f(x), where V[ is the Euclidean gradient of f.
In other words, D f(z) is the Fréchet derivative of f at x restricted to T, M. Moreover,
the Riemannian gradient coincides with the orthogonal projection of V f on the tangent
space, i.e.,
V(@) = Praa(VF@). Pro(y) = argminly — 2|
2Clzx

Here the orthogonal projection can be rewritten as Pr g = J(JYJ) "1 JT, J = Vo~ p(x))
such that the Riemannian gradient is given by V. f(z) = J(JTJ)LITV f(z).
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Retractions. Once the Riemannian gradient is computed, we aim to perform a descent
step in the direction of —V rqf(x) on M. To this end, we need the concept of retraction.
Roughly speaking, a retraction in « maps a tangent vector £ to the point that is reached
by moving from z in the direction £. Formally, it is defined as follows.

Definition 2. A differentiable mapping R, : V, — M for some neighborhood V,, C T, M
of 0 is called a retraction in x, if R,(0) = x and

DR,(0)[h] =h forall he Ty(Vy) = TuM,

where we identified Ty (V) with T, M. Moreover, a differentiable mapping R = (Ry)zem: V —
M on a subset of the tangent bundle V' = (V)zesm € TM = (T M)zenm is a retraction
on M, if for all x € M we have that R, is a retraction in z.

Now, let R: V — M be a retraction on M. Then, the Riemannian gradient descent
scheme starting at xo € M with step size 7 > 0 is defined by

Tiy1 = Ry (—=7V 0 f(21)).

3.3.2 Retractions for Learned Charts

In order to apply this gradient scheme for a learned manifold given by the learned
mappings (Dy, 5k)kK:1, we consider two types of retractions. We introduce them and show
that they are indeed retractions in the following lemmas. The first one generalizes the
idea from [2, Lemma 4, Proposition 5] of moving along the tangent vector in R™ and
reprojecting onto the manifold. However, the results from [2] are based on the orthogonal
projection, which is hard or even impossible to compute. Thus, we replace it by some
more general projection 7. In our applications, m will be chosen as in Remark 14, i.e., we
set m(x) = Dr(Ek(z)).

Lemma 11. Let x € M, U, CR" be a neighborhood of x in R"™, w: U, - MNU, be a
differentiable map such that trom =mn. Set V, ={h € T, M CR":x+heUy}. Then

R.(h) =7(z+ h), h e Vg,
defines a retraction in x.

Proof. The property R;(0) = x is directly clear from the definition of R,. Now let
h € T,M C R"™ and ~,: (—¢,2) — M be a differentiable curve with ~,(0) = x and
Jr(0) = h. As my is the identity on M, we have by the chain rule that

. d .
h=n(t) = g mn(0)| _ = Vr(@)in(0) = Va(a)h,
where V7 (z) is the Euclidean Jacobian matrix of 7 at z. Similarly,
d d
DR, (0)[h] = aRx(th)‘t:O = e+ th)| = Vn(@)h=h
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The second retraction uses the idea of changing to local coordinates, moving into the
gradient direction by using the local coordinates and then going back to the manifold
representation. Note that similar constructions are considered in [1, Section 4.1.3].
However, as we did not find an explicit proof for the lemma, we give it below for the
sake of completeness.

Lemma 12. Let © € M and denote by ¢: U — R% a chart with x € U C M. Then,
Ry(h) = o™ (p(x) + (JT )T h), T = Ve p())
defines a retraction in x.

Proof. The property R,(0) = x is directly clear from the definition of R,. Now let
h € To(TyM) = T, M C R™. By (3.9), we have that there exists some y € R? such that
h = Jy. Then, we have by the chain rule that

d
DR.(0)[h] =  Rolth)| _ = (Vo™ (@) )7 T h = (") T Ty = Ty = h
OJ
3.3.3 Gradient Descent on Learned Manifolds
By Lemma 11 and 12, we obtain that the mappings
Rix(h) = Di(Ex(z + 1)) and Ry, (h) = Di(E(z) + (JTT) LT h) (3.10)

with J = VDy(Ex(z)) are retractions in all x € Uy. If we define R such that R, is given
by Ry for some k such that x € Uy, then the differentiability of R = (R;)zem In z
might be violated. Moreover, the charts learned by a mixture of VAEs only overlap
approximately and not exactly. Therefore, these retractions cannot be extended to a
retraction on the whole manifold M in general. As a remedy, we propose the following
gradient descent step on a learned manifold.

Starting from a point xz,, we first compute for k = 1,..., K the probability, that x,
belongs to the k-th chart. By (3.3), this probability can be approximated by

— g eXp(ELBO(:cnlek))
= Zfil a;j exp(ELBO(z,0;)) (3.11)

Afterwards, we project x, onto the k-th chart by applying 2, = Di(Ek(xn)) (see
Remark 14) and compute the Riemannian gradient g, i = VmF(Zn,). Then, we
apply the retraction Ry z, , (or Rkink) to perform a gradient descent step 11 =
Rk@n,k(—Tngn,k). Finally, we average the results by x,4+1 = fo:l BrTrt1k-

The whole gradient descent step is summarized in Algorithm 2. Finally, we compute
the sequence (zy,), by applying Algorithm 2 iteratively.

For some applications the evaluation of the derivative of F' is computationally costly.
Therefore, we aim to take as large step sizes 7, as possible in Algorithm 2. On the other
hand, large step sizes can lead to numerical instabilities and divergence. To this end, we
use an adaptive step size selection as outlined in Algorithm 3.
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Algorithm 2 One gradient descent step on a learned manifold.
Inputs: Function F': M — R, point x,, step size 7, > 0.
for k=1,...,K do
- Approximate the probability that x,, belongs to chart k by computing the 5
from (3.11).
- Project to the k-th chart by &, ;, = Dy(Ek(zy)).
- Compute the Riemannian gradient g, 1 = VF (%), €.8., by Remark 15.
- Perform a gradient descent with the retraction Ry z, ,, i.e., define
Tpi1k = Rz, (= Tngnk)-
end for
- Average results by computing x, 11 = fo:l BrTrg1,k-

Algorithm 3 Adaptive step size scheme for gradient descent on learned manifolds
Input: Function F', initial point xq, initial step size 9.
for n=0,1,... do
Compute x,1 by Algorithm 2 with step size 7,.
while F(zp41) > F(zy,) do
Update step size by 7, < .
Update x,+1 by Algorithm 2 with the new step size 7,,.
end while

Set step size for the next step 7,41 = 37

2
end for

Remark 16 (Descent Algorithm). By construction Algorithm 3 is a descent algorithm.
That is, for a sequence (x,,), generated by the algorithm it holds that F(z,11) < F(zy,).
With the additional assumption that F' is bounded from below, we have that (F'(zy))y is
a bounded descending and hence convergent sequence. However, this does neither imply
convergence of the iterates (z), themselves nor optimality of the limit of (F'(zy,)),. For
more details on the convergence of line-search algorithms on manifolds we refer to [1,
Section 4].

3.4 Numerical Examples

Next, we test the numerical performance of the proposed method. In this section, we start
with some one- and two-dimensional manifolds embedded in the two- or three-dimensional
Euclidean space. We use the architecture from Section 3.2.2 with L = 1. That is, for all
the manifolds, the decoder is given by 7 o A where A: R? — R" is given by x — (x,0) if
d=n—1and by A=1d if d =n and T is an invertible neural network with 5 invertible
coupling blocks where the subnetworks have two hidden layers and 64 neurons in each
layer. The normalizing flow modeling the latent space consists of 3 invertible coupling
blocks with the same architecture. We train the mixture of VAEs for 200 epochs with
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Figure 3.3: Datasets used for the different manifolds.

the Adam optimizer. Afterwards we apply the overlapping procedure for 50 epochs, as in
Algorithm 1.

We consider the manifolds “two circles”, “ring”, “sphere”, “swiss roll” and “torus”.
The (noisy) training data are visualized in Figure 3.3. The number of charts K is given
in the following table.

bR A4

‘ Two circles Ring Sphere Swiss roll Torus
Number of charts ‘ 4 2 2 4 6

We visualize the learned charts in Figure 3.4. Moreover, additional samples generated by
the learned mixture of VAEs are shown in Figure 3.5. We observe that our model covers
all considered manifolds and provides a reasonable approximation of different charts.
Finally, we test the gradient descent method from Algorithm 2 with some linear and
quadratic functions, which often appear as data fidelity terms in inverse problems:

o F(z) = x2 on the manifold “two circles” with initial points Moo T (1.5,0) for
2o = (£0.2,1);

e F(x) = ||z — (=1,0)|* on the manifold “ring” with initial points (1,+0.4);

o F(z) = |z — (0,0,—2)|* on the manifold “sphere” with inital points xo/||z¢|| for
xo € {(0. 3COS(%k) 0. 3sm(”k) 1):k=0,...,9}

e F(z)=|z—(=5,0,0)||* on the manifold “torus”, where the inital points are drawn
randomly from the training set.

We use the retraction from Lemma 11 with a step size of 0.01. The resulting trajectories
are visualized in Figure 3.6. We observe that all the trajectories behave as expected and
approach the closest minimum of the objective function, even if this is not in the same
chart of the initial point.

Remark 17 (Dimension of the Manifold). For all our numerical experiments, we assume
that the dimension d of the data manifold is known. This assumption might be violated
for practical applications. However, there exist several methods in the literature to
estimate the dimension of a manifold from data, see e.g., [31, 52, 82, 152]. We are aware
that dimension estimation of high dimensional datasets is a hard problem which cannot
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Figure 3.4: Learned charts for the different manifolds. For the manifolds “two circles”
and “ring”, each color represents one chart. For the manifolds “sphere”, “swiss roll” and

“torus” we plot each chart in a separate figure.
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Figure 3.5: Generated samples by the learned mixture of VAEs. The color of a point
indicates from which generator the point was sampled.
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Figure 3.6: Trajectories of the gradient descent on the learned manifolds.

be considered as completely solved so far. In particular, most of these algorithms make
assumptions on the distribution of the given data points. Even though it is an active area
of research, it is not the scope of this work to test, benchmark or develop such algorithms.
Similarly, combining them with our mixture of VAEs is left for future research.

3.5 Mixture of VAEs for Inverse Problems

In this section we describe how to use mixture of VAEs to solve inverse problems. We
consider an inverse problem of the form

y=G(z) +n, (3.12)

where G is a possibly nonlinear map between R™ and R™, modeling a measurement
(forward) operator, x € R™ is a quantity to be recovered, y € R™ is the noisy data and n
represents some noise. In particular, we analyze a linear and a nonlinear inverse problem:
a deblurring problem and a parameter identification problem for an elliptic PDE arising
in electrical impedance tomography (EIT), respectively.

In many inverse problems, the unknown x can be modeled as an element of a low-
dimensional manifold M in R™ [12, 24, 44, 122, 176, 204, 172, 5], and this manifold can
be represented by the mixture of VAEs as explained in Section 3.2. Thus, the solution of
(3.12) can be found by optimizing the function

1
F(x) = §||g(ac) —yl&m subject to x € M, (3.13)

by using the iterative scheme proposed in Section 3.3.

We would like to emphasize that the main goal of our experiments is not to obtain
state-of-the-art results. Instead, we want to highlight the advantages of using multiple
generators via a mixture of VAEs. All our experiments are designed in such a way that
the manifold property of the data is directly clear. The application to real-world data
and the combination with other methods in order to achieve competitive results are not
within the scope of this work and are left to future research.
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Architecture and Training. Throughout these experiments we consider images
of size 128 x 128 and use the architecture from Section 3.2.2 with L = 3. Starting
with the latent dimension d, the mapping A;: R? — R32* fills up the input vector
x with zeros up to the size 322, i.e., we set Aj(x) = (x,0). The invertible neural
network 77 : R32° —s R32” consists of 3 invertible blocks, where the subnetworks s; and
t;, © = 1,2 are dense feed-forward networks with two hidden layers and 64 neurons.
Afterwards, we reorder the dimensions to obtain an image of size 32 x 32. The mappings
Ag: R32X32 _ R32X32X4 5pnq Ag: RO4X64 _ RO4X64X4 o1y each channel 4 times. Then,
the generalized inverses A;: R32x32x4 _ R32x32 and A;: RO4x64x4 _ R64x64 from (3.7)
are given by taking the mean of the four channels of the input. The invertible neural
networks Th: R32x32x4 _, RO64x64 5 q Ty RO4X64x4 _, RIZEXI28 ongist of 3 invertible
blocks, where the subnetworks s; and ¢;, ¢ = 1,2 are convolutional neural networks
with one hidden layer and 64 channels. After these three coupling blocks we use an
invertible upsampling [80] to obtain the correct output dimension. For the normalizing
flow in the latent space, we use an invertible neural network with three blocks, where the
subnetworks s; and t;, i = 1,2 are dense feed-forward networks with two hidden layers
and 64 neurons.

We train all the models for 200 epochs with the Adam optimizer. Afterwards we
apply the overlapping procedure for 50 epochs. See Algorithm 1 for the details of the
training algorithm.

3.5.1 Deblurring

First, we consider the inverse problem of noisy image deblurring. Here, the forward
operator G in (3.12) is linear and given by the convolution with a 30 x 30 Gaussian blur
kernel with standard deviation 15. In order to obtain outputs y of the same size as the
input x, we use constant padding with intensity 1/2 within the convolution. Moreover,
the image is corrupted by white Gaussian noise 1 with standard deviation 0.1. Given an
observation y generated by this degradation process, we aim to reconstruct the unknown
ground truth image .

Dataset and Manifold Approximation. Here, we consider the dataset of 128 x 128
images showing a bright bar with a gray background which is centered and rotated. The
intensity of fore- and background as well as the size of the bar are fixed. Some example
images from the dataset are given in Figure 3.7a. The dataset forms a one-dimensional
manifold parameterized by the rotation of the bar. Therefore, it is homeomorphic to S*
and does not admit a global parameterization since it contains a hole.

We approximate the data manifold by a mixture model of two VAEs and compare
the result with the approximation with a single VAE, where the latent dimension is set
to d = 1. The learned charts are visualized in Figure 3.7b and 3.7c. We observe that
the charts learned with a mixture of two VAEs can generate all possible relations and
overlap at their boundaries. On the other hand the chart learned with a single VAE does
not cover all rotations but has a gap due to the injectivity of the decoder. This gap is
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(a) Samples from the considered dataset for the deblurring example.

(b) Learned chart with one generator. The figure shows the images D(x) for 20 values of x
equispaced in [—1,1].
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(c) Learned charts with two generators. The figure shows the images Dy (z) for 20 values of
equispaced in [—1,1] for k =1 (top) and k = 2 (bottom).
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(d) Reconstructions for the deblurring example. From top to bottom: ground truth image,
observation, reconstruction with one generator and reconstruction with two generators.

Figure 3.7: Dataset, learned charts and reconstructions for the deblurring example.

also represented in the final test loss of the model, which approximates the negative log
likelihood of the test data. It is given by 52.04 for one generator and by 39.84 for two
generators. Consequently, the model with two generators fits the data manifold much
better.

Reconstruction. In order to reconstruct the ground truth image, we use our gradient
descent scheme for the function (3.13) as outlined in Algorithm 2 for 500 iterations.
Since the function F is defined on the whole R28%128 e compute the Riemannian
gradient Vo F(z) accordingly to Remark 15. More precisely, for © € Uy, we have
VmE(z) = J(JTI)7LITVFE(z), where VF(x) is the Euclidean gradient of F' and
J = VDy(E(x)) is the Jacobian of the k-th decoder evaluated at &£ (z). Here, the
Euclidean gradient VF'(z) and the Jacobian matrix J are computed by algorithmic
differentiation. Moreover, we use the retractions RIM from (3.10). As initialization x
of our gradient descent scheme, we use a random sample from the mixture of VAEs.
The results are visualized in Figure 3.7d. We observe that the reconstructions with
two generators always recover the ground truth images very well. On the other hand,
the reconstructions with one generator often are unrealistic and do not match with the
ground truth. These unrealistic images may appear when the gradient descent scheme,
starting from a random initialization, has to pass through points that are not covered by
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(a) Ground truth (left) and observation (right).

(b) Visualization of the trajectories (z,,), for different initializations zy with one generator. Left
column: initialization, right column: reconstruction o5, columns in between: images x,, for n
approximately equispaced between 0 and 250.

(c) Visualization of the trajectories (z,), for different initializations xy with two generators. Left
column: initialization, right column: reconstruction xss59, columns in between: images x,, for n
approximately equispaced between 0 and 250.

Figure 3.8: Gradient descent for the deblurring example.
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(a) Samples from the considered dataset for the EIT example.

(b) Samples from the VAE with one generator.

(¢) Samples from the mixture of two VAEs. Top: first chart, bottom: second chart.

(d) Reconstructions. From top to bottom: ground truth image, reconstruction with one generator,
reconstruction with two generators.

Figure 3.9: Dataset, synthesized samples and reconstructions for the EIT example.

the single chart parameterizing the manifold.

In order to better understand why the reconstructions with one generator often fail,
we consider the trajectories (z,), generated by Algorithm 2 more in detail. We consider
a fixed ground truth image showing a horizontal bar and a corresponding observation
as given in Figure 3.8a. Then, we run Algorithm 2 for different initializations. The
results are given in Figure 3.8b for one generator and in Figure 3.8c for two generators.
The left column shows the initialization zg, and in the right column, there are the
values xo509 after 250 gradient descent steps. The columns in between show the values
xy, for (approximately) equispaced n between 0 and 250. With two generators, the
trajectory (), are a smooth transition from the initialization to the ground truth. Only
when the initialization is a vertical bar (middle row), the images z,, remain similar to
the initialization z¢ for all n, since this is a critical point of the F|y and hence the
Riemannian gradient is zero. With one generator, we observe that some of the trajectories
get stuck exactly at the gap, where the manifold is not covered by the chart. At this
point the latent representation of the corresponding image would have to jump, which is
not possible. Therefore, a second generator is required at this point.

3.5.2 Electrical Impedance Tomography

Finally, we consider the highly nonlinear and ill-posed inverse problem of electrical
impedance tomography [62], which is also known in the mathematical literature as
the Calder6én problem [26, 84, 174]. EIT is a non-invasive, radiation-free method to
measure the conductivity of a tissue through electrodes placed on the surface of the
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body. More precisely, electrical currents patterns are imposed on some of these electrodes
and the resulting voltage differences are measured on the remaining ones. Although
harmless, the use of this modality in practice is very limited because the standard
reconstruction methods provide images with very low spatial resolution. This is an
immediate consequence of the severe ill-posedness of the inverse problem [13, 168].

Classical methods for solving this inverse problem include variational-type methods
[63], the Lagrangian method [61], the factorization method [46, 137], the D-bar method
[209], the enclosure method [124], and the monotonicity method [216]. Similarly as
many other inverse problems, deep learning methods have had a big impact on EIT.
For example, the authors of [83] propose an end-to-end neural network that learns the
forward map G and its inverse. Moreover, deep learning approaches can be combined with
classical methods, e.g, by post processing methods [109, 108] or by variational learning
algorithms [204].

Dataset and Manifold Approximation. We consider the manifold consisting of
128 x 128 images showing two bright non-overlapping balls with a gray background,
representing conductivities with special inclusions. The radius and the position of the
balls vary, while the fore- and background intensities are fixed. Some exemplary samples
of the dataset are given in Figure 3.9a.

Remark 18 (Dimension Topology of the Data Manifold). Since the balls are indistinguish-
able and not allowed to overlap, an image can be uniquely described by the angle between
the two balls, the midpoint between the both balls, their distance and the two radii.
Hence, the data manifold is homeomorphic to St x (0,1)% x (0,1) x (0,1)%2 = St x (0, 1)°.
In particular, it contains a hole and does not admit a global parameterization.

A slightly more general version of this manifold was considered in [5], where Lipschitz
stability is proven for a related inverse boundary value problem restricted to the manifold.
Other types of inclusions (with unknown locations), notably polygonal and polyhedral
inclusions, have been considered in the literature ([38, 36, 25]). The case of small
inclusions is discussed in [18].

We approximate the data manifold by a mixture of two VAEs and compare the results
with the approximation with a single VAE. The latent dimension is set to the manifold
dimension, i.e., d = 6. Some samples of the learned charts are given in Figure 3.9b and
3.9c. As in the previous example, both models produce mostly realistic samples. The
test loss is given by 365.21 for one generator and by 229.99 for two generators. Since the
test loss approximates the negative log likelihood value of the test data, this indicates
that the two generators are needed in order to cover the whole data manifold.

The Forward Operator and its Derivative. From a mathematical viewpoint, EIT
considers the following PDE with Neumann boundary conditions

{ ~V-(yVuy) =0 inQ, (3.14)

v Oyug = g on 0f),
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where 2 C R? is a bounded domain, v € L>(f2) is such that y(z) > A > 0 and u, € H(Q)
is the unique weak solution with zero boundary mean of (3.14) with Neumann boundary
data g € H, 2 (09), with H(0Q) = {f € H*(0Q) : [5, fds = 0}. From the physical
point of view, g represents the electric current applied on 92 (through electrodes placed
on the boundary of the body), ug is the electric potential and ~ is the conductivity of the
body in the whole domain €. The inverse problem consists in the reconstruction of v from
the knowledge of all pairs of boundary measurements (g, ug|sn), namely, of all injected
currents together with the corresponding electric voltages generated at the boundary. In
a compact form, the measurements may be modelled by the Neumann-to-Dirichlet map

G(v): Hy 2(09) — HZ(99)
g ug\m.

Since the PDE (3.14) is linear, the map G(7) is linear. However, the forward map v — G(7)
is nonlinear in =, and so is the corresponding inverse problem. The map G is continuously
differentiable, and its Fréchet derivative (see [113]) is given by [VG(7)](0)(9) = wy| 0,
where w, € H(Q) is the unique weak solution with zero boundary mean of

—V - (yVwy) =V - (0 Vu,) inQ,
-y Oywy = 0 Oyuy on 0N,
where u, € H'(12) is the unique weak solution with zero boundary mean that solves (3.14).
We included the expression of this derivative in the continuous setting for completeness,
but, as a matter of fact, we will need only its semi-discrete counterpart given below.

Discretization and Objective Function. In our implementations, we discretize the
linear mappings G(vy) by restricting them to a finite dimensional subspace spanned by

_1
a-priori fixed boundary functions g1, ...,gn € He 2(09). Then, following [39, eqt. (2.2)],
we reconstruct the conductivity by minimizing the semi-discrete functional

N
FO) =5 3 [ g, (5) = i)y ()P, (3.15)
n=1

where (Utrue)g, is the observed data. In our discrete setting, we represent the conductivity
~ by a piecewise constant function v = Z%Zl Ym 1T, on a triangulation (Tm)mzl,m’ M-
Then, following [39, eqt. (2.20)], the derivative of (3.15) with respect to 7 is given by

dF N
V=2 [, V(@) Yz, (@)da (3.16)
dym ~Jr,
where z,4, solves
—V N (7 Vzgn) = 0 ln 97
{ Y 81/2911 = (utrue)gn — Ug, on 897 (317)

with the normalization [y, 24, (5)ds = [5q (Utrue)g, (8)ds.
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Implementation Details. In our experiments the domain 2 is given by the unit
square [0,1]2. For solving the PDEs (3.14) and (3.17), we use a finite element solver
from the DOLFIN library [159]. We employ meshes that are coarser in the middle of €2
and finer close to the boundary. To simulate the approximation error of the meshes, and
to avoid inverse crimes, we use a fine mesh to generate the observation and a coarser
one for the reconstructions. We use N = 15 boundary functions, which are chosen as
follows. We divide each of the four edges of the unit square [0,1]? into 4 segments and
denote by b1, ...,b1g the functions that are equal to 1 on one of these segments and 0
otherwise. Then, we define the boundary functions as g, = 2}21 ap,ibi, where the matrix
A = (ani)n=1,..15i=1,..16 is the 16 x 16 Haar matrix without the first row. More precisely,
the rows of A are given by the rows of the matrices 2~ %/2(Idyi—r @ (1, —1) ® ey for
k=1,...,4, where ® is the Kronecker product and e; € R7 is the vector where all entries
are 1.

Results. We reconstruct the ground truth images from the observations by minimizing
the functional F' from (3.15) subject to v € M. To this end, we apply the gradient
descent scheme from Algorithm 2 for 100 steps. Since the evaluation of the forward
operator and its derivative include the numerical solution of a PDE, it is computationally
very costly. Hence, we aim to use as few iterations of Algorithm 2 as possible. To this
end, we apply the adaptive step size scheme from Algorithm 3. As retractions we use Rk,w
from (3.10). The initialization 7 of the gradient descent scheme is given by a random
sample from the mixture of VAEs.

Since F' is defined on the whole ]RfSXlQS, we use again Remark 15 for the evaluation
of the Riemannian gradient. More precisely, for v € Uy, we have that VyF(y) =
J(JYT)"YJTVF(y), where VF(y) is the Euclidean gradient of F and J = VD (E(7)).
Here, we compute VF(v) by (3.16) and J by algorithmic differentiation.

The reconstructions for 20 different ground truths are visualized in Figure 3.9d. We
observe that both models capture the ground truth structure in most cases, but also
fail sometimes. Nevertheless, the reconstructions with the mixture of two VAEs recover
the correct structure more often and more accurately than the single VAE which can be
explained by the better coverage of the data manifold. To quantify the difference more
in detail, we rerun the experiment with 200 different ground truth images and compare
the results with one and two generators using the PSNR and SSIM. As an additional
evaluation metric, we run the segmentation algorithm proposed by [178] on the ground
truth and reconstruction image and compare the resulting segmentation masks using the
SSIM. The resulting values are given in the following table.

‘ One generator  Two generators

PSNR 23.64 £ 3.91 24.76 £ 3.79
SSIM 0.8951 £0.0377 0.9111 £ 0.0368
segment+SSIM | 0.8498 4+ 0.0626 0.8667 4 0.0614

Consequently, the reconstructions with two generators are significantly better than those
with one generator for all evaluation metrics.



Chapter 4

Learning a (Gaussian Mixture for
Sparsity Regularization in Inverse
Problems

A signal is said to be sparse if it can be represented as a linear combination of a small
number of vectors in a known family (e.g., a basis or a frame). Sparsity has played a
major role in the last decades in signal processing and statistics as a way to identify key
quantities and find low dimensional representations of many families of signals, including
natural images [54, 76, 166]. In inverse problems, sparse optimization has had a significant
impact in many applications, notably in accelerated magnetic resonance imaging via
compressed sensing [163].

The key ingredient needed in sparse optimization is the knowledge of a suitable
dictionary that can well represent the unknown quantities with as few elements as
possible. If these quantities cannot be described analytically and are measured from
experiments, given a sufficient number of samples, machine learning techniques can
be used to infer the dictionary [149]. Dictionary learning in the context of sparse
optimization, i.e. sparse coding, can be seen as the problem of finding the best change of
basis that makes the data as sparse as possible. Thus, it is a special case of the problem
of learning a regularization functional [162, 203, 7] and the more general framework of
learning operators between function spaces (see [142] and references therein).

In this chapter, we propose a new approach for dictionary learning for sparse opti-
mization motivated by the problem of learning a regularization functional for solving
inverse problems. We consider a linear inverse problem in a finite-dimensional setting:

y=Ax +e¢, (4.1)

where z € R", ¢ € R™, A € R™*". We assume a statistical perspective: namely, x and ¢
are realizations of the random variables X and E on R™ and R™, respectively. Let px
and pg denote their probability distributions.

Given some partial knowledge about the probability distributions of X and F, we
aim to recover an estimator R: R™ — R"™ that has statistical guarantees and encodes

76
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information on the sparsity of X. While sparsity is well established in a deterministic
setting, there is no clear consensus on how to define a probability distribution of sparse
vectors. One option comes from the Bayesian interpretation of ¢! minimization: it can
be seen as a maximum a posteriori (MAP) estimator under a Laplacian prior in the
presence of additive white Gaussian noise. However, this is unsatisfactory if the aim is
to generate truly sparse signals. Recently, it has been shown that specific hierarchical
Bayesian models can be used as priors for sparse signals [51, 50].

Here, instead, we consider a mixture of degenerate Gaussians as a statistical model
for a distribution of sparse vectors X. The dimensions of the degenerate support of each
Gaussian naturally represent the sparsity levels of the signals. We also assume that the
noise is Gaussian.

To find the estimator R, we consider a statistical learning framework. We employ the
mean squared error (MSE, also referred to as expected risk), namely:

L(R) = Exnpy Bnps | RIAX + B) = X[ = E(x,y)npl RY) = X[[fm, (4.2)

where p is the joint probability distribution of (X,Y) on R™ x R™. By minimizing L
among all possible measurable functions R, we get the so-called Minimum MSE (MMSE)
estimator, or Bayes estimator.

The Bayes estimator cannot be directly employed as a solution to the statistical
inverse problem because it requires the knowledge of the full probability distribution p.
Supervised learning techniques can be used to find a good approximation when a finite
amount of data is available. However, a suitable class of functions (hypothesis space)
must be chosen to obtain a good approximation.

Our main contribution is the development of supervised and unsupervised learning
schemes to approximate the Bayes estimator. This is done thanks to an explicit expression
for the MMSE, which is usually not available for general probability distributions
underlying the data and the noise. The proposed training schemes are based on the
observation that the explicit expression of the MMSE can be seen as a two-layer neural
network, which can be easily trained using stochastic optimization and back-propagation.
In particular, we find a strong similarity of our network with a single self-attention layer,
a building block of the well-known transformer architecture [222]: our results provide a
novel statistical interpretation of the attention mechanism.

After the training, our network/algorithm can be used as an alternative to classical
sparse optimization approaches. We perform extensive numerical comparisons of our
approach with well-known sparsity promoting algorithms: LASSO, group LASSO, itera-
tive hard thresholding (IHT), and sparse coding/dictionary learning. The tests are done
by performing denoising and deblurring on several 1D datasets. In all experiments, our
method outperforms the others, in the MSE. Our method can be seen as a new paradigm
for both sparse optimization and dictionary learning for sparse data.

The main limitation of our strategy is represented by the number of parameters that
need to be estimated to identify the optimal regularizer. It is easy to show that this
number grows as Ln?, being L the number of components of the Gaussian mixture model.
If the unknown X is simply assumed to be s-sparse, namely, that its support is contained
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in any possible s—dimensional coordinate subspace in R", we should consider L = (7;),
which is prohibitive in most applications. This is why our method is best suited for
cases of structured sparsity, in which the support of X consists of a restricted number of
subspaces, which is the case of group sparsity [231], for instance.

The chapter is organized as follows. In Section 4.1, we provide an overview of the
concept of Bayes estimator and recall an explicit formula in the case of linear inverse
problems with Gaussian mixture prior. Afterwards, Section 4.2 is dedicated to the
interpretation of this estimator as a neural network, highlighting its potential utility for
sparse recovery. We introduce a supervised and an unsupervised algorithm for learning
the neural network representation of the Bayes estimator in Section 4.3. In Section 4.4,
we describe some baseline sparsity-promoting algorithms, against which our methods
are evaluated. This is done in Section 4.5, where we conduct numerical comparisons on
denoising and deblurring problems across various 1D datasets.

4.1 Statistical learning and Bayes estimator for inverse
problems

In this section, we introduce our approach and motivation, collecting some results that are
already known about inverse problems, statistical estimation, and mixtures of Gaussian
random variables. The main elements of novelty are reported in the next section.

We recall the inverse problem introduced in (4.1), which we can also interpret as a
realization of the following equation involving the random variables X on R" and E,Y
on R™:

Y =AX+F. (4.3)

Throughout the chapter, we make the following assumptions on the random variables X
and F.

Assumption 13. We assume that:

o The distribution of the noise, pg, is known and zero-mean, i.e. E[F] = 0. The
covariance X g is invertible.

e The random variables X and F are independent.

Our goal is to identify a function R: R™ — R™ (which we will refer to as a regularizer
or an estimator) such that the reconstructions R(Ax + ¢) are close to the corresponding
x, when z, ¢ are sampled from X, E and the squared error |R(Az +¢) — R(z)||? is used
as a metric.

This problem is in general different from the deterministic formulation of inverse
problems: the recovery of a single x from y = Ax + . The task we are considering also
differs from the one of Bayesian inverse problems. In that scenario, indeed, the goal is
not to retrieve a function R (or a regularized solution R(Y")), but rather to determine a
probability distribution, in particular the conditional distribution of X|Y, and to ensure
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that, as the noise E converges to 0 in some suitable sense, this (posterior) distribution
converges to the distribution of X.

Our perspective on the inverse problem is instead rather related to the statistical
theory of estimation, or statistical inference. Indeed, based on some partial knowledge
about the probability distributions of X and E, we aim to recover an estimate R(Y") of
X close to X w.r.t. the MSE. In particular, we set our discussion at the intersection of
two areas of statistical inference, namely the Minimum Mean Square Error estimation
and parametric estimation.

The first field is determined by the choice of (4.2) as the metric according to which the
random variables R(Y) and X are considered close to each other or not. The minimizer
of L among all possible measurable functions R is defined as the MMSE estimator, or
Bayes estimator:

R* € argmin{L(R) : R: R™ — R", R measurable}.

As it is easy to show (see [66]), the solution to such a problem is the conditional mean of
X given Y, so that

R (y) = EIX|Y = 3] = [ ap(aly)da.

The Bayes estimator R* is not always the most straightforward choice. Indeed, its
exact computation requires the knowledge of the joint probability distribution p, which
depends on the distributions of the noise F and of X. Notice that the distribution of
X is not a user-crafted prior but should encode the full statistical model of the ground
truth X, which may not be fully accessible when solving the inverse problem.

To overcome this issue, one usually assumes to have access to a rather large set of
training data, namely of pairs (z;,y;) sampled from the joint distribution p. It is then
possible to substitute the integrals appearing in the definition of L and of R* by means
of Monte-Carlo quadrature rules. This approach is usually referred to as supervised
statistical learning. In order to avoid overfitting and preserve stability, one typically
restricts the choice of the possible estimators R to a specific class of functions H, which
introduces an implicit bias on the estimator and possibly a regularizing effect. This leads
us to the framework of parametric estimation.

In [7], for example, the hypothesis class H consists of a family of affine functions
in y, solutions of suitably parametrized quadratic minimization problems. Minimizing
over such a class (which corresponds to the task of learning the optimal generalized
Tikhonov regularizer) is motivated by theoretical reasons: if the distributions of X and
E are Gaussian, then R* belongs to H. However, in general the minimizer of L within
‘H would deviate from R*, and such a bias could be in some cases undesired. On top
of that, a significant outcome of the analysis in [7] is a closed-form expression of the
optimal regularizer (also in infinite dimension), which in particular can be computed if
the mean and the covariance of X are known. This paves the way to an unsupervised
statistical learning approach: namely, to approximate such an estimator one would not
need a training set (x;, yj)j sampled from the probability distribution p, but only a set
{z;} sampled from py.



CHAPTER 4. GAUSSIAN MIXTURE FOR SPARSE REGULARIZATION 80

This raises the question if there exist other possible prior distributions X that may lead
to a simple choice of a hypothesis class H containing the corresponding Bayes estimators,
possibly endowed with an unsupervised technique to approximate them. If we consider
a variational approach, in which H is a set of solution maps of suitable minimization
problems, [98] showed that the conditional mean R*, i.e. the MMSE estimator, can
always be represented as the minimizer of a functional ®ypvisg, related to the probability
distribution px. Nevertheless, in most cases, such a functional is not convex, which
makes it critical to define ‘H and to solve a minimization problem in it.

In this chapter, without considering a variational point of view, we propose a strategy
through which it is possible to associate a hypothesis class to (rather general) prior
distributions of X. The most prominent outcome of this approach is the thorough
treatment of the case in which X is a mixture of Gaussian random variables, which may
be employed as a model of sparsity.

Our approach is based on the idea of parametric estimation in statistical inference:
the distribution of the exact solution X is unknown, but belongs to a known class of
distributions, parametrized by a suitable set of parameters:

{pX(H) S 6}7

for some © C RP. For example, we can assume that X is a Gaussian random variable of
unknown mean g and covariance X, the pair (u, X) being the parameter 6. Analogously,
we can describe more complicated probability distributions, possibly employing a larger
set of parameters.

In this context, it is easy to construct a hypothesis class H that contains the Bayes
estimators R* of every possible prior in the parametric class, namely,

H= {R.g :Ep(g)[X|Y: ] 10 e @},

where p(6) is the joint probability distribution for (X,Y) when X ~ px(6), Y = AX + FE
and F ~ pg. Recall that, by Assumption 13, the distribution of the noise E is known,
and so it is considered fixed.

Notice that this same strategy can also be employed for nonlinear inverse problems:
we formulated it in this narrower context for the ease of notation, since the content of
the next sections is only related to linear problems.

Despite this approach being rather general, it is useful only if it is possible to provide a
closed-form expression of Ry, which might entail a learning approach for its approximation.
This can be easily done when X belongs to fairly simple classes, such as Gaussian random
variables or, as we show in this section, mixtures of Gaussians.

4.1.1 Bayes estimator for linear inverse problems with a Gaussian
Mixture prior

We first recall some basic definitions on mixtures of random variables. Then, in Theo-
rem 14 we show the formula of the Bayes estimator for linear inverse problems with a
Gaussian mixture prior.
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Definition 3. A random variable X in R™ is a mizture of random variables if it can be
written as

L

X =) Xl (D),

i=1
where X; are random variables in R™, I is a random variable on {1, ..., L} independent of
X; and L € Nt is the number of elements in the mixture. The indicator function 1 @y ()
is equal to 1 when I = ¢ and 0 otherwise: as a consequence, the role of the discrete
random variable I is selecting the random variable X;, therefore w; := P(I = i) are
informally called the weights of the mixture.

Definition 4. A random variable X in R" is a Gausstan mizture if it is a mixture, as
defined in Definition 3, and X; ~ N (u;, ;) are Gaussian random variables in R™.

Theorem 14. Let X be a Gaussian mizture in R™, as in Definition 4, and E ~ N (0,Xg)
be independent of X; for every i, and of I. Let A € R™*" be such that AS; AT + X is
invertible for everyi=1,...,L. SetY = AX + E, as in (4.3). The corresponding Bayes
estimator is

L

R (y) = E[X]Y = y] = Z

i=1 jl]

(i + S AT(ASAT +2) Yy — Apy)),  (4.4)

where
w;

\/(2m)" AT AT + S|

C; =

1 _1
exp(— §H(AE¢AT_|_EE) 2(3/_14!%')”%), (4.5)

with the notation |B| = det B.

A proof of Theorem 14 can be found in [143]. For completeness, we provide a similar
proof below.The proof follows easily using the next two lemmas. The first lemma provides
the formula of the Bayes estimator for the denoising problem with a random variable
that comes from a general mixture distribution. The second one establishes an explicit
formula in the case of Gaussian mixture distributions.

Lemma 15. Suppose that Assumption 13 holds true. Consider the statistical linear
inverse problem (4.3), where x is sampled from a mizture of random variables, as in

Definition 3, and A € R™*™. LetY; = AX; + E, fori=1,...,L. Then

1. the density of Y is py (y) = Zwipyi (y), where w; =P(I =1);

~

wpl
X\Y—y:Z - ( E[X;]Y; = y].



CHAPTER 4. GAUSSIAN MIXTURE FOR SPARSE REGULARIZATION 82

Proof. We prove the two parts separately.
Proof of 1. The random variable Y can be written as

Y:A(izL:lXiIL{i}(IO <ZAX]1{I ) (ZEIL{} ):ém{i}u)

Since V; = AX;+ Fand X;,E | [ foreveryi=1,...,L, thenY; 1 [ foreveryi=1,...,L.
Therefore, the density of Y becomes

L
= Z w;py, (y)
i=1

recalling that w; = P(I = 1i).
Proof of 2. Since X; and E are independent, their joint density is px, p(z,e) =
px,(z)pr(e). Then, using the change of variable ®(X;, E) = (X;, AX; + F) = (X, Y)),
we have
px.v;(2,9) = pa(x, 5)(P(2,€))

= px;.8(7,)|Jo-1]

= px,,6(7,€)

= px, (z)pe(y — Ax),

since ®71(X;,Y;) = (X;,Y; — AX;) and

I 0
J.:I)—l - [—A I‘| .

The same argument holds using X instead of X;, then

pxy(z,y) = px(2)pe(y — Az).

Moreover, since X; L I for every i = 1,..., L, px(z) = 25 | wipx, () with w; = P(I = ).
Then

pxpy (zly) = ZW
_ L wipx, ()pp(y — Az)
LT o
- XL: wipy; (y) px, (2)pe(y — Az)

« py(y) py; (y)

L
_ Z wzpy pXi,Yi (wv y)
— Py (y)

= Z w;];?g)pxm(w\y)

Integrating in x, we obtain the result. O
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Lemma 16. Suppose that Assumption 13 holds true. Consider the statistical linear

inverse problem (4.3), where x is sampled from a Gaussian mixture, the noise € is sampled
from E ~ N(0,Xg), independent of X; and I, and A € R™*"™. Let Y = AX + E. Then

1. the density of Y; is
1

1 _1
pyi(y) = exp (= 31(AZiAT +25) 72 (y — Aw)I3);
\ @m)n|ASAT + S|

2. and B[ X;|Y; = y] = pi + S AT (AS; AT + 35) 1y — Awy).

Proof. We prove the two parts separately.
Proof of 1: Since X; L E, X; ~ N(u;,%;) and E ~ N (0,Xg), we have

Y; = AX; + E ~ N(Api, AS; AT +3p).

The expression for the density of Y; immediately follows.
Proof of 2: Since Y; = AX; + F and X; L E, we have

E[XZ] Var[XZ] COV[XZ, }/Z]
(Xi,Yz-)NNQE[m]’[cov[yg,xi] Var[Y;] D

— A ] M > 5 AT

Then, using [205, Theorem 2, Section 13|, the conditional distribution (X;|Y; = y) is
Gaussian and its expectation is given by

E[X:|Y; = y] = pi + SiAT (A% AT + Sp) 7 (y — Aps). O

4.2 A neural network for sparse recovery

In this section, we provide a novel interpretation both of the resulting formula (4.4) and
of the Gaussian mixture model itself, in view of an application to sparsity-promoting
learned regularization. We start by showing that the expression derived in (4.4) can
be understood as a neural network, whose architecture has strong connections with the
well-known attention mechanism used in transformers [222]. Then, we describe how the
Gaussian mixture model assumption can be used to encode a (group) sparsity prior on
the unknown random variable X.

4.2.1 Bayes estimator as a neural network

We wish to interpret the expression of the Bayes estimator (4.4) for Gaussian mixture
models as a neural network from R™ to R".
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We start by identifying the parameters: in particular, we define

0 = ({wity, {mter {SdH), (4.6)

collecting all the weights, means, and covariances of the mixture. We can now denote the
function defined in (4.4) as Ry, parametrized according to (4.6). Note that the forward
map A and the covariance of the noise X g are considered known and fixed, and we
assume that Y is invertible, so that AX; AT + Y is invertible for every i. The resulting
hypothesis class is

H={Ry: 6 cO}; ©CI0,1]Fx (R x (R™*™)L, (4.7)

In order for Ry to be well defined and for the parameters to have a precise statistical
interpretation, we impose that

L
© = {0 defined in (4.6) : Zwi =1 and ¥; = 0 symmetric for i =1, ..., L},
i=1
where 3J; = 0 denotes that 3; is positive semidefinite. Notice that the set H is the collection
of the Bayes estimators of all possible Gaussian mixture models of L components in R".
We now focus on describing formula (4.4) in terms of a neural network’s architecture
(see Figure 4.1):

L
Ry(y) =Y Witi, (4.8)
i=1
where
e
W; = softmax(z); :== — ,
D e
j=1
with

W

\/(2m)" AT; AT + B

i = fily) = log ( ) - IASAT + £ by - Au)lB (49)

and
ti = gi(y) = pi + D AT (AT AT + Tp) " (y — Apa). (4.10)

Note that ¢; in (4.5) is efi®) and that g;: R™ — R” is an affine map in y, whereas
fi: R™ — R is a generalized quadratic function [169], namely

fity) =y +bly+y Ay

for some v; € R, b; € R™, A; € R™*"™. Second-order functions have already been used
as neural network layers [89].

Adopting the vocabulary of machine learning practitioners, Ry is a two-layer feed-
forward neural network, with a single hidden layer that involves non-standard operations
on the input variables. Such a layer has some connections with an attention mechanism
with L channels, as discussed in the next paragraph.
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Figure 4.1: Architecture of the neural network representing the Bayes estimator for
denoising with L = 3.

Connections with the attention mechanism.

The transformer architecture, based on the attention mechanism [222], has revolutionized
the field of machine learning, especially natural language processing (NLP), offering a
powerful solution for capturing and utilizing relevant information within complex data.
Inspired by human attention, this mechanism enables models to selectively focus on the
most important elements of the input, significantly enhancing their performance across a
wide range of tasks, from NLP to computer vision.

Traditionally, machine learning models treat all input elements equally, neglecting the
varying importance of different parts of the data. Attention addresses this limitation by
introducing a mechanism that assigns weights or attention scores to different elements. By
doing so, models can dynamically allocate their resources to the most relevant components,
so their interpretability and performance increase.

More precisely, we consider the self-attention mechanism, which consists of three
main components: queries, keys, and values. The queries represent the elements that
require attention, while the keys are compared to the queries to determine their relevance.
The values correspond to the associated information or representations of the input
elements. Attention scores are computed by measuring compatibility or similarity
between the queries and the keys, often employing techniques like dot product, additive,
or multiplicative attention. Softmax normalization is then used to obtain attention
weights. Mathematically, an input 7 € RY*™ is linearly transformed into Q = nUg,
K = nUgk and V = nUy, where Ug,Ugk,Uy € R™*™ are linear maps. The elements
Q, K,V € REX™ represent the L queries, keys, and values of dimension m, respectively.
The attention mechanism is then

T

K
Att(n) = Att(Q, K, V) := SOftmax(%)V c RLXm,
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where the softmax acts column-wise, namely

eMiyj

— M e RN Ne,
e Mt

Softmax(M)M =

Considering as input n € REX™ with rows 7; := y — Au; € R™, i = 1, ..., L, we are

able to define three affine maps (not linear as in the classical attention mechanism)
modeling the queries, the keys and the values. More precisely, the rows of ) and K are,
respectively,

~
Sl

1
1, + ﬁMim e R™

and

: 1
Ki=—=1,— %Mim e R™,

L w; L AT -1 _ m
where [; = log <\/(27r)"|AEiAT+ZE|>7 M; = (AS; A" +¥p) 2 and 1, = (1,...,1) e R™.

Then z; € R, i =1,..., L, defined in (4.9) can be rewritten as

z=(Q 0o K)1], e R"*,

where ® represents the Hadamard product (or element-wise product).
Next, by defining the rows of V'€ RY*" where n is the dimension of the linear inverse
problem unknowns (4.1) using the affine transformation of 7 given in (4.10), namely

Vi = p; + S AT M2 n; € R™,

we obtain
L L T
R*(y) = Ati(n) = AT(Q, K, V) = softmax((Q o K)1fn) VeR™

Therefore, we have found the queries, the keys and the values to view our network as
an alternative version of the attention mechanism. The difference from the classical
attention mechanism is the fact that the three transformations for finding @, K,V are
affine, and not linear, and that we use the element-wise product of matrices, instead of
the matrix product, which leads to a different size of the network output.

4.2.2 (Degenerate) Gaussian mixture as sparsity prior

The Gaussian mixture prior can be viewed as a sparsity prior by taking X; in Definition 4
as a degenerate Gaussian. This means that X; is a Gaussian variable whose support is
contained in an s-dimensional subspace of R", with s < n denoting the sparsity level. In
other words, the covariance matrix ; is degenerate, with dim(ker ¥;)* < s. Note that
this setting, in which the covariances are not full rank, is compatible with the model
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considered so far, and with the corresponding estimator written as a neural network,
because X g is invertible.

Let us briefly discuss why this setting corresponds to a sparsity prior. Take u; = 0.
Write ¥; with respect to its eigenvectors {¢} }x and eigenvalues {0} }x:

S
Si= ) 0Lk ® O
k=1

This allows us to expand X; as
S
Xi =) aioh
k=1

where al, ~ N(0, (¢%)?). Therefore, with probability w;, we have X = X;, and X; is a
random linear combination of ¢!, ..., %, and so is an s-sparse vector.

In the case when the number of elements in the mixture, L, is equal to the number
of all possible subsets of cardinality s of {1,...,n}, (2), and the eigenvectors go}; are all
chosen from a fixed orthonormal basis B of R”, the mixture generates all vectors that are
s-sparse with respect to B. However, (TSL) grows very fast in s and n, and so this becomes
unfeasible even with relatively small values of s and n. Therefore, we are led to take
L« (Z), which corresponds to selecting a priori a subset of all possible s-dimensional
subspaces of R™, a setting that is commonly referred to as group sparsity [231]. On the
other hand, we have additional flexibility in the choice of the eigenvectors cp};, which need
not be chosen from a fixed basis.

While Gaussian distributions work well to represent smoothness priors, they are not
well-adapted to model sparsity. Here, we propose to use (degenerate) Gaussian mixture
models to represent (group) sparsity prior. An alternative approach using hierarchical
Bayesian models is considered in [51, 50]. We also note that our unsupervised approach
(introduced below) shares a similar clustering step with the dictionary learning strategy
presented in [43] within a hierarchical model framework.

4.3 Proposed algorithms: Supervised and Unsupervised
approaches

In this section, we propose two different algorithms to learn the neural network represen-
tation (4.8) of the Bayes estimator (4.4) to solve the statistical linear inverse problem
of retrieving X from Y in (4.3). We assume that the random variables X and E satisfy
Assumption 13, and write X as a mixture of L random variables

L
X =) Xl (D),
=1

where the weights wx, = P(I = i), the means px, = E[X;] and the covariances Xx, =
Cov[X;] are in general unknown.
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We propose two possible regularizers of the form Ry (cfr. (4.6) and (4.7)), for two
ideal choices of parameters 0. The first one, which we will call supervised, is

0" € argmin {L(Rp) : 0 € 0,0l < 0}, (4.11)

for some ¢ > 0, being L(Ry) defined as in (4.2) and ||f||oc the £>° norm of the vectorized
6. Notice that, since the minimization problem (4.11) is restricted to a closed subset of a
compact ball and L(Ry) is continuous in #, the minimum 6* exists.

The second parameter choice, which corresponds to an unsupervised approach, is
instead simply

Ox = ({in}z'Lzlﬂ {MX«;}iL:l? {ZX«;}iL:l)v

where the involved quantities are defined above.

We immediately remark that both 6* and #x depend on the probability distribution
of X, which is in general unknown. In Section 4.3.1, we show how to approximate 6* by
taking advantage of a training set of the form {(z;, yj)}évzl sampled from (X,Y’). This
qualifies the strategy as a supervised learning algorithm. Instead, in Section 4 3.2, we
show how to approximate fx by means of a training set of the form {z;}% , in an
unsupervised way.

We also observe that, if we further assume that E is a Gaussian random variable
and that X is a mixture of Gaussian random variables, then the outcomes of the two
strategies coincide, provided that ||fx||cc < 0. Indeed, by Theorem 14, we know that
Ry, is the Bayes estimator R*, and so

j=11

R* = Ry, = Ry-.

Nevertheless, the trained networks Ryp- and Rg, could also be good estimators even
in contexts that slightly deviate from the setting of Gaussian random variables. In
particular, we are interested in testing them in cases in which X is group-sparse, but
we are unsure if it is distributed as a Gaussian mixture model. If this is the case, the
two parameters are in general distinct - and also different from R*, thus they are not
theoretically guaranteed to be good estimators - and the two approximation strategies
might achieve different levels of performance.

Notice also that, despite we suppose to deal with the sparsity prior provided by the
degenerate Gaussian mixture model, the proposed strategies hold for a general mixture.

4.3.1 Supervised approach

Let {(:Uj,yj)}é-vzl be a training set, where z; ~ X are ii.d., ; ~ E are i.i.d. and
y; = Axj + &;j. The parameter 0 = (w;, ju;,2;)E | of the neural network defined in
Section 4.2.1 can be learned by minimizing the empirical risk

ZH% Ro(y; H27
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which is the squared MSE between the original signals, x;, and the reconstructions
provided by the neural network, Ry(y;). In order to enforce sparsity, it is possible to add
a second term to the empirical risk, namely to consider

Ls(0) = L(0) + AT (0),

where \ is a regularization parameter, 7(8) = Y% | |%i]|+, and || - ||+ is the nuclear norm.
Such a regularization term can be equivalently defined as the ¢! norm of the singular
values of 3J;, hence it promotes low-rank covariances without requiring the knowledge of
their eigenvectors.
The evaluation of the nuclear norm is computationally expensive and should be done
L times for each step of the minimization process. Another option is taking J(6) =
L IZi]/3, where || - ||p represents the Frobenius norm. This choice is computationally
convenient, but does not promote any kind of sparsity on the covariances. However,
in the numerical simulations, we do not observe significant differences when using the
nuclear norm, the Frobenius norm or no regularization term. Therefore, in the numerical
results of Section 4.5 we did not make use of any regularization term.

4.3.2 Unsupervised approach

Suppose to be in an unsupervised setting, i.e. to have a training set {z;}%,, where

J=Db
x; are sampled i.i.d. from the mixture X = Sk, Xilygy(I). We now wish to find an
approximation for the means pix,, the covariances Y x, and the weights wx, of the mixture.

We propose the following two-step procedure.

1. Subspace clustering. The elements of the training set {x]}  ; sampled from
different degenerate distributions X; belong to different subspaces of R”. We
propose to cluster these points by using subspace clustering and, in particular,
the technique provided in [160]. As a result, the training set is partitioned into L
subsets. Ideally, we should have L= L, and each subset should correspond to one
Gaussian of the mixture.

o~

2. The parameters. We compute the empirical means {fi;}; and the emplrlcal

covariances {3; }z , of each cluster, and we estimate the weights {wz}z , of the
mixture by using the number of elements in the clusters.

Once this is done, we can use the neural network defined in Section 4.2.1 with these
parameters. More precisely, this is the neural network Rax, where

Ox = ({@i}y, (A, {505,

4.4 Baseline algorithms

In this section we describe some of the most popular regularization techniques used
to solve linear inverse problems with a sparsity prior. These include Least Absolute
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Shrinkage and Selection Operator (LASSO), Group LASSO, Iterative Hard Thresholding
(IHT) and Dictionary Learning. In the numerical experiments of Section 4.5, we will
compare our two proposed approaches against the methods presented in this section.

4.4.1 LASSO

Least Absolute Shrinkage and Selection Operator, LASSO [219], is one of the most
acknowledged techniques for sparsity promotion, also in the context of inverse problems.
It involves the minimization of a functional composed by the sum of a data fidelity
term and a regularization term that promotes sparsity with respect to a given basis. In
particular, the regularization term is the ¢! norm of the components of the unknown in
the sparsifying basis.

More precisely, we suppose that the unknown x in (4.1) is sparse with respect to an
orthonormal basis B, and we denote by M € R™*" the (orthogonal) matrix representing
the change of basis from B to the canonical one, also known as the synthesis operator.
Then, the functional to be minimized is

F(5) = 3y~ AMBI3 + NS, (412)

where A > 0 is a regularization parameter. The minimization of F(/3) over R", also
known as synthesis formulation of LASSO, can be performed employing the Iterative Soft
Thresholding Algorithm (ISTA) [70, 107], which is a proximal-gradient descent method
involving the computation of the proximal operator for the convex and non-smooth term
of the functional (the ¢!-norm), and the gradient descent step for the smooth term (the
data fidelity). The proximal operator of the /!-norm is the soft thresholding operator,
from which ISTA takes its name. Mathematically, the (k + 1)-th iteration is

B = S (BF — tMT AT (AMBF — ), (4.13)

where t > 0 is a stepsize and Sy: R™ — R" is the soft thresholding operator defined
componentwise as

Sx(B)i = max{[fi] — A, 0} sign(6:),

where 7 indicates the component.
For the denoising problem (A = I), setting t = 1, algorithm (4.13) achieves conver-
gence in a single step. Therefore, the solution f is

B =Sx(MTATy).

The main drawbacks of this method are the choice of the regularization parameter
A, and the required prior knowledge of the synthesis operator M (i.e., of the basis
B with respect to which the unknown is sparse). In Section 4.4.4, we show how to
combine dictionary learning techniques to fill this gap. Other alternatives, explored in
the numerical experiments in Section 4.5, are to leverage prior knowledge on M, or to
infer it via the singular value decomposition (SVD).
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4.4.2 Group LASSO

An extension of LASSO is Group LASSO [87], which encodes the idea that the features
of the possible unknowns can be organized into groups. This is achieved by introducing
L different coordinate systems, each represented by an orthogonal synthesis matrix
M; € R™"™ and by minimizing the following functional:

2 L

1
+ 2> IBillx, (4.14)
2 i=1

FB) =5

L
lv—a3 s
=1

where B; is the coefficient vector corresponding to the i-th group, S € R™ is the
concatenation of the vectors f1,..., 5, and A > 0 is a regularization parameter. The
second term of (4.14) is a regularization functional encouraging entire groups of features
to be either included or excluded from the model. The weighted norm ||f5;||2 with
1Billr, == (B Kzﬁz)% is employed to promote prior information regarding the sparse
representation of each group. The minimization of (4.14) can be performed via the
iterative algorithm proposed in [231, Proposition 1], showing strong connections with the
proximal gradient descent method, which reads

B = proy, p(B* — tMTAT(AM B —y)),

where f(8) = K 18illk,, M = [My|Ms|...|Mg], and t > 0 is a stepsize. The map
prox, s satisfies (see [32, Theorem 6.6, Chapter 6])

PToxix f(/B) = (prox, fi (Bi))iLzla

being f;(3:) = ||Billk,, and the proximal operator of the ¢* weighted norm is (see [32,
Lemma 6.68, Chapter 6])

proxss s (B1) = {51‘ — K] (KiK' KB (KK~ KiBill2 < th

Ji Bi — KF(KKT + o) KB |(KiKD) ' KiBilla > tA’
where o is the unique positive root of the non decreasing function g(a) := ||(K; K] +
al)~ K;B;||3 — (t\)2. Since the computation of the proximal operator involves the root-
finding problem, the whole process is computationally very expensive. As for LASSO,
also for Group LASSO one has to choose the regularization parameter A, the stepsize ¢,
and to know a priori the group bases B; for i =1, ..., L.

4.4.3 IHT

The Iterative Hard Thresholding algorithm, as presented in [42], can be employed as a
reconstruction method for inverse problems in which the unknown belongs to the union
of L subspaces. This can be seen as a model of sparsity. Once an orthogonal synthesis
matrix M € R™*" is introduced, the coefficients 8 such that x = M f are supposed to
satisfy € § = UiLzlSi, where each S; is a coordinate subspace in R™ of dimension s or
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smaller, i.e., the span of a subset of cardinality at most s of the canonical basis. IHT
then involves the minimization of

1
F(B) = §Hy—AMBH§+x$(5), (4.15)
where
_Jo ses
xs(h) = {+oo otherwise

forces the unknown to belong to S.

The iterative algorithm to minimize (4.15) consists in the alternation of a gradient
descent step in the direction given by the MSE and a projection onto S, namely the
(k 4+ 1)-th iteration is

B = Ps(pY —tMT AT (AMBF — y)), (4.16)

where Ps(8) = Ps,(3), i = argmin{||Ps,(8) — z[]2}, Ps, is the orthogonal projection
onto §; and ¢t > 0 is a stepsize. The projection onto coordinate hyperplanes is performed
by simply setting to 0 all the non-active coordinates. The overall projection Ps(f) is
also very efficient, since it consists only of computing L projections onto the different
subspaces S; and selecting the optimal one. Moreover, if S is the union of all coordinate
hyperplanes of dimension s, Ps(f) simply reduces to selecting the s largest components
of 3.

For the denoising problem (A = I) the IHT algorithm (4.16) with ¢ = 1 converges to
the solution in a single step. Therefore, using the same definitions as before, the solution
is

B = Ps.(M"y).

As for LASSO and Group LASSO, the subspaces S;, and especially the basis given by
M, should be known a priori or should be inferred. In this setting, the sparsity level s
can play the role of a regularization parameter (such as A of LASSO and Group LASSO)
and is tuned by suitable heuristic methods.

4.4.4 Dictionary Learning

The baseline algorithms proposed in the previous sections need the a priori knowledge of
the basis with respect to which the unknown is sparse. A possible approach to infer it is
sparse dictionary learning (also known as sparse coding), where a dictionary with respect
to which the unknown is sparse is learned from the data [165]. Note that this dictionary
does not necessarily have to be a basis. More precisely, given a training set {x; }é\le with
x; € R", a sparsifying dictionary D € R™*4 where d is the number of elements of the
dictionary (the columns of the matrix D), can be found as

1 1
i — > " (sllzj — DB;l5 + AllB; 4.17
DER"XIE];IEERdXN N]:1 <2Hx] IBJHQ + HBJHI)? ( )
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where A > 0 is a regularization parameter and ; € R? is the sparse representation of
xj with respect to the dictionary D. If the dictionary is fixed, the functional in (4.17)
resembles the LASSO functional (4.12), except for the fact that the dictionary may not
be a basis and that we are summing over the elements of the training set. However, in
this case, the goal is mainly to learn D. In order to solve the minimization problem in
(4.17), we rely on the online method used in [165], which iteratively minimizes over one
variable keeping the others fixed. We update the sparse representation 8 by using the
least angle regression (LARS) algorithm and the dictionary D by using block coordinate
descent.

We assume that D € R™*? is a full-rank matrix. In general, the number of atoms d is
allowed to be larger than the original dimension of the signal n. Such a redundancy may
arise with frames or with the union of multiple bases. Nevertheless, here we consider the
non-redundant setting, with d < n. This is the case for all the numerical experiments
reported in this work.

Once the dictionary is learned, the solution to the linear inverse problem (4.3) can
be computed by combining the baseline algorithms of the previous sections. Under the
assumptions previously introduced, the matrix D is injective, and the pseudo-inverse
Dt = (DTD)~1D7 is its left inverse. We thus tackle the minimization of the following
functional:

1
Flz) = §||y—A3:||2 +AG(x),  G(2) = Xmp)(@) + [ DT |, (4.18)

where Xim(py(7) is the characteristic function of the range Im(D). We minimize the
functional F by means of a proximal-gradient scheme, whose iterations read as

2* = prox,, . (zF — tAT (Az — y)), (4.19)

where t > 0 is a stepsize and

1
proxg(z) = arg min {Hx — z:||2 + ||D+x\|1}
zelm(D) L2

. 1
— Dargm1n{2\|Dﬂ — zH2 + HBHl} )
BERE

Notice that, under the injectivity assumption on the matrix D, the minimization of
F in (4.18) is equivalent to a LASSO problem in synthesis formulation, using D as a
synthesis operator. Despite the minimizers of those two problems are the same, the
iterates approximating them by proximal-gradient schemes do not coincide. For numerical
reasons, we prefer the formulation (4.18), leading to the iterations (4.19). Indeed, as it
will be discussed in Section 4.5, the implementation of prox; can be done efficiently by
means of the same routines employed for dictionary learning. For the denoising problem
(A = I) the algorithm (4.19) with ¢ = 1 converges to the solution z in a single step,
namely

Z = D prox,g(y). (4.20)
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Since the degenerate Gaussian mixture prior represents a group sparsity prior, it is
useful to compare our algorithms with a “group” version of sparse dictionary learning.
This has been explored with the name “Block-sparse” or “Group-sparse” dictionary
learning [232, 155].

Those techniques, however, do not share the same perspective on group sparsity as
the one inspiring our proposed algorithms. The common feature behind all of them is
the assumption that, when the signals are represented in a suitable basis or dictionary,
there exists groups, or blocks, of coordinates that are simultaneously activated. In our
degenerate Gaussian mixture approach, though, the signals can be clustered according
to which group of coordinates they activate: each signal is thus associated with a single
group. In block-sparse dictionary learning (and, similarly, in the Group LASSO approach
previously exposed), the active components of each signal can also belong to (a small
number of) different groups.

For this reason, we propose an alternative dictionary learning technique that is closer
to our setup and can be employed for more direct comparisons. We simply call it “Group
Dictionary Learning”: after doing a subspace clustering of the training set as explained
in Section 4.3.2, it is possible to learn a dictionary D; for each group obtained with the
clustering. Assuming that each D; € R"*% is injective for i = 1, ..., L, and adopting the
same approach as in (4.18), we tackle the minimization of the following functional:

1 R
F(r) = 5”9 — Az|* + \G(z),
(4.21)
G(z) = min Gi(z), Gi(%) = Xtm(py) (x) + | Dj x|

i=1,...,L
Again, we minimize F by means of a proximal-gradient scheme as in (4.19), replacing
prox¢ by proxgs, which can be easily computed as

proxes(z) = proxg, (z), = argl; mig {;Hz — proxg, ()2 + Gi (proxGi(z))} .
i=1,...,

Remark 19. Differently from dictionary learning, the approaches proposed in Section 4.3
do not focus on the reconstruction of a dictionary D. However, such dictionary might be
obtained as a by-product, e.g. by computing the singular vectors of each covariance ¥;
and by collecting them in a single matrix, but the theoretical properties of such an object
are out of the scope of the present work. Nevertheless, we wish to underline that, as in the
problem of dictionary learning, our algorithms do not require as an input the knowledge
of the dictionary D . It is worth noting that the parameters 6 = (wj, u;, Ei)le of our
network are O(n? x L) while the dictionary has only n x d parameters, where d is usually
chosen as O(n). Therefore, one of the reasons our methods seem more effective may
be that they employ more parameters, a well-know (but possibly not fully understood)
phenomenon related to overparametrization in deep learning.
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4.5 Numerical results

In this section, we compare the algorithms proposed in Section 4.3 with the baseline
methods discussed in Section 4.4 for 1D denoising and deblurring problems with three
datasets. Our experiments primarily aim to compare our algorithms with classical
sparsity-promoting methods on simplified signal classes, rather than striving for state-of-
the-art results. The exploration of more complex inverse problems and the incorporation
of real-world data fall outside the scope of this chapter and are designated for future
research.

4.5.1 Datasets

We consider three datasets with increasing complexity.

1. Gaussian Mixture Model: This dataset contains samples from a degenerate Gaussian
mixture variable (4) where [ is a uniform variable (all the Gaussians of the mixture
have the weight w; = %) Fach X; is a Gaussian random variable in R”, having
mean u; = 0 and whose covariance matrix YJ; has zero entries everywhere, except
from s elements on the diagonal which are set to 1. This indicates that we are
considering a mixture of degenerate variables, each of which has support on an
s-dimensional coordinate hyperplane of R” and whose components are independent
standard Gaussian random variables. In our experiments we consider n = 1000,
s = rank 3; = 20 and L = 10. Therefore, this dataset consists of very sparse
random variables in a rather large ambient space. The sparsity is nevertheless very
structured, since only L = 10 combinations of s active coefficients are considered.

2. Sinusoidal functions with one discontinuity: This dataset contains functions with
support in [0, 47| of the type

(7) Asin(wt) + B 0<7<m
x(1) =
Asin(wt)+ B+ C T <1 <Arm

where the amplitude A ~ ¢/(0.05,0.1), the angular frequency w ~ U(1,2) and the
vertical translations B ~ U(3,3), C ~ N(0,0.2%). The discontinuity points 7;
with 4 =1, ..., L and L = 10 correspond to different subspaces and are equispaced
points in [0,4n]. Each signal z is discretized on 1000 equispaced points in [0, 47].
These functions can be approximately seen as samples from a degenerate Gaussian
mixture in a wavelet basis. While the coarse scale coefficients are expected to be
nonzero for all the signals, the wavelet coefficients at the finer scales will be relevant
only in the locations of the discontinuity, and negligible in the smooth regions.
Therefore, each discontinuity determines a coordinate subspace with respect to the
wavelet basis. Considering that the amplitude of the jump C follows a Gaussian
distribution, we posit that the fine scale coefficients can be effectively modeled as
degenerate Gaussian random vectors. We can also infer an estimate of the sparsity
level in terms of the size of the support of the mother wavelet, and of the considered
resolution scales.
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3.

Truncated Fourier series with two discontinuities: This dataset contains functions
with support in [0, 47] of the form

S, agcos (2mdr) 4 by sin(2wdr)

z(1) = Y4_, agcos (2mdr) + bgsin(2rdr) 4 Cy
41 agcos (2mdr) + bgsin(2mdr) + Oy

o
\ /\

T < 7(1)
mi(1) <7 < 7(2)

7i(2) < T <Am

wdT
2nd

/\/—\

where the Fourier coefficients ag, by ~ N(0.1,0.12) for d = 1, ..., 4 and the vertical
translations C7,Cy ~ N(0,0.22). As for dataset 2, the discontinuity points are
10 equispaced points in [0,47] and 7 is discretized with 1000 equispaced points
n [0,47]. However, each function has either one or two discontinuities. More
precisely, if 7;(1) = 7;(2) the function has one discontinuity, otherwise it has two
discontinuities. Therefore the subspaces are the ones representing functions with 2
discontinuities (all the possible combinations of 10 elements in groups of 2) and
the ones representing functions with 1 discontinuity (10 subspaces), so the total
number of subspaces is L = (120) + 10 = 55. For the same reasons discussed above
for dataset 2, these functions can be seen as approximate samples from a degenerate
Gaussian mixture distribution in the wavelet domain. The level of sparsity can be
estimated as in the case of the previous dataset, updating it to the presence of two
distinct singularities.

4.5.2 Methods

In the following experiments, we test our supervised and unsupervised algorithms de-
scribed in Sections 4.3.1 and 4.3.2 and compare them with the baseline algorithms
described in Section 4.4. More precisely, we consider the following methods.

(A)
(B)
(©)

Supervised (§4.3.1).
Unsupervised(§4.3.2).

Dictionary learning (§4.4.4). We learn a sparsifying dictionary D for the training
set, using the Lasso LARS algorithm to solve (4.17); then, we employ the learned
D to denoise the test signal by minimising (4.18). In particular, we rely on the
dictionary learning algorithm provided in the scikit-learn library [183]. The routines
provided there also allow to implement (4.20): in particular, the computation of
prox; can be done through the transform method of the learned dictionary. We
choose the number of elements of the dictionary as d = %, where n is the signal
length, in order to balance expressivity and numerical efﬁmency.

Group dictionary learning (§4.4.4). After dividing the training set into L clusters
and learning a sparsifying dictionary D; for each group, we minimise (4.21). In this
case, we choose d = 5.

IHT with SVD basis (§4.4.3). We infer the basis with respect to which the unknown
is sparse by computing the SVD of the empirical covariance matrix of the training
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set and considering the orthonormal basis composed by the eigenvectors. Then, we
choose S as the union of all the s-dimensional coordinate subspaces in R™ w.r.t. the
inferred sparsity basis. Here we choose the degree of sparsity s by minimizing the
relative MSE (computed w.r.t. the norm of the original signals) over the training
set.

IHT with SVD bases of groups (§4.4.3). We divide the training set into L clusters
as explained in Section 4.3.2. Then, for each group provided by the clustering, we
infer the basis with respect to which that group is sparse by computing the SVD
of its empirical covariance matrix and considering the eigenvectors corresponding
to the s largest eigenvalues, where the degree of sparsity s is chosen as for (E).
Finally, we choose S as the union of the s-dimensional subspaces spanned by the
bases inferred.

IHT with known basis (§4.4.3). We suppose to know the basis with respect to
which the unknown is sparse. In particular, for Dataset 1 we consider the canonical
basis, while Datasets 2 and 3 require a more complicated treatment. Indeed, as
discussed in Section 4.5.1, their representation in a suitable wavelet basis is sparse
at fine scales. For this reason, we preprocess the datasets by applying the wavelet
transform, we keep the low-scale coefficients fixed, and apply IHT only to the fine
scales. We choose the wavelet basis generated by the Daubechies wavelet with 6
vanishing moments.

LASSO with SVD basis (§4.4.1). We infer the basis with respect to which the
unknown is sparse as in (E). Then, we minimize (4.12).

Group LASSO with SVD bases (§4.4.2). We divide the training set into L clusters
as explained in Section 4.3.2. Then, for each group provided by the clustering we
infer the basis with respect to which that group is sparse as explained in (F). Here,
however, we consider the complete bases provided by the SVDs of the empirical
covariance matrices of the groups. In order to minimize the functional (4.14), we
could in principle take advantage of the algorithm proposed in Section 4.4.2, which is
nevertheless computationally expensive because it must be applied on each vector y;
separately. The resulting algorithm is computationally rather expensive: indeed, the
iterative computation of the proximal operator, involving the root-finding problem,
must be applied on each vector y; separately. To ease the computational burden,
in our experiments we instead minimize (4.14) through the ADAM optimization
scheme implemented in the pytorch library, which can process multiple signals in
parallel. We choose the power —% of the empirical covariances matrices of each
group as penalty matrices Kj;.

LASSO with known basis (§4.4.1). We incorporate in LASSO the knowledge of the
basis with respect to which the unknown is sparse, as already explained for (G).
This implies that, for Dataset 1, we solve LASSO with the canonical basis, whereas
for Datasets 2 and 3 we first compute the wavelet transform and then solve LASSO
only on the high-scale coefficients.
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Whenever needed (methods (C), (D), (H), (I), and (J)), we always choose the optimal
regularization parameter A\, namely, the one minimizing the relative MSE over the training
set. Further, whenever needed (methods (A), (B), (D), (E), and (I)), we always suppose
to know the number of Gaussians L in the mixture.

Methods (B), (D), (E), and (I) rely on clustering. The subspace clustering procedure
described in Section 4.3.2 is applied to the signals for Dataset 1 and to their derivatives
computed as finite difference approximations for Datasets 2 and 3. Indeed, for the latest
datasets, the derivative of the signals highlights the discontinuity points and allows for a
more efficient clustering.

It is worth noting that methods (G) and (J) take advantage of the knowledge of the
basis with respect to which the unknown is sparse. For this reason, they do not constitute
a fair comparison for all the other algorithms, which do not use this piece of information.
However, we are interested to see if they can outperform our methods.

4.5.3 Denoising

In this section we focus on the denoising problem with 10% of noise, namely y = x + ¢,
where ¢ is sampled from N(0,021) where o is the 10% of the maximum of the amplitudes
of the training set signals, i.e. max;(max f — min f) where f is a training sample and
the maximum is taken for each dataset. We compare the performances of the methods
reported in Section 4.5.2.

In Table 4.1 we show the mean over 2000 signals of the test set of the relative
MSE between the original signals and the different reconstructions. We observe that our
unsupervised algorithm (B) provides the best reconstructions for Datasets 1 and 3, and for
Dataset 2 it is only outperformed by group dictionary learning (D). However, dictionary
learning is computationally much more expensive than our unsupervised method, and the
gain in terms of reconstruction is minimal (as can be visually seen in Figure 4.2). From
Table 4.1 it seems clear that the best baseline algorithms to which we can compare our
approaches are dictionary learning (C), among the methods that do not use clustering,
and group dictionary learning (D), among the methods using the groups obtained by
the clustering of the training set. For this reason, in Figure 4.2 we show a qualitative
comparison between the reconstructions provided by the methods described in 4.5.2. We
notice that for Datasets 2 and 3 the algorithms learn all the discontinuities and try to
remove those not present in the signal.

Considering that accurately clustering the training set is challenging (see e.g. Dataset 3),
we question whether precise clustering is truly necessary for employing the unsupervised
algorithm proposed in Section 4.3.2. For this purpose, in Table 4.2 we show the mean
over 2000 signals of the test set of the relative MSE between the original signals and
the reconstructions provided by the unsupervised approach with exact clustering and
with random clustering for the denoising problem with 10% of noise. We observe that
correct clustering is important for Dataset 1, but not so important for Datasets 2 and
3. We believe that this is due to the fact that in Datasets 2 and 3 the energy of the
signals is shared between the smooth part, which is independent of the clustering, and
the discontinuities. In Dataset 1, the absence of the (non-zero) smooth part makes the
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Figure 4.2: Qualitative comparisons for the denoising problem with 10% noise. In each
column we show a signal of the test set from Datasets 1, 2 and 3, respectively. In
each row we report the original data in orange and the noisy data, the reconstructions
obtained with the methods supervised (A), unsupervised (B), dictionary learning (C),
group dictionary learning (D), IHT with SVD basis (E), IHT with SVD bases of groups
(F), IHT with known basis (G), LASSO with SVD basis (H), Group LASSO with SVD
bases (I), and LASSO with known basis (J), respectively, in blue.
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Table 4.1: Relative MSE values for the denoising problem with 10% noise.

100

Dataset 1 Dataset 2 Dataset 3
Supervised (A) 1.97% 1.70107°%  2.7110%%
Unsupervised (B) 098%  1.80103°% 6.3210°3%
Dictionary learning (C) 4.18%  3431073% 7.131073%
Group dictionary learning (D) 0.99% 1.701073% 242107 %
IHT with SVD basis (E) 9.93%  1.251072% 3.97107'%
IHT with SVD bases of groups (F) | 0.99% 2.041073% 3.97107'%
IHT with known basis (G) 2.78%  1.221072%  2.46 10%2%
LASSO with SVD basis (H) 9.24%  1.551072% 3.0710~'%
Group LASSO with SVD bases (I) | 3.01%  3.7110%% 8.3110~'%
LASSO with known basis (J) 4.69%  1.00107%% 2.1510°%

Table 4.2: Relative MSE values for the denoising problem with 10% noise with the
unsupervised approach (B) when using exact vs. random clustering.

Dataset 1 Dataset 2 Dataset 3
Exact 0.97% 1.66 10—3% 3.3710%%
Learned 0.98% 1.80 1073% 6.32 103%
Random | 8.2540.04% (3.46 £0.25) 1073% (5.70 + 0.55) 10~3%

dependence on the clustering stronger.

4.5.4 Deblurring

In this section we focus on a deblurring problem with 10% of noise, namely we consider
the problem y = ¢ * ¢ + ¢, where * represents the discrete convolution, the noise ¢ is
sampled from N(0,02I) and o is the 10% of the maximum of the amplitudes of the
training set signals. We choose the filter ¢ to be Gaussian, i.e. the entries of ¢ are a finite
discretization of the density of (0, 02) in a neighborhood of 0. For Dataset 1 we choose
op = 1, while for Datasets 2 and 3 we set o = 30 and o, = 20, respectively. The latter
values of o}, are larger because the effect of the convolution on piecewise smooth signals
(Datasets 2 and 3) is less visible than on Dirac deltas (Dataset 1). Since for the denoising
problem our unsupervised method provides better results than the supervised one, we
only show the results for the deblurring problem using the unsupervised technique and
we compare it with the most significant baseline algorithms. In particular, we consider
the following methods: Unsupervised (B), Dictionary learning (C), Group dictionary
learning (D), IHT with SVD bases of groups (F) and Group LASSO with SVD bases (I).
We exclude from the comparisons the methods that do not employ clustering, except for
dictionary learning, as they performed significantly worse in the denoising experiments.

In Table 4.3 we show the mean over 2000 signals of the test set of the relative MSE
between the original signals and the different reconstructions. As for the denoising
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Table 4.3: Relative MSE values for the deblurring problem with 10% noise.

Dataset 1 Dataset 2 Dataset 3

Unsupervised (B) 3.68% 2.6510°3% 1.0110 2%
Dictionary learning (C) 14.32%  6.611073% 1.281072%
Group dictionary learning (D) 13.51%  4.621073%  3.41107%%

THT with SVD bases of groups (F) | 3.80%  5.541073% 9.48 10~ 1%
Group LASSO with SVD bases (I) | 11.48%  1.3410%% 9.1110~'%

problem, our unsupervised method outperforms the others.
In Figure 4.3 we show a qualitative comparison between the reconstructions provided

by some the methods described in 4.5.2.



CHAPTER 4. GAUSSIAN MIXTURE FOR SPARSE REGULARIZATION

Dataset 1 Dataset 2 Dataset 3
0.8
02 0.55
0.50
Data o0 . 06
45
-0.2 0.40 04
0.35
0 200 400 600 800 1000 200 400 600 800 1000 0 200 400 600 800 1000
0.48
0.2 0.7
0.46
B 00 l N 0.6
T , , ’ ! 0.44 05
-0.2 0.42 0.4
0.3
0 200 400 600 800 1000 200 400 600 800 1000 o 200 400 600 800 1000
0.2 0.48 0.7
C 046 06
0.0 W
0.44 0.5
-0.2 0.42 0.4
0.3
0 200 400 600 800 1000 200 400 600 800 1000 0 200 400 600 800 1000
0.48
02 07
D Cd 0
1T l ’ ! 044
0.5
-02 0.42 0.4
0.3
[ 200 400 600 800 1000 200 400 600 800 1000 0 200 400 600 800 1000
0.48
0.2
F Ll o
0.0
T , , ’ ! 0.44
— 0.4
02 0.42
-0.4
[ 200 400 600 800 1000 200 400 600 800 1000 0 200 400 600 800 1000
02 0.8
0.48
I 0.0 'r'nlﬁ 0.46 0.6
0.44
02 04
0.42
[ 200 400 600 800 1000 200 400 600 800 1000 o 200 400 600 800 1000

102

Figure 4.3: Qualitative comparisons for the deblurring problem with 10% noise. In
each column we show a signal of the test set from Datasets 1, 2 and 3, respectively. In
each row we report the original data in orange and the noisy data, the reconstructions
obtained with the methods unsupervised (B), dictionary learning (C), group dictionary
learning (D), IHT with SVD bases of groups (F), and Group LASSO with SVD bases (I),
respectively, in blue.



Conclusions

In Chapter 2 of this thesis, we have introduced CGNNSs, a family of generative models
in the continuous, infinite-dimensional, setting, generalizing popular architectures such
as DCGANSs [189]. We have shown that, under natural conditions on the weights of
the networks and on the nonlinearity, a CGNN is globally injective. This allowed us to
obtain a Lipschitz stability result for (possibly nonlinear) ill-posed inverse problems, with
unknowns belonging to the manifold generated by a CGNN.

The main mathematical tool used is wavelet analysis and, in particular, a multi-
resolution analysis of L?(R). While wavelets yield the simplest multi-scale analysis,
they are suboptimal when dealing with images. So, it would be interesting to consider
CGNNs with other systems, such as curvelets [53] or shearlets [144], more suited to higher-
dimensional signals, or, more generally, CGNNs made of an injective discrete neural
network composed with a synthesis operator not necessarily associated to a multi-scale
structure.

For simplicity, we considered only the case of a smooth nonlinearity o: we leave
the investigation of Lipschitz ¢’s to future work. This would allow for including many
commonly used activation functions. Some simple illustrative numerical examples are
included in this work, which was mainly focused on the theoretical properties of CGNNs.
It would be interesting to perform more extensive numerical simulations in order to
better evaluate the performance of CGNNs, also with nonlinear inverse problems, such
as electrical impedance tomography.

The stability estimate obtained in Theorem 8 is based on a more general result that
holds also with manifolds that are not described by one single generator [5]. Therefore in
Chapter 3 we extend our work combining multiple generators to learn several charts of a
manifold for the finite-dimensional case.

The output of a CGNN is always in a certain space V; of a MRA and, as such, is
as smooth as the scaling function. It would be very interesting to design and study
architectures that can generate more irregular, e.g. discontinuous, signals in functions
spaces. This would probably require exploiting the full depth of the wavelet MRA, in
order to capture arbitrarily fine scales, and keeping at the same time a low-dimensional
latent space.

In Chapter 3 of this thesis, we have introduced mixture models of VAEs for learning
manifolds of arbitrary topology. The corresponding decoders and encoders of the VAEs
provide analytic access to the resulting charts and are learned by a loss function that
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approximates the negative log-likelihood function. For minimizing functions F' defined on
the learned manifold we have proposed a Riemannian gradient descent scheme. In the case
of inverse problems, F' is chosen as a data-fidelity term. Finally, we have demonstrated
the advantages of using several generators on numerical examples.

This work can be extended in several directions. First, gradient descent methods
converge only locally and are not necessarily fast. Therefore, it would be interesting
to extend the minimization of the functional F' in Section 3.8 to higher-order methods
or incorporate momentum parameters. Moreover, a careful choice of the initialization
could improve the convergence behavior. Further, our reconstruction method could
be extended to Bayesian inverse problems. Since the mixture model of VAEs provides
us with a probability distribution and an (approximate) density, stochastic sampling
methods like the Langevin dynamics could be used for quantifying uncertainties within
our reconstructions. Indeed, Langevin dynamics on Riemannian manifolds are still an
active area of research. Further, for large numbers K of charts the mixture of VAEs
might have a considerable number of parameters. As a remedy, we could incorporate the
selection of the chart as conditioning parameter in one conditional decoder-encoder pair,
see [213] as a reference for conditional VAEs. Finally, recent papers show that diffusion
models provide an implicit representation of the data manifold [31, 194]. It would be
interesting to investigate optimization models on such manifolds in order to apply them
to inverse problems.

In Chapter 4 of this thesis, we introduced an innovative approach to sparse opti-
mization for inverse problems, leveraging an explicit formula for the MMSE estimator in
the context of a mixture of degenerate Gaussian random variables. This methodology,
rooted in statistical learning theory, follows a different approach to sparsity promotion
compared to the deterministic optimization paradigm (e.g., Lasso) and the Bayesian
inverse problem framework. Our reconstruction formula exhibits a notable connection to
the self-attention mechanism underlying the transformer architecture, offering an efficient
training process: this is useful whenever the mixture model, corresponding to the sparsity
properties of the signals of interest, is unknown. This training can be conducted in both
supervised and unsupervised modes.

To validate our approach, we conducted numerical implementations (both supervised
and unsupervised) and compared them against established baseline algorithms for sparse
optimization, such as Lasso, IHT, and their group variants. Additionally, we incorporated
a dictionary learning strategy for fair comparisons. The experiments focused on three
1D datasets featuring sparse or compressible signals, addressing denoising and deblurring
tasks.

Our findings indicate that the unsupervised method consistently outperforms baseline
algorithms in nearly all experiments, demonstrating superior performance with lower
computational costs. However, a notable limitation of our work lies in its numerical
scalability, particularly concerning larger and higher-dimensional datasets. Addressing
this limitation will be a key focus in future research endeavors.
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