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Summary

Most of the nuclear fusion reactors currently under design include conductors made of
High Temperature Superconducting (HTS) materials in their magnet systems, at least
as an option to be investigated, and the advantages of this technology are pushing the
R&D of conductors suitable for tokamak operation. However, there are still several
challenges in the conductor development and, a fortiori, in the magnet design. As for
the ”classical” Low Temperature Superconducting (LTS) magnets, also for those to be
built with HTS numerical tools are used to predict the magnet performance. Never-
theless, the numerical tools for the estimation of the, e.g., thermal-hydraulic (TH) and
electric performance currently available are those developed for LTS magnets, such as
the 4C code.

In this work, a qualitative assessment of the modelling assumptions of these nu-
merical codes is carried out first, showing the inadequacy of LTS modelling approaches
if applied to fast transients, such as the quench, in conductors based on HTS materi-
als. After this qualitative analysis, a quantitative assessment based on detailed models
developed on purpose is described, focusing on the HTS Cable-In-Conduit Conductor
(CICC) designs proposed by ENEA and by the Karlsruhe Institute of Technology.

The quantitative assessment hints at a new modelling strategy, i.e., the conductor
cross-section needs be lumped in several thermal, electric and fluid regions, rather than
just two as in the LTS CICC. Therefore, since the 1D discretization along the conductor
axis is still needed, a tool capable of handling an arbitrary number of 1D thermal, electric
and fluid regions along the conductor axis is required. This calls for the development of
a new numerical model which is described here and implemented in the new computer
code H4C. Furthermore, an electric model able to handle transverse resistance between
current carrying elements is required, while the (simpler) electric model adopted for
LTS, e.g., that implemented in 4C, assumes no transverse electric resistance.

H4C is then subjected to the standard verification procedure, as well as to a prelim-
inary validation based on recent quench experiments performed in SULTAN, showing
that the new code can properly describe the quench propagation in HTS CICC.

An extensive set of applications of H4C is finally presented. The first one is the
analysis of quench propagation in CICC, showing that indeed the LTS modelling ap-
proach fails in some situations where localized heating is present. The new model can
also give a deep insight on how the current redistributes during a quench among the
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different tapes of each stack. The code, however, relies on free parameters, such as the
heat transfer coefficients between the different cable sub-elements related to the ther-
mal contact resistance, as well as the electric contact resistance between the current-
carrying elements. In order to feed the model with the needed parameters for the TH
and electric model, dedicated experiments in liquid nitrogen were carried out to directly
measure such parameters, such as the electric contact resistance between the tapes and
the stacks. Whenever measurements are not available, values from the literature are
assumed. The quench analysis of the ENEA CICC also has a feedback on the Divertor
Tokamak Test (DTT) Central Solenoid HTS insert design, allowing to suitably tune the
quench protection strategy.

H4C was then upgraded to simulate an entire magnet, equipped with HTS layers,
such as one of the options of the EU DEMO CS. The simulation of the normal operation
(plasma burn) of the EU DEMO CS is carried out, assessing the impact on the mag-
net performance of different level of localized defects, i.e., local decrease of the critical
current density, in the HTS tapes. This analysis shows that damaged stacks lead to
a strong decrease of the temperature margin in the neighboring strands. Finally, the
simulation of quench propagation in the magnet is presented. The quench is initiated
as a consequence of the defects in the stacks, which, beyond a certain threshold, can
lead to quench of the conductor even during the normal operation of the magnet. The
maximum temperature reached during the quench in the HTS CICCs stays below 160
K, however large temperature differences are observed in the cross-section during the
quench initiation, requiring attention to limit secondary stresses.
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Chapter 1

Introduction

1.1 HighTemperature Superconductors for nuclear fu-
sion

The opportunity to employ High Temperature Superconductors to build large magnets
for fusion applications is under investigation in the EUROfusion consortium [1]. How-
ever, EU DEMO magnets will be mostly based on the well-known Low Temperature
Superconductors technology, i.e., that employed in ITER. The EUROfusion approach is
to adopt HTS only towards cost reduction of the magnet system and/or better perfor-
mance of the machine. Indeed, the main involvement of HTS in DEMO magnets could
be as a sub-portion of the Central Solenoid to decrease its size, thus the size of the entire
tokamak [2], or to increase the magnetic flux, thus extending the plasma burn length.
On the other hand, more recently, few projects have been proposed relying mostly or
entirely on HTS [3]. This has driven the development of conductors for fusion magnets
in the recent past. Several conductor layout and/or cabling methods have been pro-
posed, investigated and, just few, tested. The main ideas are the following, see figure
1.1:

• Roebel Assembled Coated Conductor cable (RACC): the Roebel layout is adopted
[4] and the feasibility up to few kA has been investigated [5].

• Twisted Stacked Tape Cable (TSTC): the tapes are simply stacked and twisted in
order to increase the current capabilities minimizing the AC losses [6].

• Round Soldered and twisted stacked strand: this concept features a stack of sol-
dered tapes enclosed in copper profiles, forming a strand. Several of these strands
can be twisted together to reach high current capability, see [7].

• Slotted core: an aluminum core featuring several twisted empty slots is employed
in this proposal. The tapes are then stacked and put in the slots [8], without the
use of solder, which should improve the bending capabilities of the conductor.
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• Cross-Conductor (CroCo): in this case, tapes of different widths are employed in
order to optimize, i.e., maximize, the current that can be transported in the same
space [9].

• Stacked Tapes Assembled in Rigid Structure (STARS): this conductor features
straight, i.e., untwisted, stacked tapes to be employed in helical fusion reactors
[10]. It has the advantage of being simple to be assembled and manufactured.
The AC losses and the cooling of such bulky conductor still need to be assessed
in tokamak operating conditions.

• Quasi Isotropic strand (QI): the idea in this case is to compose a strand stacking
the HTS tapes horizontally and vertically [11].

• Conductor On Round Core (CORC): the HTS tapes are wrapped on top of a round
metallic core [12]. This concept aims at reaching tens of kA in >10 T magnetic
field, which is a typical requirement in fusion magnets.

Figure 1.1: Concepts of HTS CICCs and strands: (a) assembled cable based on Roebel
idea (RACC), reproduced from [4], (b) Twisted and Stacked Tape Cable (TSTC), re-
produced from [6], (c) Round Soldered and Twisted Stacked (RSTS), reproduced from
[7], (d) Aluminum Slotted-Core Cable-In-Conduit Conductor, reproduced from [8], (e)
Cross-Conductor (CroCo), reproduced from [13], (f) Stacked-Tapes Assembled in Rigid
Structure (STARS), reproduced from [10], (g) Quasi Isotropic (QI) strand, [11] and (h)
Conductor On Round Core (CORC), reproduced from [12]

.

The most promising candidate seems to be a conductor based on the TSTC idea: few
tens of tapes are stacked together and enclosed in a copper round profile, to emulate a
round strand, or putting them on a core, obtaining a cable. Few strands are then twisted
around a round or flat profile, forming a cable. The cable is then inserted in a conduit,
made of steel or aluminum towithstand EM loads and/or to work as confinement for the
coolant. Thus, the winning option is oriented towards a Cable-In-Conduit Conductor
(CICC).

2



1.2 – Need for modelling tools

1.2 Need for modelling tools
The need for modelling tools comes from the obvious inefficiency in terms of time and
cost of building prototypes from the small, i.e. short conductor samples, to the large
scale, i.e., model coils. Indeed, as already shown for LTS magnets, numerical codes are
necessary to support, analyze and optimize the conductor or magnet design [14], taking
advantage of their validation on a reduced number of dedicated experiments.

One of the key aspects of the magnet design is the cooling capabilities during the
different operation modes. This requires to assess the thermal-hydraulic (TH) perfor-
mance of the magnet in different conditions, e.g., temperature margin during normal
(pulsed) operation or maximum temperature reached during a quench.

However, there are no tools that have been proved to be reliable to assess those
quantities in an HTS magnet. Several very detailed (e.g., 3D multiphysics) models have
been developed for the analysis of single HTS tapes, short stacks or small coils, e.g.,
single tape pancake coils with a diameter of few cm. On the other hand, few reliable
models for the TH analyses of LTSmagnets are currently available. Thus, the strategy to
develop a reliable TH model of an HTS magnet could be to upscale the detailed models
developed for small-scale applications or to adopt the tools developed for LTS magnets
also for the HTS ones.

Concerning the first option, a short review of the available models developed for
electro-thermal, electro-magnetic and thermal-hydraulic simulations is provided here.
The detailed modelling of HTS tapes, small pancake coils or cable has been focused
on electro-thermal aspects, starting from analytical [15], [16], 2D [17], [18], [19] and
3D [20] models, mainly devoted to the analysis of quench in tapes or stacks. From
the electro-magnetic modelling point of view, devoted to the modelling of AC losses,
Finite Element models have been developed for HTS stacks or small pancake coils [21],
[22], [23], [24], [25], [26], [27], [28], [29], [30] or for peculiar cable layouts, such as
power cables [31], TSTC [32], [33], [34], CORC [35] and Roebel [36], [37], [38]. The
up-scaling of such detailed models is, however, not trivial, even to the conductor scale.
Indeed, to keep the problem tractable, either homogenization techniques has already
been used in 2D models of small diameter pancake coils [39], or some piece of physics
was neglected, such as the fluid-dynamics [34]. Nevertheless, for the simulation of
TH transients in a magnet, from the experience gained with LTS magnets, the entire
(hydraulic) length of the conductor needs to be taken into account in case of quench (to
capture the front propagation) or to account for the thermal coupling between adjacent
turns or layers/pancakes during normal and off-normal operation [14] [40]. Therefore,
since the up-scaling by a couple of orders of magnitude (from the stack to the magnet
scale) of the space scale to be simulated is needed, the use of the currently available
detailed models does not appear as a viable option.

On the other hand, there are few well established tools adopted for the TH analysis
of LTS magnets, such as VENECIA [41], THEA [42] and 4C [43]. The models devel-
oped with such tools are all based on the assumption that the cable cross-section can
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be lumped from the thermal point of view in a single region, thus assigning a single
temperature value to all the solids of the cross-section as well as assuming that the cur-
rent is uniformly distributed on the cross-section. This, together with the assumption
of lumping the coolant in one or two regions, leads to a 1D approximation of the con-
ductor, in the direction of the coolant itself, lumping in few components the conductor
cross-section: jacket, cable and helium.

However, HTS cables are different with respect to LTS ones under several points of
views:

• the geometry, because the dimensions of the HTS ”strand” is much bigger with
respect to the typical dimensions of LTS strands, e.g., ∼0.8 mm in the case of the
ITER conductors. This implies also that the number of strands in an HTS cable
is much smaller (typically less than 10) with respect to LTS conductors (typically
more than 500).

• the materials: the electric and thermal properties of the HTS tapes are strongly
anisotropic [44], while those of LTS strands and thus of the entire bundle are
isotropic. Therefore, the critical current density of HTS tapes depends also on
the relative orientation of the magnetic field with respect to the tape itself, while
such dependence is not present in LTS cables.

• the electric and thermal contacts between the cable sub-element: the HTS tapes
are typically in poor electrical and thermal contact with each other, since they
are either soldered or just put one on top of the other. Moreover, different su-
perconducting regions in HTS cables are far from each other from the thermal
and electrical point of view with respect to the LTS strands. Also, the super-
conducting portion of the tapes is far from the largest portion of the stabilizer,
which in several concepts is made of copper around the HTS stack, while in the
LTS strands, the superconducting filaments are embedded directly in a copper
matrix, leading to a perfect contact between superconductor and stabilizer.

1.3 Aim of the thesis
These observations make the straightforward application of tools and modelling ap-
proaches developed for LTS conductor and magnets to HTS coils less obvious.

The first point under investigation in this work is the soundness of the modelling
assumptions typically employed when dealing with LTS in the case of TH transients in
HTS.

After the qualitative assessment has shown that a newmodelling strategy is needed
for HTS CICCs, especially when dealing with fast transients, the second aim of this
work is to provide a quantitative assessment, through detailed models, of what could
be a suitable modelling approach.
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Consequently, a new 1D numerical tool to suitably model HTS is developed and
qualified, aiming at the simulation of fast transients (e.g., quench) in themost promising
conductor designs within EUROfusion.

In order to answer to the needs of thermal-hydraulic analysis of entire magnets,
e.g, the EU DEMO CS option, featuring HTS together with LTS, the conductor model is
upgraded to simulate fast transients in HTS magnets.

1.4 Structure of the work
This work is organized as follows:

• in chapter 2 the qualitative and quantitative assessment of the issues related to
the TH modelling of HTS CICC is carried out. This chapter is based on the work
published in [45].

• in chapter 3 the development of the new 1D model and its verification is pre-
sented. This chapter is based on part of the work published in [46].

• in chapter 4, the preliminary validation of the conductor model is presented; it is
based on the work reported in [47].

• in chapter 5 the results of the quench simulations of the conductor developed by
KIT (based on part of the work published in [46]), of the ENEA conductor (based
on the work published in [48] and [49]) and of the EU DEMO CS (based on the
work presented in [50] are reported. The normal operation of the EU DEMO CS,
studying the effect of defects in the HTS stacks is also investigated.
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Chapter 2

Critical assessment on HTS TH
modelling

In this chapter, the qualitative and quantitative assessment of the time and space scale
characteristic of the typical TSTC-type conductor is presented and discussed.

2.1 Qualitative Assessment
First, a qualitative assessment of the time and space scales is carried out. In this way, the
quantitative assessment can be focused only on the relevant issues. Here, the focus is on
the HTS CroCo, which is one of the representative CICC design for fusion applications.
In case of drastically different designs, the qualitative and quantitative assessment need
to be carried out again, as it is done in the following for the slotted-core type conductor,
see section 5.1.1.2. However, the procedure is general and can be applied also to other
CICC design.

The assessment of the time scales characteristic of the conductor is useful to com-
pare them with the time scale of the relevant phenomena/transient. In case the con-
ductor time scales are comparable with that of the phenomenon under study, then they
need to be taken into account. Otherwise, if the conductor time scales are very dif-
ferent, i.e., much faster or slower, than the phenomenon of interest, then they can be
neglected. The assessment of the conductor space scales gives information on the most
suitable strategy of lumping the different regions of the conductor.

The CICC under analysis here is the KIT proposal and it is based on their HTSCroCo
concept. The current design is based on six strands, twisted on a pure central copper
rod. Each strand is made of a stack of 3 mm and 4 mm wide tapes. The stack is then
soldered and inserted in a seamless copper tube, see figure 2.1 and [51]. The tapes are
typically 40: 10 with width equal to 3 mm and 30 with width equal to 4 mm. They are
arranged with a cross shape, in order to optimize the filling factor of the round cross-
section. The cable obtained twisting the strands on the copper rod is then pulled inside
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a stainless steel jacket to provide mechanical support and confinement for the coolant.
The latter is typically supercritical helium at 6 bar and 4.5 K. The expected total mass
flow rate in the conductor is ∼ 2 − 3 𝑔/𝑠 [1].

The expected peak magnetic field on the conductor is 12 T [1] and this is the value
considered in the following of this section, if not otherwise stated.

Figure 2.1: (a) 3D view of the HTS CroCo CICC, showing the geographical notation
used in the text. (b) Cross-section of the HTS CroCo CICC, showing the jacket, the
HTS strands (the solder around the stack is indicated) and the voids in which He is
expected to flow. (c) Cross-section of the single HTS CroCo strand, showing the stack
and the number of the 4 mm (30) and 3 mm (5+5) wide tapes, the copper tube around
the stack. (d) 3D view (not to scale) of the HTS tape, showing also the local reference
system used in the text (ab plane and c axis)

Since the time and space scales as well as heat transfer mechanisms are very differ-
ent depending on the direction under analysis, here twomain directions are considered:
one along the conductor and the other across it.

As shown in the following subsection, conduction and convection act on a space
scale of <10 cm and on a time scale of 1 s and 0.1 s, respectively, on the conductor cross-
section. Similarly, conduction and convection are the heat transfer mechanisms along
the conductor. However, the hydraulic length of the conductor is of the order of 103

m, thus the transit time of the He is of the order of 103 s, which is representative of
the advective time scale (considering a mass flow rate of 2-3 g/s, an He cross-section of
146 mm2, thus an He speed of ∼ 0.1 m/s and an hydraulic length of 700 m, typical of the
hydraulic length foreseen in the DEMO TF coils [1]). On the other hand, the diffusion
acts on a much longer time scale, if the direction along the conductor is considered, thus
the main heat transfer mechanism along the conductor is the advection, i.e., the heat is
preferentially transported by the He. The same conclusion can be reached considering
the Peclet number, Pe, defined as the ratio of advection to conduction. Indeed, recalling
that 𝑃 𝑒 = 𝑉 𝐷ℎ/𝛼, and considering the values typical of the CroCo CICC (V = 0.1 m/s,
Dh = 1 mm, 𝛼 = 10−7 m2/s, a 𝑃 𝑒 » 1 is obtained (along the conductor).
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This is already a key hint for the TH modelling of such CICCs: the dimensions,
materials and operating conditions are such that the relevant heat transfer mechanism
along the conductor is the He advection, as it happens already in the LTS CICC, thus the
modelling approach of the He already adopted for such technology [42], [43] is valid
also for the HTS CICC. This means also that the analysis needs to be focused on the
direction across the conductor, i.e., on the conductor cross-section, to check whether
time and/or space scales in HTS CICCs are different with respect to those in LTS CICCs.

2.1.1 Conductor time scales
The transients under investigation here are the normal (pulsed) operation of themagnet
system, i.e., the plasma burn, and the off-normal operation (propagation of a quench).

The normal operation for a TF conductor is typically characterized, from the thermal-
hydraulic point of view, by the nuclear heat load coming from the neutrons produced
from the plasma and the AC losses induced by the varying magnetic field of the CS and
PF coils. However, the dominant contribution to the total heat deposition in a TF mag-
net is the nuclear heat load, which is a constant heat deposition lasting for the entire
plasma burn phase. In the case of the EU DEMO, the plasma burn is expected to last
about 2 hours, thus 103 − 104 s [52]. In the case of CS and PF, the characteristic heat
loads are mostly due to AC losses, while the nuclear heat load is basically negligible.
Indeed, in those coils, the operation is pulsed and, being their magnetic field mostly
due to self-field, the heat deposition takes place in times of the order of 1 s for the CS,
e.g., during the breakdown phase [1], and 10 s for the PF, e.g. during the coil charge
[53]. An analysis of the normal operation of the CS is presented in section 5.2.1. In this
chapter, the focus is on the TF conductor and its operation.

The off-normal operation is, on the other hand, characterized by a much shorter
time scale with respect to the TF normal operation. Indeed, taking as reference the
time during which the temperature grows in a quench, it is of the order of 1 s [54].

Concerning the conductor characteristic time scales, the heat transfer is character-
ized by twomechanisms, thus two time scales: the diffusion and convection time scales.
The two are defined as:

𝜏𝑑 = 𝛿2

𝛼
(2.1)

𝜏𝑐 =
𝜌 ⋅ 𝑐𝑝 ⋅ 𝐴𝑐𝑟𝑜𝑠𝑠

ℎ ⋅ 𝑃𝑤
(2.2)

where 𝜏𝑑 is the diffusion time scale, 𝛿 is the characteristic size of the region consid-
ered, 𝛼 is the heat diffusivity of the material under investigation, 𝜏𝑐 is the characteristic
convective time scale, 𝜌 is the density of the material, 𝑐𝑝 is the specific heat, 𝐴𝑐𝑟𝑜𝑠𝑠 is
the cross-section of the region considered, ℎ is the heat transfer coefficient and 𝑃𝑤 is
the wetted perimeter.

9



Critical assessment on HTS TH modelling

HTS tapes and thusHTS stacks are characterized by anisotropic electric and thermal
properties. Identifying with ab the plane that contains the tape and with c the direction
normal to the tape (or the stack), then two different values of thermal conductivity,
thus of thermal diffusivity, can be identified [44], see table 2.1. All the thermo-physical
properties have been computed at 4.5 K.

Starting from the definition of 𝜏𝑐 and 𝜏𝑑, it can be possible to compute the charac-
teristic time scales of each sub-portion of the conductor. Concerning the diffusion time
scales, it has been computed for the stacks, copper profile around the stack and solder.
In order to compute also a ”global” characteristic time scale of the entire bundle, also
the presence of a non-ideal thermal contact between the strands has been considered.
It has been assumed a contact thermal resistance at the copper-copper interface equal
to 𝑅𝑡 = 5 ⋅ 10−3 m2K/W and a contact length P equal to 2 mm. The equivalent thermal
conductivity from one strand to another is equal to 𝑘 = 1/𝑅𝑡 ⋅ 𝑃 = 0.4 W/m/K. The
resulting diffusive time scales are summarized in table 2.1.

Table 2.1: Characteristic size, material properties and characteristic time scale of
diffusion.

Region 𝛿 (mm) 𝑘 (W/m/K) 𝜌 (kg/m3) 𝑐𝑝 (J/kg/K) 𝜏𝑑 (s)
Solder 0.5 21.0 8670 0.94 10−4

HTS,c 4 0.22 8873 0.82 100

HTS,ab 4 244.0 8873 0.82 10−3

Cu 2 710 8940 0.12 10−5

Bundle 15 1.0 8879 0.32 100

LTS 40 354 8900 0.18 10−3

The convective time scale has been computed only for the entire bundle, using 2.2,
with 𝜌 = 8900 kg/m3, 𝑐𝑝 = 0.32 𝐽 /𝑘𝑔/𝐾, 𝐴𝑐𝑟𝑜𝑠𝑠 = 600mm2, h = 100W/m2/K, P𝑤 = 0.2m,
obtaining 𝜏𝑐 = 10−1 s.

The anisotropy of the HTS tapes and stack leads to a very different diffusion time
scales along and across the HTS stack. On the other hand, the diffusion time scales
of the copper profiles and of the solder are very small, due to the very large thermal
conductivity and characteristic size, respectively. This means that the heat can easily
diffuse through the solder and copper, however, its path through the HTS stack (where
heat is deposited during quench and by AC losses) takes longer, presumably leading to
temperature gradients build up.

This analysis showed that in some regions of an HTS cable, the diffusion time scale
is of the same order of typical fast transients, such as the quench propagation. In other
words, the implication for the TH modelling is that it is not possible a priori to lump
in a single region the entire bundle cross-section, describing it with a single value of
temperature. On the other hand, the diffusion time scales are all smaller than the normal
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operation time scale in a TFmagnet, thus the common assumptions to simulate a plasma
burn in an HTS TF magnet can be used.

As discussed before, the convective time scale, assuming a heat transfer coefficient
h = 100 W/m2/K [55], is of the order of 10−1 s. For comparison, the same time scale
computed for an ITER TF conductor is of the order of 10−4 s. This large difference
is mainly driven by the much smaller wetted perimeter present in HTS cables, which
in turn is due to the much larger number of strands in an LTS bundle. Nevertheless,
this time scale is lower than both normal and off-normal operation, thus a single value
of temperature to describe the He cross-section seems appropriate, provided a good
mixing is guaranteed between the different He sub-regions which can be identified in
an HTS cable cross-section, see figure 2.1.

2.1.2 Conductor space scales
The characteristic space scales of thermal gradients can be quantified looking at the Biot
number, Bi, which is defined as the ratio of the conductive and convective resistance
𝐵𝑖 = ℎ ⋅ 𝛿/𝑘. The physical meaning of this dimensionless parameter is that, in case
it is smaller < 0.1, then the thermal gradients in the solid (driven by the conductive
thermal resistance) are much smaller than those between the solid and the fluid (driven
by the convective thermal resistance). The implication on the modelling is that, in case
Bi < 0.1, then the temperature profile in the solid is almost flat and a single value of
temperature is a good approximation of the entire profile, i.e., the solid cross-section
can be lumped in a single 0D region.

Concerning the HTS CroCo case, looking at it as a multi-layer cylinder constituted
by the HTS stack, the solder and the copper, it can be possible to compute an over-
all conductive thermal resistance to then quantify the Bi for the CroCo. The thermal
resistance of a cylindrical layer can be computed as 𝑅𝑡 = 𝜋𝐷𝑜𝑢𝑡 ⋅ 𝑙𝑛(𝐷𝑜𝑢𝑡/𝐷𝑖𝑛)/(2𝜋𝑘).

Considering the two different values of thermal conductivity of the HTS stack (in
the two directions, along and across the stack), two values of Bi are obtained, see table
2.2. In the direction perpendicular to the stack, Bi>1, then it is not straightforward
to decide a reliable strategy to lump the stack cross-section. For this reason, further
more detailed and quantitative analyses have been carried out: they are presented in
the following section.

Table 2.2: Heat transfer coefficients, characteristic size, thermal conductivity and Biot
number in the HTS CroCo stack and in the bundle of the ITER TF conductor.

Region h (W/𝑚2/K) L (mm) k (W/m/K) Bi
Stack (ab plane) 100 4 244 0.001
Stack (c-axis) 100 4 0.22 2
LTS bundle 100 40 350 0.01
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2.2 Quantitative assessment
In the previous section, it was shown that the conductive time scales are comparable
with those of some transients of interest. Equivalently, the analysis on the space scales
showed that a finer cross-section discretization is needed. However, the qualitative
assessment did not allow to answer to the question of what could be a reliable simplifi-
cation, i.e., lumping, of the conductor cross-section in a 1D model along the conductor
axis. Therefore, a more detailed model is needed in order to quantify the temperature
gradients arising on the conductor cross section, computing the evolution of the tem-
perature distribution during the transient.

In order to build such a model, some preliminary considerations are needed. Con-
cerning the current, during the propagation of the quench it will redistribute among the
different (and available) current carrying elements according to the relative weight of
the respective resistance, therefore an electric model able to account for such redistri-
bution is needed. This is because, once the current starts to be shared among resistive
elements, it produces heat due to Joule effect, affecting (and driving) the temperature
distribution. In turn, the temperature distribution and evolution needs to be captured
as it is the aim of this investigation and because it is strictly coupled to the current
redistribution.

The interest here is focused on the first few seconds of the quench initiation and
propagation, when the most severe temperature gradients are present. On these short
time scales, the impact of the convection with the He and the conduction within the
solids in the longitudinal direction is weak, therefore the electro-thermal model can be
developed for the conductor cross-section only.

Further simplifying assumptions are described hereafter:

1. the presence of the He is taken into account as boundary condition of the thermal
model, thus assuming a constant He temperature and heat transfer coefficient.
This is justified by the fact that the focus of the analysis is on the first few sec-
onds of the transient, when the heat propagates mainly through diffusion in the
conductor cross-section, before being dissipated in the He stream.

2. the relevant conductor sub-regionsmodelled in the thermalmodel are the strands.
They are, in turn, modelled as two regions in contact with each other, i.e., the HTS
stack and the surrounding copper tube. The HTS tapes are not modelled in detail:
they are homogenized in a single region. The impact of this approximation has
been further investigated through an additional detailed model of the stack only,
see paragraph 2.2.2.

3. the jacket is neglected, since it is not expected to play a fundamental role as
current carrying region and, as far as the heat diffusion is concerned, it is in weak
contact with the strands, thus it will not strongly impact on the temperature field
evolution within the strands.
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4. the current-carrying elements are assumed to be the HTS stacks and the sur-
rounding copper as well as the central copper rod. The current is assumed to
be uniformly distributed in each current-carrying element cross-section. This,
for the copper, is justified by the very high electrical conductivity, which allows
a very fast redistribution of the current in the copper. The impact of this as-
sumption on the HTS stacks is less trivial to be quantified, due to their layered
structure, thus it is investigated in the stack detailed model described in section
2.2.2.

5. concerning the magnetic field, this conductor will operate in high (background)
field environment, i.e., > 10 T, therefore the contribution of the self-field is ne-
glected.

2.2.1 Electro-thermal model of the conductor cross-section
The assumptions mentioned above lead to a 2D thermal model coupled with a 0D elec-
tric model; the two models are described here.

Thermal model The thermal model solves the (transient) heat conduction equation
in the central copper rod and in all the superconducting strand. These strands include
as separate regions the HTS stack, the surrounding copper tube and the solder layer
around the stack. As mentioned before, the stack is not modelled taking into account
each tape constituting the stack. However, it is important to account for the presence
of that layered structure. Indeed, the thermal conductivity of the stack region, in the
thermal model, is temperature dependent and anisotropic, based on the experimental
data of [44]. All the other thermo-physical properties of the different materials are
also temperature dependent and they have been taken from [56]. Concerning the other
properties of the stack, i.e., density and specific heat, they have been obtained with a
volume-weighted average of the properties of the pure material constituting each layer
of each tape.

Another fundamental capability of this thermal model is to compare the thermal
field evolution as a function of the thermal resistance among the different regions of the
conductor. For this reason, the possibility to account for a contact thermal resistance
between the strands has been considered in the model, see figure 2.3.

This thermal model, together with the electric model described below, is imple-
mented in STAR-CCM+ [57], which solves the 2D heat equation using the finite volume
method.

Electric model The 0D electric model has been implemented according to the circuit
reported in figure 2.2. The aim is to model the current redistribution due to the (strong)
variation of the resistivity of each region during the quench, i.e., in the superconducting
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stack due to the transition to the normal state and in the copper regions due to large
temperature changes. The simplifications that led to this model are:

• no transverse resistance at the interface between two electric elements, thus the
current can redistribute without voltage differences from one element to another.

• no inductive effects are considered, thus the resulting model is steady state and
the variation of the current does not induce current changes in other regions. At
the same time, this implies that the variation of the current is immediate when
the applied voltage changes.

The resistance of the superconducting regions is modelled with a power law and
that of the copper regions with the Ohm’s law, see also [27]. The resulting system of
non-linear algebraic equations of the model is the following:

𝑉 = 𝑅𝐶𝑢,𝑖𝐼𝐶𝑢,𝑖 (2.3a)

𝑉 = 𝑉𝐶 (
𝐼𝐻𝑇 𝑆,𝑖

𝐼𝐶,𝑖(𝐵, 𝑇 ))

𝑛
(2.3b)

𝐼𝑡𝑜𝑡 =
𝑁𝐶𝑢

∑
𝑖=1

𝐼𝐶𝑢,𝑖 +
𝑁𝑆𝐶

∑
𝑖=1

𝐼𝑆𝐶,𝑖 (2.3c)

where V is the voltage at the ends of the circuit, that is common to all the regions,
𝑅𝐶𝑢,𝑖 is the resistance of the i-th copper tube or central copper rod, 𝐼𝐶𝑢,𝑖 is the current
in the i-th copper tube or central copper rod, 𝑉𝐶 is the critical voltage, i.e., the critical
electric field over 1 m, assumed equal to 10−4 𝑉, 𝐼𝐻𝑇 𝑆,𝑖 is the current transported in
the i-th stack, 𝐼𝐶,𝑖(𝐵, 𝑇 ) is the critical current evaluated at magnetic field B and tem-
perature T, n is the conductor n-value, here assumed equal to 15 [58], which rules the
steepness of the transition from superconducting to normal state (and, mathematically,
the ”severity” of the non-linearity of the problem), 𝐼𝑡𝑜𝑡 is the total current imposed con-
stant and equal to 50 kA, 𝑁𝐶𝑢 and 𝑁𝑆𝐶 are the number of copper sub-regions and HTS
stacks, respectively.

The system of equations 2.3 is solved through a root-finding algorithm (imple-
mented in MATLAB®) which computes 𝑉 and then the power generate by Joule effect
based on the current flowing in the i-th (copper or superconducting) region and its re-
sistance. This value of power density, that is supposed to be uniform in each electric
region, is then sent to the thermal model which performs a time step with this input.
Once the time step of the thermal model is finished, the average temperature of the
copper or superconducting region is passed to the electric model, which uses this value
to computed the updated resistance of each region.

The superconductor scaling law as well as its parameters used for the computation
of the critical current are taken from [58].
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2.2 – Quantitative assessment

Figure 2.2: Scheme of the 0D electric circuit model adopted in themodel. The geograph-
ical notation and the numbering is also shown. For clarity, the electrical resistance of
the copper profile and HTS stack of strand #1 are shown.

Simulation setup and driver The heat pulse inducing the quench is characterized
by a power density of 1 ⋅ 10−3 W/m3, deposited uniformly in the HTS stack of the west
(W) strand. The pulse duration is 0.1 s (starting at t = 0.5 s) as agreed in [59] for LTS
quench analysis. The amplitude of the heat pulse was chosen as the smallest pulse able
to induce a quench.

Note, however, that this analysis does not aim to perform a stability analysis, for
which the dynamics of the He flow is important. Here, in fact, the He is taken into
account as boundary conditions, i.e., with fixed temperature, because the aim is to in-
vestigate the thermal response of the conductor cross-section. Nevertheless, the heat
transfer to the He acts on similar time scales as the heat diffusion, thus the increase of
temperature of the He should be taken into account in more accurate models. For the
time being, the temperature of the He is set at 4.5 K and the heat transfer coefficient,
deduced from experimental correlations proposed in [60], is taken (constant) equal to
100 W/m2/K.

The symmetry of the geometry, the thermal driver and the boundary conditions are
exploited simulating half of the conductor cross-section, imposing a symmetry bound-
ary condition on that side of the domain, see figure 2.3.

Different values of the inter-strand thermal contact resistance have been investi-
gated. Two representative cases are reported here:

• Case A, assuming inter-strand contact resistance equal to 0, thus the strands are
in perfect thermal contact.
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• Case B, the resistance between the strand is assumed equal to 5 ⋅ 10−3 m2K/W,
which is a typical value of contact resistance at copper-copper interface [60].

The contact length is assumed equal to 2 mm, constant for all strands and uniform
along the conductor length. Also this value is strongly dependent on the manufacturing
process and it can hardly be the same value for the entire conductor length. However,
only experimental investigations can try to quantify this parameter, which of course
can influence also the easiness of the current distribution.

Concerning the magnetic field, the presence of the strong (background) magnetic
field gradient is taken into account assuming a linear distribution of the field over the
conductor cross-section from 12 T to 11 T. A uniform value of the magnetic field is
assumed in each sub-region, e.g., 12 T on the W strand and 11.5 T in the central copper
rod and 11 T in the E strand. Note that the magnetic field affects the critical current of
the superconductor, thus its resistance, but also the thermal conductivity and electrical
resistivity of the copper.

The simulation is stopped when the maximum temperature in the computational
domain reaches 150 K, because above that threshold it is reasonable to assume that the
quench protection could intervene dumping the current.

Figure 2.3: 2D thermal model adopted in the electro-thermal model described in the
text. The computational domain, the thermal driver and the boundary conditions are
shown.

Results Starting from case A, where the contact resistance is zero, the strands are in
perfect thermal contact with each other. This ensures a fast diffusion of the heat within
the cross-section. Indeed, the temperature of strand W differs clearly from that of the
others just for the duration of the heat pulse, which is localized only in the W strand.
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As soon as the heat pulse is switched off, the temperature of the W strand becomes
quickly equal to those of the others, which have started to be heated up already by
diffusion during the heat pulse, see figure 2.4(a). Concerning the current in the stacks,
it reacts according to the temperature field first. Indeed, the current in the HTS stack of
the W strand, where heat is deposited and the temperature overcomes 𝑇𝐶, drops from
more than 8 kA to 2 kA. The current in excess in the W stack is shared among all the
others - still superconducting - strands. The current in NW, NE and E, in fact, increases
to up to 9 kA for few ms, see figure 2.4(b). When the heat pulse is switched off and,
consequently, the temperature decreases in strand W, also the current there increases
again and it is equally distributed among the different strands, since they have again
the same temperature. However, the temperature of all the strands is increasing thus
the current starts to be shared with the copper tubes and the central copper rod, see
figure 2.4(c). Of course, being the copper regions resistive, heat is generated due to
Joule effect, which becomes the driver for the increase of the temperature. Note that
the resistance of the central copper rod is lower than the copper tubes due to the larger
cross section, therefore more current flows there. In ∼6 s the temperature has reached
150 K and the current is flowing entirely outside the stacks.

In case B, whose only difference with respect to case A is the presence of a thermal
contact resistance at all the interfaces among the strands, the evolution of the temper-
ature and of the current changes. First, the temperature of strand W reaches slightly
larger values than in case A because one of the heat sinks, i.e., the adjacent colder
strands, is less effective. More importantly, the cooldown of strand W is much slower
than in the perfect thermal contact case, see figure 2.4(d). This implies the presence of
larger temperature differences for several seconds between the different sub-elements.
Concerning the current evolution in the HTS stacks, the drop of the current in stack W
is even more evident than in case A, due to the higher temperature reached during the
external heating phase. Being less effective the cooldown of strand W after the end of
the heat pulse, also the current that flowed away from stackW just partially comes back
into the stack of the strandW, see figure 2.4(e). Also, since the temperature of strandW
is higher than the others, the current that starts flowing in the respective copper tubes
is not uniformly distributed, see figure 2.4(f). Indeed, a higher temperature causes a
larger resistivity of the copper, thus less current flows in the copper tube of the strand
W. The central copper rod, as explained above, carries more current. However, since
also the thermal contact of the copper rod with the other strands is worse than in case
A and more heat is generated there with respect to that produced in the copper tubes,
a higher temperature can be observed in the central copper rod for these reasons, see
again figure 2.4(d). Therefore, at least two electric regions are needed to follow the
current evolution in each strand, i.e., HTS stack + copper tube around.

The temperature map shown in figure 2.5 can be used, together with the previous
discussion, to hint possible lumping strategies for the conductor cross-section. First,
the temperature gradients in case A are less evident, i.e., of the order of few K, than
those of case B. In the latter case, the temperature differences are as high as ∼ 20 𝐾 due
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Figure 2.4: Evolution of the HTS stack average temperature in case A (a) and case B (d).
Evolution of the current in the HTS stacks in case A (b) and case B (e). Evolution of the
current in the copper tubes and central copper rod in case A (c) and case B (f).

to the presence of a realistic thermal contact between the strands.
Thus, in case A, being the temperature field uniform in the cross-section, see figure
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2.5(a), a single value of the temperature can be considered representative of the entire
cross-section. Nevertheless, during the heat deposition, the temperature of strand W is
tens of K larger than that of the other strands. Consequently, also the current is clearly
different with respect to that carried by the other strands. In addition, the central copper
rod, keeping the same temperature of all the other strands, except for W, carries more
current than the others. This means that, in order to capture these non-uniformities
during the (short) heating transient, a single thermal and electric region should be as-
signed to strand W, to the central copper rod and to other strands; considering also an
additional one for the jacket, 4 regions are needed in total.

Concerning case B, the temperature difference of tens of K mentioned before lasts
not only for the duration of the heat pulse, but for most of the transient, see figure 2.5(b);
thus in this case, a fortiori, a dedicated region for strand W is needed. Also in this case,
the current evolves in a very different way in strandW, in the central copper rod and in
all the other strands. Therefore, also from the electric point of view, a dedicated region
is required.

Note that the increasing level of detail is typically expensive also in terms of addi-
tional constitutive relations that should be known. For example, if a segregated region
is dedicated to the central copper rod, then the heat transfer coefficient of the He in
the sub-channels facing the central copper rod should be known. Instead, in case of
lumping the solid in just one region, then a single ”effective” heat transfer coefficient
could have been used, perhaps calibrated experimentally.

Concerning the impact of the magnetic field gradient, which is taken into account
in the model, on the temperature evolution, it is negligible. Although it is known that
for large magnetic field gradients (in large CICC cross-section) it can play an important
role in the quench initiation, inducing non-uniformities in the cross-section, even for
the quench in LTS, see [61], here the effect is small, as expected also from the weak
variation of the critical current densities of YBCO with respect to NbTi or Nb3Sn. In
conclusion, disregarding the thermal contact resistance, in order to properly capture the
evolution of the temperature and of the current in the conductor cross-section, more
than just one thermal and electric region is required for the simulation of this kind of
transient in HTS CICCs.

Going deeper in the space scale, the next point to be addressed is the level of detail
needed to model the single strand. Looking at the temperature difference in the strands
of case B, see again figure 2.5(b), the differences are <0.5 K in the copper tubes and
∼2 K in the HTS stack. This means that, being these temperature differences much
smaller than those between the strands, the HTS stack and the copper tubes around
(plus the solder) could be lumped in a single thermal and electric region each. However,
in order to understand the impact of the modelling assumptions done in this analysis,
e.g., homogeneous HTS stack, with no transverse electrical resistance in the stack itself,
a more detailed model of the stack is required.
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Figure 2.5: Temperature distribution computed with the 2D thermal + 0D electric model
at 4.7 s after the beginning of the heat pulse in case A (a) and case B (b).

2.2.2 Electro-thermal model of the strand
The previous model and the results obtained were useful to understand a suitable strat-
egy to lump the cross-section of the CICC, i.e., it is advised to consider different electri-
cal and thermal region for the different strands in order to cope with non-uniformities
in the cross-section. Focusing on a single strand, i.e., copper tube +HTS stack (+ solder),
temperature gradients can be present also within the HTS stack, mainly induced by the
anisotropic thermal conductivity. Concerning the current redistribution, two separate
regions should be used to model the stack and the surrounding copper tube. However,
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the stack was modelled as a homogeneous region, even though the preliminary assess-
ment of the heat transfer time scales has shown that it cannot be, in principle, lumped
into a single region during fast transients. Thus, to investigate deeper the evolution of
the temperature and current distribution within the strand during a quench, a detailed
electro-thermal model of the single strand has been implemented in COMSOL® Multi-
physics [62]. The model is based on the following assumptions:

• the strand is, in principle, a 3D object. However, considering that (a) the thermal
and electric conductivity of the copper is very high and isotropic and (b) the
same properties are very high in the ab plane of the tape, it is possible to go
from a 3D to a 2D model. In fact, assuming that the current and the heat can
diffuse very quickly in the ab plane of the tapes, that direction can be lumped,
thus simulating only the cross-section of the stack (in the longitudinal direction),
see figure 2.7(a). Thus, the resulting computational domain is a 2D cartesian
multi-layered structure with a 4 mm width in the third direction.

• also the copper needs to be converted into a 2D region. Thus, the vertical dimen-
sion of the copper is chosen in order to preserve its cross-section, going from a
(sort of) cylindrical geometry to a 2D cartesian one.

• the tapes are modelled in detail, i.e., each layer of each tape is modelled. To
reach this level of detail, a structured mesh is used, as proposed in [17], [18].
This is needed in order to take into account the anisotropy of the tape properties,
while keeping the computational cost acceptable. The buffer layer, see figure 2.6,
although very thin (0.1 𝜇m), is highly resistive and has a strong impact in the
redistribution of the current across it [63], [17]. Thus it was modelled as a purely
resistive 1D layer.

Figure 2.6: 3D view of the typical HTS tape architecture, reproduced from [64]
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Figure 2.7: 3D view of the HTS CroCo strand (a) and 2D equivalent computational
domain used for the 2D electro-thermal analysis (b).

Electro-thermalmodel Themodel is a 2D electro-thermalmodel. The electricmodel
solves the 2D electro-dynamic equation adapted for the presence of superconducting
materials, see also [18], [19]. No transverse electrical resistance is considered among
the different materials and layers. Nonetheless, the anisotropy of the stack of tapes is
taken into account since they are simulated in detail, down to each layer of each tape,
see again figure 2.6. The electric properties of the materials are all temperature de-
pendent: for this reason, the electric model is coupled to the temperature field. The
superconductor scaling law is taken from [58].

The thermal model solves the 2D heat conduction equation. The thermo-physical
properties of all the materials are temperature dependent and taken from [56]. Also
in this case, the thermal contact resistance between adjacent materials is assumed to
be negligible. However, since each layer of each tape in the stack is simulated, the
anisotropy due to the multi-layer structure of each tape is directly resolved and it is not
approximated.

Simulation setup and driver The setup of the 2D electro-thermal simulation is de-
scribed in this section and represented in figure 2.8. The boundary conditions are the
following:

• bottom boundary: symmetry condition

• left boundary: voltage set to V = 0 V; adiabatic for the thermal model

• right boundary: current set to I = 8 kA; adiabatic for the thermal model

• top boundary: Robin-type condition, accounting for the presence of the He at a
constant temperature of 4.5 K and constant heat transfer coefficient set equal to
100 W/m2/K [55]; insulated for the electric model.
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The driver of the transient is an external heat pulse, which is modeled as a localized
power deposition equal to 1 ⋅ 1010 W/m3, which is deposited on the two central tapes
of the stack (in order to investigate the effects of the stack anisotropy), over a length of
2 mm and a duration of 100 ms.

The temperature evolution is monitored in four points, all put at z = 5 mm and at
increasing height, i.e. y1 =0.2 mm, y2 =1.7 mm, y3 =2.5 mm, y4 =7.5 mm, where y1 is in
the second tape, y2 in the last but one tape, y3 in the solder, y4 in the copper tube, see
again figure 2.8.

Figure 2.8: Boundary conditions and driver of the transient (yellow rectangle indicating
the position of the external heating) simulated with the 2D electro-thermal model. The
green dots (y1-y4) are the positions where the temperature is monitored, see below. A
zoom highlighting the different layers of the tapes accounted for in the model and their
numbering is shown.

Results The results to look at are the temperature evolution and distribution as well
as the current evolution in the different regions of the stack and of the strand.

The heat pulse induces a temperature increase in the stack, even outside the region
where the heat is directly deposited, due to (fast) heat diffusion, during the 100 ms when
the external heating is switched on, see figure 2.9(a). In the heated region (and close to
that point) the temperature overcomes the current sharing temperature for few tenths
of seconds; as a consequence the current tries to migrate from the hotter tapes to the
colder ones, see the first instants in figure 2.9(b). After the heater is switched off, the
heat can diffuse along and across the tape, eventually to the heat sink on the outer side
of the copper region. This explains the temperature decrease in the externally heated
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region, which leads also to a partial and temporary recover (and increase) of the current,
which flows back into the previously heated region, see the interval 0.1 to 0.5 s in figures
2.9(a) and 2.9(b). Nevertheless, part of the current has started flowing into the copper
and heat has started to be generated there due to Joule effect. The heat generation
overcomes the heat sink and the stack loses slowly its superconductivity, leading to a
slow temperature increase, see the rest of figure 2.9(a) and, consequently, to a decrease
of the transported current in the tapes, see the rest of figure 2.9(b).

This behavior is confirmed also by the evolution of the current in a single tape,
see figure 2.9(c). The 10th tape was considered in order to avoid a strong influence of
the heating in the first tapes as well as to avoid the influence of the solder and copper
regions in the last tapes of the stack. It can be seen that during the heating, the YBCO
layer loses most of its current, which is shared with the adjacent copper layer and partly
also with the silver layer. As expected, just fractions of amperes flow in the substrate,
which has a high electric resistivity with respect to copper and silver. Even though
silver has a very high electric conductivity, its cross-section is very small, so the overall
electric resistance is larger than the copper layer. After the end of the heat pulse, the
tape cools by conduction to other tapes and to the colder region along the stack itself.
This leads to a partial recovery of the YBCO layer, which takes back most of the current.
Nevertheless, due to the continuous heating of the strand due to the presence of the
current in the copper tube around the stack as well as in the copper layers of each tape,
the temperature continues to grow and slowly the current of the YBCO drops to zero
and it is shared with the stabilizer layers as well as with the outer copper tube (not
shown), acting as current bypass during the quench. Indeed, as it is visible from figure
2.9(c), the sum of the current flowing in the non superconducting layers is lower than
the starting value of the current in the YBCO. Note however that the current transported
by the resistive layers of the tapes is not negligible.

As a further analysis of the current evolution in the tape, in principle, the bottom
copper layer should transport less current that the top one (and the same is true for
the silver layers). This expectation is motivated by the presence of the highly resistive
buffer layers as well as to the presence of the substrate. However, they appear to be
equal in the tape considered in figure 2.9(c). This is because the bottom copper and
silver layers of tape i are in (perfect) electrical contact with the top copper and silver
layers of the tape i-1. Therefore, the asymmetry introduced by the presence of the buffer
layers and by the substrate is compensated by the same asymmetry in the neighboring
tape.

Concerning the temperature distribution within the strand, during the heat depo-
sition, the strong anisotropy in the thermal conductivity of the stack (caused by the
piling of all the tapes, each made by several layers of different materials) causes a large
temperature difference (larger than 30 K). Furthermore, the thermal model does not
take into account all the inter-layer and inter-tape thermal contact resistances (mainly
because there are strong uncertainties on such quantities). Thus, the anisotropy (in
the direction normal to the tapes) is, in reality, even more pronounced, which means
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Figure 2.9: 2D electro-thermal model results: evolution of the temperature in selected
locations (y1-y4 in figure 2.8) (a). Evolution of the current in the superconducting layer
of each tape (even numbered tapes are not shown for clarity) (b). Evolution of the
current in the layers of the 10𝑡ℎ tape (c).

that the temperature difference can grow even further. Outside the stack of tapes, there
are also contact resistances - not considered in the present model - between the solder
and the stack and between the solder and the copper tube. Also, the strong mechanical
loads acting on the conductor during its nominal operation in a coil could induce a de-
tachment of the solder from the stack, leading to a null thermal contact in some region
of the strand between the stack and the surrounding solder. All these considerations
point to the possibility of having even larger temperature difference within the strand
cross-section during a quench, i.e. not only in the conductor cross-section.
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Therefore, a possible lumping strategy which is at the foundation of a thermal-
hydraulic model of the entire conductor, should account at least for the possible dif-
ferent thermodynamic state of the stack with respect to the solder + copper around it.
This approximation seems reasonable, because it could lead to a relative error on the
temperature, based on the 2D electro-thermal model results, of less than 5%.

The 2D electro-thermal model of the strand allows also to compare and assess the
reliability of the results computed by the 0D electric + 2D thermal model of the con-
ductor cross-section presented in section 2.2.1. The comparison of the current evolu-
tion computed by the two models is reported in figure 2.10. Starting from the end of
the transient, it can be noted that current flowing in the stack, according to the stack
model, is ∼ 1 kA, while in the conductor cross-section model is zero. This is because the
strand model accounts for the presence of the copper and silver layers, which can trans-
port current even after the transition to the normal state of the superconductor, while
the stack in the conductor model is approximated as a unique superconducting region,
which, after the quench, carries no current. Even with this approximation, the quali-
tative evolution of the current is well captured by the conductor cross-section model:
the (fast) sharing of the current from the stack to the copper during the heating and
the subsequent attempt of recovery after the end of the heating are all well simulated
by the conductor cross-section model, which features just a 0D model for the current.
Note that the comparison has been performed on the directly heated strand, because the
strand model simulates in detail just one (and that) strand, while the conductor model
accounts for the presence of all the strands.

Figure 2.10: Comparison of the evolution of the current the HTS stack and surrounding
copper tube computed with the 2D electro-thermal model and the 2D thermal + 0D
electric model

Concerning the temperature distribution in the strand, extracting a map of the tem-
perature within the stack during the quench propagation, see figure 2.11, it is evident
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that strong temperature gradients are present also in the axial direction; therefore, in
view of the development of a 1D model, it needs to be equipped with a mesh adaptive
algorithm, in order to refine the region where the quench front is, while sparing mesh
elements where no temperature or current variations are present.

Figure 2.11: Distribution of the temperature computed by the 2D electro-thermal model
0.2 s after the beginning of the heat pulse.
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Chapter 3

1D Model Development: the H4C
code

3.1 General features
The description of the new conductor model for the simulation of fast transients in HTS
conductors is based on the CroCo CICC. However, it has been developed in order to be
flexible and simulate other conductors, see section 5.1.2.3.

The detailed analyses have shown that to simulate fast thermal-hydraulic and elec-
tric transients in cables based on TSTC idea, it is necessary to discretize the cross-section
of the cable with a larger number of thermal and electric regions than in the typical LTS
CICC models. In particular, the low (and anisotropic) thermal conductivity of the stack
and the non-zero thermal resistance between the strands lead to non-negligible tem-
perature gradients in the cable cross-section, thus leading to a non-uniform current
distribution. It is then necessary to model separately each strand (and the stack and the
surrounding copper profile separately within each strand). The temperature difference
among the strands and/or the presence of a non-negligible electric contact resistance
can lead to non-uniformity of the current distribution in the cable cross-section, thus
also the current model should be segregated in multiple 1D regions.

The level of discretization of each strand is based on the 2D electro-thermal analysis
of the CroCo strand. It has been shown that temperature difference between the stack
and the surrounding copper profile are present during the quench initiation, while dur-
ing the quench propagation the temperature of the different regions becomes basically
uniform. Thus, the strand should be approximated with at least two different 1D ther-
mal regions, and, of course, two different electric regions, since redistribution of the
current occurs during the propagation of the quench.

Concerning the coolant, considering as reference the CroCo CICC shown in figure
3.1, it can flow in the different voids available among the strands. A realistic assumption
is that poor or no mixing is present between the different voids. Additionally, as dis-
cussed above, the temperature of the strands can be different during the transient to be
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simulated, thus, since the coolant is in contact with different strands, the fluid regions
can reach different temperatures. These considerations lead to the need of several fluid
regions to be described by different thermodynamic states, thus with several 1D fluid
regions, one for each fluid sub-region present in the cable cross-section.

Summarizing, the model needs to take into account the presence of multiple 1D
coupled thermal, electric and fluid regions in order to guarantee the flexibility needed
for the simulation of different CICC designs. In this case, the tight coupling between
the HTS stack and the surrounding copper is taken into account directly in the model,
see below.

Figure 3.1: Cross-section of the HTS CroCo CICC. THe jacket is represented in grey.
The copper tube and central copper rod is colored in orange, while the solder in black.
The HTS stacks are green and the voids where the coolant flows are in light blue. A
zoom of the single HTS CroCo is also reported.

3.2 Mathematical formulation
The temperature along the axial direction of the solid components of the conductor is
modelled with a 1D transient heat conduction equation. Two equations are solved for
each strand, see eq. 3.1a and eq. 3.1b, since it is discretized as a 2-regions component:
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a superconducting (SC) region and a copper (Cu) region.

(𝜌𝑐𝑝𝐴)𝑆𝐶,𝑖
𝜕𝑇𝑆𝐶,𝑖

𝜕𝑡
− 𝜕

𝜕𝑥 [(𝑘𝐴)𝑆𝐶,𝑖
𝜕𝑇𝑆𝐶,𝑖

𝜕𝑥 ] =

𝑁𝑠𝑡𝑟𝑎𝑛𝑑𝑠

∑
𝑝=1

(𝑈𝐴′)𝑆𝐶,𝑖↔𝑝 ⋅ (𝑇𝑝,𝑖 − 𝑇𝑆𝐶,𝑖) +
𝑁𝑓𝑙𝑢𝑖𝑑𝑠

∑
𝑗=1

(𝑃 ℎ)𝑆𝐶,𝑖↔𝑗 ⋅ (𝑇𝑗 − 𝑇𝑆𝐶,𝑖) + 𝑞′
𝑆𝐶,𝑖 (3.1a)

(𝜌𝑐𝑝𝐴)𝐶𝑢,𝑖
𝜕𝑇𝐶𝑢,𝑖

𝜕𝑡
− 𝜕

𝜕𝑥 [(𝑘𝐴)𝐶𝑢,𝑖
𝜕𝑇𝐶𝑢,𝑖

𝜕𝑥 ] =

𝑁𝑠𝑡𝑟𝑎𝑛𝑑𝑠

∑
𝑝=1

(𝑈𝐴′)𝑝↔𝐶𝑢,𝑖 ⋅ (𝑇𝑝,𝑖 − 𝑇𝐶𝑢,𝑖) +
𝑁𝑓𝑙𝑢𝑖𝑑𝑠

∑
𝑗=1

(𝑃 ℎ)𝐶𝑢,𝑖↔𝑗 ⋅ (𝑇𝑗 − 𝑇𝐶𝑢,𝑖) + 𝑞′
𝐶𝑢,𝑖 (3.1b)

Each i-th thermal component (or strand) can be coupled with:

• other strands or thermal components, more in general, described by the temper-
ature 𝑇𝑝 and through an equivalent transmittance U, computed as the inverse of
the product of the thermal resistance between the two components, R, and the
contact area per unit length, 𝐴′, thus resulting in 𝑈 = 1/(𝑅 ⋅ 𝐴′). In the specific
case of the HTS CroCo CICC, there is no direct thermal coupling between an SC
component and another, thus the first term on the right-hand side of eq. 3.1a is
limited to the i-th SC-Cu couple. However, it has been implemented the possibil-
ity to have a direct coupling between different superconducting regions, such as
in the case when more than one regions are chosen to discretize the HTS stack.

• fluid regions with a temperature 𝑇𝑗 and through a heat transfer coefficient h and
a wetted perimeter P, see the second term on the right-hand side of eq. 3.1b and
eq. 3.1a.

Thermal regions which are different from a strand as in the CroCo case, e.g., the
central pure copper rod or the jacket, can be simulated putting to zero the heat transfer
between the ”SC” and ”Cu” equation and, of course, considering the proper material
properties.

The presence of heat generation in the i-th solid region is accounted for in the term
𝑞′, which could be larger than zero in case of AC losses and/or Joule power deposited
during a quench.

The thermal-fluid dynamics of the coolant is modelled with a set of 1D Euler-like
equations, written in non-conservative form, solving for the coolant speed, pressure
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and temperature [65]. The set of equations 3.2a-3.2c is solved for each j-th fluid region.

𝜕𝑣𝑗

𝜕𝑡
+ 𝑣𝑗

𝜕𝑣𝑗

𝜕𝑥
+ 1

𝜌𝑗

𝜕𝑝𝑗
𝜕𝑥

+ 2𝑓𝑗𝑣𝑗
|𝑣𝑗|
𝐷ℎ,𝑗

= 0 (3.2a)

𝜕𝑝𝑡
𝜕𝑡

+ 𝑣𝑗
𝜕𝑝𝑗

𝜕𝑥
+ (𝜌𝑐2)𝑗

𝜕𝑣𝑗

𝜕𝑥
− 2(𝜙𝜌𝑓𝑣2)𝑗 =

𝜙𝑗

𝐴𝑗 (

𝑁𝑠𝑡𝑟𝑎𝑛𝑑𝑠

∑
𝑖=1

(𝑃 ℎ)𝑆𝐶,𝑖↔𝑗 ⋅ (𝑇𝑆𝐶 − 𝑇𝑗)+

𝑁𝑠𝑡𝑟𝑎𝑛𝑑𝑠

∑
𝑖=1

(𝑃 ℎ)𝐶𝑢,𝑖↔𝑗 ⋅ (𝑇𝐶𝑢 − 𝑇𝑗) + 𝑞′
𝑗)

(3.2b)

𝜕𝑇𝑗

𝜕𝑡
+ 𝑣𝑗

𝜕𝑇𝑗

𝜕𝑥
+ 𝜙𝑗𝑇𝑗

𝜕𝑣𝑗

𝜕𝑥
− 2(𝑓𝑣2)𝑗

|𝑣𝑗|
(𝑐𝑣𝐷ℎ𝑗)

= 1
(𝑐𝑣𝜌𝐴)𝑗

(

𝑁𝑠𝑡𝑟𝑎𝑛𝑑𝑠

∑
𝑖=1

(𝑃 ℎ)𝑆𝐶,𝑖↔𝑗 ⋅ (𝑇𝑆𝐶 − 𝑇𝑗)+

𝑁𝑠𝑡𝑟𝑎𝑛𝑑𝑠

∑
𝑖=1

(𝑃 ℎ)𝐶𝑢,𝑖↔𝑗 ⋅ (𝑇𝐶𝑢 − 𝑇𝑗) + 𝜙𝑗𝑞′
𝑗)

(3.2c)

Since a 1D model is adopted, the shear stress at the solid walls and the heat transfer
with the solids have been lumped in the friction factor, f, and heat transfer coefficient,
h, which contain the information of the distributed pressure loss along the hydraulic
length and the convective resistance between the fluid bulk temperature and the (sur-
face) temperature of the solids.

In order to provide suitable friction factor and heat transfer coefficient to the 1D
model, given also the large variation of the conductor designs, which lead to several
different coolant paths, a feasible and flexible strategy is to develop correlations tailored
on the given geometry using Computational Fluid Dynamics (CFD). This strategy was
used also in this work, see section 5.1.3.1.

The evolution of the current in each current-carrying element is computed with a
distributed parameter model [66], which solves a diffusion-like equation in each electric
region. This approach has the advantage of taking into account the transverse resis-
tance present between electric elements, while in the typical approach used for LTS
CICC modelling, e.g., in 4C, it is assumed that a perfect transverse coupling is present.
Also, the typical approach assumes steady (at each time step) condition for the cur-
rent, thus not accounting for inductive effects. Of course, the cost to be payed to have
a more complete model is to solve a set of partial differential equations rather than a
much simpler non-linear algebraic equation in each node.

The current in each k-th electric region obeys the set of equations reported below
in eq. 3.3.
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(𝐺 𝐿)
𝜕𝐼𝑘
𝜕𝑡

+
𝜕2𝐼𝑘

𝜕𝑥2 + (𝐺 𝑅)𝑚
⋅ 𝐼𝑘 = 0 (3.3)

In eq. 3.3, G is the matrix of the transverse electric conductance among all the
electric regions. In particular, each element 𝑔𝑖,𝑗 represents the transverse conductance
between the electric region i and j, see eq. 3.4. L is the inductance matrix, where the
elements on the diagonal, 𝑙𝑖,𝑖 are the self-inductance of the region i and 𝑙𝑖,𝑗 is the mutual

inductance (per unit length) between the region i and j, see eq. 3.5. 𝑅 is the longitudinal
resistancematrix, where 𝑟𝑖,𝑖 is the resistance per unit length of the electric region i along
the region itself, see eq. 3.6. The latter is typically the only contribution considered in

the algebraic models used for LTS CICCs, so that the 𝑅 matrix is typically diagonal.
Also, the scaling law of the superconductor is used in these elements to compute the
Joule power which contributes to the last term on the right-hand side of eq. 3.1a and
3.1b.

𝐺 =

⎡
⎢
⎢
⎢
⎢
⎣

− ∑𝑁𝑒𝑙𝑒𝑐
𝑖=1 𝑔1,𝑖 𝑔1,2 … 𝑔1,𝑛
𝑔2,1 − ∑𝑁𝑒𝑙𝑒𝑐

𝑖=1 𝑔2,𝑖 … 𝑔2,𝑛
⋮ ⋮ ⋱ ⋮

𝑔𝑛,1 𝑔𝑛,2 … − ∑𝑁𝑒𝑙𝑒𝑐
𝑖=1 𝑔𝑛,𝑖

⎤
⎥
⎥
⎥
⎥
⎦

(3.4)

𝐿 =

⎡
⎢
⎢
⎢
⎣

𝑙1,1 𝑙1,2 … 𝑙1,𝑛
𝑙2,1 𝑙2,2 … 𝑙2,𝑛
⋮ ⋮ ⋱ ⋮

𝑙𝑛,1 𝑙𝑛,2 … 𝑙𝑛,𝑛

⎤
⎥
⎥
⎥
⎦

(3.5)

𝑅 =

⎡
⎢
⎢
⎢
⎣

𝑟1,1 0 … 0
0 𝑟2,2 … 0
⋮ ⋮ ⋱ ⋮
0 0 … 𝑟𝑛,𝑛

⎤
⎥
⎥
⎥
⎦

(3.6)

The system of PDEs presented above (3.1a-3.1b, 3.2a-3.2b-3.2c, 3.3) is solved using
the following strategy. According to the method of lines, the PDEs are first discretized
in space, thus obtaining a system of Ordinary Differential Equations (ODEs) in time,
using finite elements on an adaptive mesh. The (axial) mesh in each thermal, fluid and
electric region is rebuilt at each time step accounting for the evolution of the solution.
In particular, dealing with quench simulations, the temperature and the current are ex-
pected to have strong gradients across the axial positions of the quench fronts. Thus,
in order to properly capture those gradients without employing a huge number of ele-
ments, the mesh is refined where needed, i.e. where the conductor temperature is equal
to the current sharing temperature, and it is coarsened far from those points [67].
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The timemarching is performedwith a backward Euler scheme and the non-linearities
are solved through frozen coefficients. The current redistribution in each node is per-
formed using a Newton-Raphson algorithm, in order to cope with the strong non-
linearity of the SC power law.

The coupling between the equations is handled in the following way: in case of
strong coupling, i.e. happening on a very short time scale, it is solved implicitly, other-
wise the coupling is solved explicitly. The implicit coupling means that the equations
are solved together in the same time steps. The explicit coupling means that the cou-
pling term present in the equation to be solved is taken from the previous time step.
The implicit coupling has the advantage of being much less prone to numerical oscilla-
tions and it allows the use of larger time steps with respect to the explicit one. On the
other hand, the explicit coupling has a simpler implementation and it allows the decou-
pling of the equations, meaning that the memory required to solver the linear algebraic
system is smaller and it allows the parallelization of the solution algorithm.

In the particular case of the HTS CroCo CICC, the two thermal equations describ-
ing the temperature of the stack and copper of each single strand are solved implicitly,
since a tight coupling is present there. However, the coupling between the thermal
equations of the different strands is handled explicitly, since it acts on a longer time
scale. For the coolant equations, the three equations 3.2a-3.2b-3.2c are solved implicitly
for each fluid region, since the three equations are tightly coupled, but the coupling
with the thermal regions is solved explicitly, thus taking the value of temperature of
the solids of the previous time step. Concerning eq. 3.3, the inductance matrix cou-
ples all the electric elements on a very short time scale, thus this set of equations is
solved implicitly, otherwise a too small time step would have been required not to have
numerical oscillations.

The key differences with respect to the conductor model implemented in 4C are the
following:

• the number of thermal, hydraulic and electric regions with which the conductor
cross-section can be discretized is arbitrary in H4C, while in 4C the user is forced
to use up to two electric, thermal and hydraulic regions;

• the model for the current distribution, as mentioned before, is a distributed pa-
rameter or diffusion-like model in H4C, thus accounting for transverse electric
resistance which is expected not to be negligible in HTS CICCs, while in 4C it
is a simple parallel of resistances between the superconducting and normal con-
ductor regions.

• the equations (for each conductor) are implemented in 4C in a way that prevents
its parallelization, which, when dealing with the simulation of an entire magnet
featuring several conductors, can strongly reduce the computational time.
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3.3 Verification

3.3.1 Order of Accuracy
The most accurate verification procedure is the order of accuracy check [68]. It con-
sists in checking the order of convergence of the solvers implemented in the code. To
reliably compute the error on the computed solution, a reference solution is needed,
which is here the solution computed with the smallest time step and grid size achiev-
able, since the sets of equations 3.1b-3.1b, 3.2a-3.2b-3.2c, 3.3 has no analytical solution.
The equations are solved in time using the implicit Euler scheme; therefore the expected
order of convergence is 1. All the equations follow the expected trend with sufficiently
large time steps, i.e. 0.1 – 0.01 s, see figure 3.2. Using lower time steps, the error due
to the spatial discretization becomes important, therefore the curves saturate towards
a constant error. Similar considerations hold for the space convergence analysis: the
expected order of accuracy is 1 for all the equations. In principle, the heat conduction
equations are solved using a second-order scheme. However, since the solid tempera-
ture equations are coupled with that of the fluid that converges with order 1, also the
solid temperature is expected to converge with the same order. The order of accuracy
check is therefore accomplished successfully, demonstrating that the equations imple-
mented are solved correctly, following the expected order of convergence in both time
and space.

Figure 3.2: Code verification: order of accuracy check in (a) time and (b) space of solid
(thermal) and fluid equations. The expected order of convergence is also shown in grey.

3.3.2 Benchmark against the 4C code
Another step in the verification of the H4Cmodel has been performed through a bench-
mark against the validated conductor model implemented in 4C. The test case is shown
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in figure 3.3 and it includes three thermal regions (a superconducting and a copper re-
gion - which in 4C are simulated as a single region - and a steel region, simulating the
structure of a simple conductor) and a single fluid region. In H4C, the three solid regions
are also current-carrying regions. The current is supposed to be constant, the inlet and
outlet pressure of the fluid are imposed, as well as the inlet temperature, and the driver
of the transient is the power deposition, localized in the region shown in figure 3.3.

Figure 3.3: Scheme of the test case used for the benchmark with the 4C code. The
geometry and simulation setup (fluid boundary conditions and position and evolution
of driver of the transient) are shown.

Its value has been chosen in order to induce a quench, to test also the adaptive mesh
algorithm. Constant friction factor (0.09) and heat transfer coefficient (1000 W/𝑚2/K)
are assumed in both codes. The solids are supposed to be adiabatic on both sides. The
thermal regions facing the external environment are considered adiabatic if not other-
wise stated. The mass flow rate value was chosen in order to obtain a visible acceler-
ation of the flow across the normal zone, thus to test the correct solution of the set of
equations 3.2a-3.2b-3.2c.

In this setup, the codes are expected to produce the same results, and indeed, as
shown in figure 3.4, the results computed by H4C and those computed by 4C are iden-
tical. Also other variables, such as the pressure profile, have been compared and they
show the same agreement. This means that the equations are solved correctly by H4C
as well as that the adaptive mesh algorithm works properly.
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Figure 3.4: Results of the benchmark with the 4C code: evolution of the temperature
in the copper (a), speed of the helium (b) and distribution of the helium temperature
taken at different instants during the transient. The dashed lines are produced from the
results of the new model, the solid lines report the 4C results.
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Chapter 4

Preliminary validation

The quench experiments on four conductor samples designed by SPC [69] were suc-
cessfully completed. Here we report an analysis of the experimental data of both DC
and quench tests which are particularly useful to feed the computational model. Prelim-
inary numerical simulations of two quench tests on two different conductors, i.e., the
”reference” and the ”non-twisted” designs, are also discussed, together with the presen-
tation of the conductor model used for the analysis. The experimental layout useful for
the discussion below is reported in figure 4.1. In all the tests, the quench is initiated
rising the He inlet temperature beyond 𝑇𝐶𝑆 with an electrical heater positioned on the
inlet pipe.

Figure 4.1: Voltage and temperature sensors layout used during the quench experiment,
reproduced from [69]. The inlets are shown with the arrows. The HFZ is between T7
and T3.

4.1 DC performance
In this section, the DC performance (critical current, 𝐼𝐶 and current sharing tempera-
ture, 𝑇𝐶𝑆) of the tested samples are discussed.
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4.1.1 Critical current
The cable critical current is extracted fitting the average electric field measured with
the voltage taps in the High Field Zone (HFZ), as function of the applied current with
the following power law:

𝐸 = 𝐸𝑜𝑓𝑓𝑠𝑒𝑡 + 𝐸𝐶 ⋅ (
𝐼

𝐼𝐶 )

𝑛
(4.1)

where 𝐸𝑜𝑓𝑓𝑠𝑒𝑡 is an electric field offset, 𝐸𝐶 is the critical field equal to 100 𝜇𝑉 /𝑚, 𝐼 is
the transport current, 𝐼𝐶 is the critical current, and n is the n-value of the cable, which
rules the transition from the superconducting to the normal state. The fitted quantities
are 𝐸𝑜𝑓𝑓𝑠𝑒𝑡, 𝐼𝐶 and the n-value. The voltage, thus the electric field, is averaged in each
time interval when the current is constant. The critical current is then used to compute
the “effective” superconducting cross-section which is in turn used as input for the
numerical model. The calculation is simply done according to the following:

𝐴𝑆𝐶 =
𝐼𝐶

𝐽𝐶(𝐵, 𝑇 )
(4.2)

where 𝐴𝑆𝐶 is the cable (total) superconducting cross-section and 𝐽𝐶 is the supercon-
ductor scaling law, B is the magnetic field and T the superconductor temperature. The
scaling law adopted is taken from [58]. As an example, the fit of the electric field as a
function of the current is shown for the not-twisted sample, see figure 4.2.

From the fit, the values of 𝐼𝐶 and n-value are computed. Their average (among the
different couples of voltage taps) is considered for further analyses. The average values
are summarized in table 4.1 for the two different conductors tested.

Table 4.1: Average critical current and n-value for the two conductors analysed

Conductor Critical current (kA) n-value
Not twisted (L2) 13.9 (7 K, 7 T) 16.4
Reference (R3) 14.5 (5.6 K, 4 T) 8.6

4.1.2 Current sharing temperature
The current sharing temperature is taken as the value at which the electric field in the
HFZ reaches 𝐸𝐶 = 100 𝜇V/m. In this case, the average of the four crown sensors (VH)
across the HFZ are considered. When available, tests at different magnetic fields have
been analysed. The experimental results are also used to cross-check the soundness of
the scaling law adopted for the modelling of the samples.
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Figure 4.2: Fit of the electric field as a function of current for the four couples of voltage
taps in the HFZ. Refer to figure 4.1 for the sensors location.

Table 4.2: 𝑇𝐶𝑆 of the two samples analysed

Conductor 𝑇𝐶𝑆(𝐾)
Not twisted (L2) 7.17 (15 kA, 6 T)
Reference (R3) 6.96 (15 kA, 3.5 T)

4.2 Quench experiments
In this section, a preliminary analysis of the experimental results is carried out. In
particular, key features of the quench propagation, such as the normal zone propagation
velocity (NZPV) and the hotspot temperature, are assessed.

4.2.1 NZPV
The NZPV is assessed considering the voltage measurements. The reason is that, in
principle, the voltage signals are themost reliable for this estimation since they instantly
react to the normal zone propagation. The alternative could be to use the temperature
measurements. However, they typically react on the scale of seconds and delays are
not acceptable for the purpose of assessing the NZPV. The rationale followed for the
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estimation of the NZPV in theHFZ is the same adopted for the analysis of quench in LTS
[70] and it is summarized below. To fix the ideas, let us suppose that the quench starts in
V5-V7, i.e., between voltage taps V5 and V7. Let us also focus on only one front, e.g., the
left front, i.e., the front that is propagating towards the He outlet. As soon as the front
enters the region between V7-V9, the voltage measured by that couple of voltage taps
starts increasing at time 𝑡𝑉 7𝑉 9. The front travels and then enters the region between
V9 and VH3. Here a resistive voltage starts to be measured, say at 𝑡𝑉 9𝑉 𝐻3. Therefore,
the front took Δ𝑡 = 𝑡𝑉 9𝑉 𝐻3 − 𝑡𝑉 7𝑉 9 to travel from V7 to V9, thus to travel Δ𝐿 = 10 𝑐𝑚.
The average velocity in that interval can then be computed as Δ𝑡/Δ𝐿. From this, it is
clear that to compute a single value of propagation speed, two couples of voltage taps
are needed. It is also clear that the couple in which the resistive voltage is measured
first, i.e. the portion in which the quench starts propagating, cannot be used to estimate
the NZPV there. Looking at the quench tests on L2, it appears that the couples V1-V3
and V11-V13 start measuring a voltage too soon, see figure 4.3(a), thus they cannot be
considered reliable and used to estimate NZPV. The region of interest to quantify NZPV
is the HFZ, thus V11-V13 and V1-V3 would not have been useful for this purpose, since
the sharp decrease of the magnetic field strongly impact on the NZPV. The propagation
of the right front, in case the quench starts in V5-V7, can be characterized with a single
value of speed, i.e., that computed using VH1-V5 and V3-VH1. Instead, on the other
side, two values can be computed using V7-V9 with V9-VH3 and V9-VH3 with VH3-
V11. Another crucial point is to define a voltage, or equivalently an average electric
field, to confirm that the front has entered for the first time between a couple of voltage
sensors. Here a threshold of𝐸𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 = 0.15 𝑚𝑉 /𝑐𝑚will be used, see figure 4.3(b). This
threshold has been set low enough to exclude asmuch as possible the increase of voltage
due to the temperature increase, but sufficiently high to exclude sensor noise. There
are shots in which the electric field in V9-V7 crosses first the threshold, i.e., the quench
is assumed to start propagating there, therefore the velocities that can be computed
are those between V5-V7, VH1-V5 and V9-VH3. In any case, using this strategy, three
values of NZPV can be computed, at best: two for the left front and one for the right
front or vice-versa. The NZPV (indirect) measurement should be improved, since, from
the available set of measurements, only one value of acceleration can be computed in
only one quench front. Indeed, for the next experiments, more voltage taps will be
employed in the HFZ.
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Figure 4.3: (a) Evolution of the average electric field during shot 170807. The zoom
where the 𝐸𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 is set is shown in (b).

The results on the quench tests on L2 are summarized in table 4.3.

Table 4.3: NZPV (mm/s) in L2

Shot VH1-V5 V5-V7 V7-V9 V9-VH3
170802 68 - 103 39
170803 28 - 61 64
170804 18 - 67 64
170805 43 223 - 45
170806 46 - 84 51
170807 11 11 - 107
170808 23 305 - 144
180801 63 236 - 52
190804 107 - 72 42

Note that, according to the strategy reported above, the quench starts sometimes
between V5-V7 and other times between V7-V9. The electric field in V5-V7 and V7-V9
are always very close and the decision onwhere the quench starts depends on 𝐸𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑.
As a result, high values of NZPV can be found, much larger than the average value. They
are not fully reliable, while, on the other hand, VH1-V5 and V9-VH3, being always
further from the initiation zone, lead to less noisy values. In any case, the strategy
adopted and the data available lead to NZPV ranging from 20 to 70 mm/s, confirming
that the NZPV in HTS CICCs is 1-2 orders of magnitude lower than in LTS CICCs [70].
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4.2.2 Virtual temperature
In the experiment, not only (as usually done for LTS tests) the jacket temperature, but
also the He temperature is directly measured. Nevertheless, the hot spot cable tem-
perature (namely, the copper and HTS stack temperature) is not measured. An exper-
imental indication (the so-called “virtual sensor”) of the hot spot temperature in the
cable (𝑇𝐻𝑂𝑇 𝑆𝑃 𝑂𝑇), can be extracted from the voltage measurement 𝑉 𝐷𝑎𝑏 between two
generic voltage taps a and b, following a well-established strategy for the LTS, see e.g.
[71], solving for 𝑇𝑎𝑏 = 𝑇𝐻𝑂𝑇 𝑆𝑃 𝑂𝑇(𝑒𝑥𝑝) the implicit equation

𝑉 𝐷𝑎𝑏 = 𝜌𝐶𝑢(𝑇𝑎𝑏) ⋅ (𝐿𝑎𝑏/𝐴𝐶𝑢) ⋅ 𝐼𝐶𝑢 (4.3)

where 𝐿𝑎𝑏 is the strand length between a and b, assuming that from a simple electrical
model with two resistors in parallel (jacket and Cu) it is possible to estimate the current
𝐼𝐶𝑢 flowing at any time in the Cu strands and in the Cu fraction of the HTS stacks, and
knowing the dependence of the Cu (and steel) resistivity 𝜌𝐶𝑢 on the temperature [56].
Note that the Cu resistivity also depends on the residual resistivity ratio (RRR), assumed
here to be 100. This procedure is based on the following assumptions:

• the cable temperature is uniform (both on the cross section and along the axis
length) between a and b, i.e., T(x) = 𝑇𝑎𝑏

• the entire length 𝐿𝑎𝑏 is normal, i.e. both quench fronts have already crossed both
boundaries a and b.

• no current is flowing in the SC

• temperature of the copper equal to that of the jacket, in order to compute the
current repartition between cable, i.e. Cu, and jacket (the effect of this assumption
on the current repartition is small, because the steel resistivity relative variation
with temperature is much smaller, in the considered range, than that of the Cu.)

While the second assumption can be guaranteed by themeasurements (if the quench
is initiated in 𝐿𝑎𝑏 and also the two VD signals closest to 𝑉 𝐷𝑎𝑏 measure a non-zero
voltage, it means that the quench fronts crossed both boundaries), the first assumption
needs to be confirmed by a reliable numerical analysis. In order to assess the validity of
this method to estimate the 𝑇𝐻𝑂𝑇 𝑆𝑃 𝑂𝑇 also in the specific case of the L2 SPC sample,
the H4C simulation results reported in Section 4.4.2 are used as reference, thanks to the
good agreement between experimental and computed results (as far as the jacket and
He temperature is concerned) reported in Section 4.3.3.1, after the proper calibration
of the code (see below). Applying the above-mentioned methodology to the simulation
results for the shot 170802, with special reference to the V5-V7 pair of voltage taps, the
𝑇𝐻𝑂𝑇 𝑆𝑃 𝑂𝑇 estimated is 95 K (with 0.5 kA in the jacket, 14.5 kA in the Cu). It turns
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out to be 15 K larger than the He temperature computed with the H4C code in T5 ( 80
K), as expected, being the cable temperature higher than the He one. The evolution of
the measured voltage and temperature within VH1 and VH3 for shot 170802 is shown
in figure 4.4. The 𝑇𝐻𝑂𝑇 𝑆𝑃 𝑂𝑇 evaluated with the virtual temperature sensor shown
in figure 4.4(b) is 50-60 K higher than the measured He temperature. The hot-spot
temperature in the cable looks then to be higher than the He temperature, as expected.
Note that this difference is even larger than the above-mentioned 15 K in the simulation,
as the simulation shows a less steep (and smaller, in absolute terms) voltage increase.
The 𝑇𝐻𝑂𝑇 𝑆𝑃 𝑂𝑇 evaluation will be further cross-checked with other H4C simulations.

Figure 4.4: Evolution of (a) the measured voltage and (b) the measured temperature
in the region within VH1 and VH3, for the shot 170802. In (b) the virtual hot-spot
temperature (VT) evaluated from a subset of the voltage measurements in (a) is also
reported.

4.3 H4C model
The H4C code [46] simulates an arbitrary number of thermal, fluid and electric 1D
regions, solving the heat diffusion, a set of Euler-like equations and a diffusion-like
equation for the current, respectively, see chapter 3. The development of the H4Cmodel
of the tested samples was focused on L2 and R3 in order to analyze first REBCO samples
(thus excluding for the time being L3) and because the solder properties of the solder-
filled sample are not known (thus excluding R2). In order to account in perspective for
defects at the strand level, the 3 strands have been modelled separately. Each strand is
modelled with two thermal and electric regions (HTS stack and Cu profile around it).
Together with a thermal and electric region for the jacket, the total number of electric
and thermal regions is 7. On the other hand, the fluid is modelled as a single region,
because no local effects are expected. The interfaces between the different regions as
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well as the constitutive laws for the fluid and for the superconductor are reported in
table 4.4.

Table 4.4: Interface parameters and constitutive laws.

Electric contact resistance [𝜇Ω/𝑚]
Stack-Copper 0.07
Copper-Copper 7

Copper-Stainless steel 70
Thermal contact resistance [𝑚2𝐾/𝑚]

Stack-Copper 8 ⋅10−5

Copper-Copper 1 ⋅10−3

Copper-Stainless steel 1 ⋅10−4

Friction factor correlation Petukhov [72]
Nusselt number correlation Dittus-Boelter [60] (to be calibrated)

4.3.1 Boundary conditions
The boundary conditions considered in these preliminary simulations are the following:
Fluid model:

• Inlet temperature: T1-1;

• Inlet and outlet pressure: such that the mass flow rate agrees with the measured
one.

Thermal model of the solids:

• Zero heat flux (adiabatic) at both conductor ends.

Current model:

• Imposed current in SC at conductor outlet;

• Zero current gradient at conductor inlet.

4.3.2 Stack and cable twisting
Except for L2 conductor (not-twisted), all the CICCs are made by a twisted cable: each
strand is twisted with a twist pitch equal to 400 mm, then the strand triplet is twisted
with a twist pitch equal to 1000 mm. The effect of the twisting on the critical current is
taken into account using the approach proposed in [73]. The resulting twist pitch has
been computed as superposition of the two twist stages, leading to a twist pitch equal
to 285 mm. The resulting distribution of critical current in the HFZ is shown in figure
4.5.
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Figure 4.5: Distribution of 𝐼𝐶 in the first half of R3 at 3.5 T and 5.7 K.

4.3.3 Model calibration
The rationale of the model calibration is to find the optimal value of a free model param-
eter, i.e., the value that leads to the best agreement between computed and experimental
results on a selected shot. In order to assess the soundness of such calibration, the same
type of transient is simulated keeping frozen the model parameter on another – inde-
pendent with respect to the previous – shot, for which the parameter is not expected
to change.

4.3.3.1 Heat transfer coefficient

One of the free model parameters is the heat transfer coefficient between He and Cu
strands and between He and jacket. It is a free parameter since it is still not measured
on this geometry and/or it would require a dedicated CFD study. Thus, the rationale
here is to find the best multiplier 𝑀 to the Dittus-Boelter correlation based on the heat
slug tests, i.e. tests where the heat pulse was not strong enough to induce a quench.
The parametric study has been performed on the 30 V - 10 s heat pulse of shot 170802,
see figures 4.6 and 4.7. The optimal value of 𝑀 is between 0.05 and 0.1. The comparison
with the T11 sensor is not as satisfactory (especially for the He temperature increase,
T11-1). However, the most interesting region is the HFZ, where the He and jacket tem-
perature increases are well captured; therefore this (calibrated) model is then reliably
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used for the quench simulations, see Section 4.4.

Figure 4.6: Evolution of the measured (solid lines) and computed (dashed or dash-dotted
lines) helium (Sensors T#-1) and jacket (Sensors T#-2) temperature increases, paramet-
rically scanning the He-jacket heat transfer coefficient multiplier. Sensors T3-1 (a), T3
- 2 (b), T5-1 (c), T5-2 (d)
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Figure 4.7: Evolution of the measured (solid lines) and computed (dashed or dash-dotted
lines) helium and jacket temperature increases, parametrically scanning the He-jacket
heat transfer coefficient multiplier. Sensors T7-1 (e), T7-2 (f), T11-1 (g), T11-2 (h)

The cross-check of the calibration is performed on another heat slug, i.e. the 45 V
- 10 s heat pulse of shot 170802. This slug was chosen also because it reached higher
temperature then the calibration one, thus making the cross-check non-trivial. The
agreement between measured and computed helium and jacket temperature increase
with multiplier M = 0.05 is satisfactory, see figure 4.8. The same, odd behavior of T11
is also present here, but again the interesting region is the HFZ.
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Figure 4.8: Evolution of measured and computed helium and jacket temperature in-
creases in shot 170802 (heat pulse 45 V - 12 s). Sensors T3 (a), T5 (b), T7 (c) and T11 (d)
are shown

4.4 Quench simulation results
In this section, the preliminary results of quench simulations carried out with the model
described and calibrated before are presented and discussed. The simulated shots are
170802 (L2, not-twisted conductor) and q101102 (R3, reference conductor).

4.4.1 Quench detection and current discharge
The quench detection depends on the strategy adopted during the experiments. For
170802, the detection occurswhen themaximum temperature among the sensors reaches
70 K. For q101102, it occurs when the total voltage exceeds 150 mV. The delay time be-
fore the current discharge is not known for 170802 and it is assumed to be 0.5 s, while
for q101102 is set equal to 4 s. The current discharge characteristic time is assumed
equal to 1.1 s.
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4.4.2 Shot 170802 (not-twisted conductor)
The comparison of themeasured and computed voltages is shown in figures 4.9 and 4.10.
For reference, in the following plots t = 0 s corresponds to t = 2200 s of the data file.
Since T1-1 is used as He inlet temperature in the model, the computed results are not
shifted with respect to those measured. The computed voltages agree well with those
measured during initial phase of the quench propagation, i.e. until the total voltage is
below 20 mV. After that, the computed voltage grows less rapidly with respect to the
measurements. This delay during the quench propagation will be further investigated
to improve the model performance. Most probably, the assumed RRR of 100 for the
copper is too optimistic (since the measured one is currently not available), indeed a
smaller value would lead to a faster increase of the voltage. Nevertheless, in the HFZ,
the voltage reaches values that are close to the measured ones, even thoughwith a delay
of ∼5 s.

Figure 4.9: Evolution of measured and computed voltage across the entire conductor
length (a), V3-VH1 (b), VH1-V5 (c), V5-V7 (d).
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Figure 4.10: Evolution of measured and computed voltage across V7-V9 (e), V9-VH3 (f),
VH3-V11 (g).
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The computed temperature is compared with the measurements in figure 4.11. As
already hinted by the discussion of the voltage results, the initial phase of the quench
propagation is well captured by the simulation and the quantitative agreement is good
for T3 and T5 for both He and jacket temperature during the increase and decrease
of the temperature. The agreement is less good looking at the sensors downstream
with respect to the maximum magnetic field position. In particular, the decrease of the
temperature due to fresh He entering again in the conductor is slower in the simulations
with respect to the measured evolution. Nevertheless, the most interesting phase of the
transient, i.e., the quench initiation and propagation, is well captured.
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Figure 4.11: Evolution of the measured and computed temperatures at T3-1/2 (a), T5-1/2
(b), T7-1/2 (c), T9-1/2 (d) and T11-1/2 (e).

4.4.2.1 Current redistribution

Afirst qualitative information that can be extracted from the simulation is the behaviour
of the current during quench propagation. figure 4.12 shows the evolution of the current
in a stack, in its copper profile and in the jacket. The same current flows for symmetry
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in the other two stacks and copper profiles. The plateau reached in the stack is due to
the current flowing in the copper stabilizer of the tapes. A non-negligible current flows
in the steel jacket, reaching ∼ 550 A before the dump.

Figure 4.12: Computed evolution of the current in the conductor sub elements.

4.4.3 Shot q101102 (reference conductor)
A qualitatively similar picture emerges from the preliminary simulations of R3. Again,
the first phase of the quench propagation in terms of global and local voltage rise as well
as He and jacket temperature is well captured. Concerning the voltage, its increase is
slower than in the experiment, see figure 4.13. On the other hand, the temperatures
agree better in this case than in L2 simulation, see figure 4.14. The integration of the
conductor model in the circuit model will be pursued as well as the further investiga-
tions needed to improve the agreement. Nevertheless, this looks a good starting point
and the mismatch between measured and computed results appears to be caused by
similar factors in the two simulations analysed here, thus we expect to improve the
quality of the results quickly and in all simulations.
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Figure 4.13: Evolution of measured and computed voltage across the entire conductor
length (a), VH2-4-V6 (b), V6-V8 (c), V8-V10 (d), V10-VH4-4 (e).
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Figure 4.14: Evolution of the measured and computed temperatures at T4-1/2 (a), T6-1/2
(b), T8-1/2 (c), T10 - 1/2 (d) and T12-1/2 (e).
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Chapter 5

Applications

5.1 CICCs

5.1.1 Slotted-core full conductor
5.1.1.1 Conductor Layout

In this section the most recent ENEAHTS CICC layout is described. An older version of
the design is presented in [8], while the latest is analyzed in the following, see figure 5.1.
It is constituted by an Aluminum core which features six twisted slots, with a twist pitch
equal to 0.5 m. In each slot, 20 REBCO tapes are piled up without soldering. In order to
hold them in position, an aluminum ”filler” is used on top of the stack. The cable is the
inserted in a jacket for structural and/or coolant confinement purposes, which could be
round (1.5 mm thick) or square. Here the round jacket option is investigated. The space
available for the forced-flow of He is mainly the central channel, but also the portion
of the slots that is left empty by the HTS stack. In this way, the He is in direct contact
with the tapes, which is a unique feature with respect to other designs, such as those
proposed by SPC and KIT.
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Figure 5.1: Picture of the HTS ENEA CICC. The sub-components of the conductor are
indicated. The dimensions are shown in mm in the drawing.

This conductor is planned to be used as DTT CS insert coil [74] and it will likely be
cooled using the same He that is circulated in the LTS magnets, thus at 6 bar and 4.5 K.

5.1.1.2 Preliminary analysis

The analysis performed for the KIT conductor to assess the time and space scales [45]
has to be performed also for this new design, since they strongly differ for dimensions,
material and cable layout. Thus, back of the envelope estimations are required for both
fluid and solid, in order to assess whether the classical approach adopted for LTS could
be suitable also for the ENEA HTS CICC.

Concerning the fluid and considering:

• ∼ 5 g/s mass flow rate, at the thermodynamic state mentioned previously

• an available cross-section for the He flow (summing the central channel and the
side channels) 𝐴𝐻𝑒 = 27.4 𝑚𝑚2

• a wetted perimeter 𝑃𝑤𝑒𝑡𝑡𝑒𝑑 = 57 𝑚𝑚

the resulting Peclet number 𝑃 𝑒, which is defined as the ratio of the advective to the
conductive heat transfer that takes place in the fluid (𝑣 × 𝐷ℎ/𝛼), is equal to ∼ 105.
The speed used here is ∼ 2 𝑚/𝑠 and the hydraulic diameter is 𝐷ℎ = 2 𝑚𝑚, computed as
𝐷ℎ = 4×𝐴𝐻𝑒/𝑃𝑤𝑒𝑡𝑡𝑒𝑑. The thermal diffusivity 𝛼 at 6 bar and 4.5 K is equal to 5⋅10−8 𝑚2/𝑠
[60]. Since 𝑃 𝑒 » 1, the dominant mechanism for the heat transfer in the fluid is the
advective one, thus the fluid can reliably be modelled with a 1D approximation along
the conductor axis, which is the same approach adopted in LTS CICC modelling.
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The same critical assessment must be performed on the solids, i.e. to check whether
a single 1D region is suitable to model all the solids, as it is typically done for the strand
bundle in LTS CICC. For the solids, the Biot number (𝐵𝑖 = ℎ ⋅ 𝐿𝑐 / 𝑘) is used to estimate
the entity of the gradients within the solids with respect to those between fluid and
solid surface. 𝐵𝑖 is computed using:

• a characteristic length 𝐿𝑐 equal to 3 𝑚𝑚 for the HTS stack or equal to the core
radius (11 𝑚𝑚) for the slotted core

• a thermal conductivity 𝑘 equal to ∼ 0.21 𝑊 /𝑚/𝐾 for the stack in the direction
perpendicular to the tape plane [44] or equal to 190 𝑊 /𝑚/𝐾 for the aluminum
core.

These values lead to 𝐵𝑖 > 1 for both the HTS stack and the core. For comparison,
following the same strategy for LTS, considering 𝐿𝑐 = 40 𝑚𝑚 and 𝑘 ∼ 350 𝑊 /𝑚/𝐾, a
𝐵𝑖 ∼ 0.01 is obtained, for which a 1D approximation of the strand bundle is justified.
Therefore, being 𝐵𝑖 > 0.1 for the HTS CICC under consideration, the adoption of a
single 1D region to model all the stacks and the core is not reliable.

In previous works, attempts to model in a more detailed way this type of CICC have
been proposed. For example, a 3D [75] electro-thermal or 2D + 1D thermal-hydraulic
[76] models have been developed to simulate quench or heat slug propagation. How-
ever, since the final aim is to extend the conductor model to simulate an entire magnet
wound with this conductor, one of the key features of the conductor model needs to
be (up-)scalability. Therefore, adopting the same strategy proposed for the KIT con-
ductor [45], the analysis of the thermal gradients within the conductor cross-section
during the quench propagation should be performed with a detailed model, in order to
have a more quantitative assessment and develop on that base an up-scalable model.
To do this, a detailed electro-thermal model of the ENEA HTS CICC was developed,
in order to model the temperature evolution and distribution during the transient. The
detailed model features a 2D thermal model of the conductor cross-section coupled with
a 0D electric model and it was implemented in STAR-CCM+ [57]. The thermal model
solves the heat conduction equation in the conductor cross-section, see figure 5.2(a).
The electric model solves a coupled set of non-linear algebraic equations, assuming no
inductive effects, thus computing at each time-step the current in each current-carrying
region, according to the schematic circuit reported in figure 5.2(b). The set of equations
constituting the the electric model is as follows:

𝑉 = 𝑅𝐴𝑙𝐼𝐴𝑙 (5.1)

𝑉 = 𝑉𝐶 (
𝐼𝐻𝑇 𝑆,𝑖

𝐼𝐶,𝑖(𝐵,𝑇 ) )

𝑛
(5.2)

𝐼𝑡𝑜𝑡 = 𝐼𝐴𝑙 +
𝑁𝑠𝑡𝑎𝑐𝑘

∑
𝑖=1

𝐼𝐻𝑇 𝑆,𝑖 (5.3)
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where 𝑉 is the voltage (per unit length), 𝑅𝐴𝑙 is the resistance of the aluminum core,
𝐼𝐴𝑙 is the current flowing in the core, 𝑉𝐶 is the critical voltage, i.e., the critical electric
field over a unit length, thus equal to 10−4 𝑉, 𝐼𝐻𝑇 𝑆,𝑖 is the current in the i-th super-
conducting stack, 𝐼𝐶,𝑖(𝐵, 𝑇 ) is the critical current of the i-th superconducting stack
computed at magnetic field 𝐵 and temperature 𝑇 (the average stack temperature from
the 2D thermal model is used), 𝑛 is the stack n-value. 𝐼𝑡𝑜𝑡 is the imposed transport cur-
rent. This electric model assumes that the redistribution of the current is much faster
than the thermal time-scales, as already quantified in [42], thus inductive effects are
neglected. As a first approximation, also the transverse electric resistance among the
electrical regions (HTS stacks and core) is neglected.

Figure 5.2: (a) 2D thermal model of the HTS ENEA CICC. The finite volume mesh is
shown. The aluminum jacket and filler are shown in green, the HTS stack is colored in
orange, the aluminum core is in light grey and the voids for the He are in light blue. The
position where the contact resistances are considered are highlighted in the inset. The
boundary conditions and the thermal driver are shown. (b) Scheme of the 0D electric
circuit model, coupled with the 2D thermal model.

The thermal model simulates for symmetry just 1/12 of the conductor cross-section,
assuming circumferential symmetry of the geometry, thermal driver and boundary con-
ditions. Indeed, the thermal driver is supposed to be a heat pulse occurring in all the
stacks. This mimics the inductive heating which is typical of quench experiments on
LTS CICCs [70]. The heat pulse is the smallest possible to induce the quench and it
resulted in 1500 J/m (considering a constant power deposited for 0.1 s). The transient is
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simulated for 0.5 s after the end of the heat pulse. This is because the aim of the model
is to quantify the temperature difference within the cross-section, which is expected
to be large in the first part of the transient. Furthermore, the model cannot account
for current discharge, since it would require the quantification of the voltage along the
quenched region. Simulating the first part of the transient it is reasonable to assume
a constant transport current. Nevertheless, after the external heat deposition, the cur-
rent redistributes according to the current model, which computes also the deposited
heat due to Joule effect and it feeds this information back to the thermal model. The
boundary conditions of the thermal model are the following:

• adiabatic external jacket surface

• Robin-type boundary conditions at the interface with the fluid (𝑇𝐻𝑒 = 4.5 𝐾, ℎ =
2000 𝑊 /𝑚2/𝐾 for the central hole computed from the Dittus-Boelter correlation
[60] and ℎ = 15000 𝑊 /𝑚2/𝐾 for the side channels of each slot from the ad-hoc
correlation described in the next paragraph 5.1.1.3).

The results of the detailed model, see figure 5.3(a)-(b), show that temperature dif-
ferences in the cross-section of the conductor can arise and they can be as high as 50 K.
The most severe temperature gradients are concentrated in the HTS stack, since there
the heat deposition due to Joule effect is strong and they have an anisotropic thermal
conductivity, which is particularly low in the direction perpendicular to the tape plane.

The grid independence of the results shown in this section is ensured by a dedi-
cated study in the case of uniform heating, see figure 5.4. The relative error on the
temperature increase in both the core and the HTS stack has been computed as func-
tion of the characteristic grid size, which is in turn defined as 3√𝑉𝑖/𝑁𝑖, where 𝑉𝑖 is the
volume of the i-th region and 𝑁𝑖 the corresponding number of control volumes. The
reference value with respect to which the error has been computed was obtained with
the Richardson extrapolation [77].

63



Applications

Figure 5.3: 2D distribution of the temperature increase with respect to the core temper-
ature (a), temperature of the cross-section (b), non-dimensional difference of the local
to average temperature (c) and average temperature of the conductor sub-regions (d).
The distributions are shown after 0.5 s from the end of the heat pulse. The sub-regions
adopted in the 1D model are shown and numbered in (c).

Figure 5.4: Grid independence analysis of the 2D thermal model, focused on the tem-
perature of the HTS stack and core. The arrow indicates the characteristic size used for
the analysis.

According to the results obtained with detailed cross-sectional model, it is possi-
ble to identify sub-portions of the cross-section in which the normalized temperature
difference 𝜖𝑇 computed according to Equation 5.4 is below a certain threshold.

𝜖𝑇 =
𝑇 − 𝑇𝑎𝑣𝑒
𝑇𝑎𝑣𝑒 − 𝑇0

(5.4)
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Given that the aim of the present model is to analyze trends parametrically varying
different parameters rather than the most accurate estimation of, e.g., the temperature
in a particular point of the conductor, an 𝜖𝑇 ≲ 15% was considered as acceptable. On
top of this, a different number of sub-portions of the core could satisfy the criterion.
Therefore, the effect of the variation of the number of regions in the core on the com-
puted peak temperature in the stack has been studied, see table 5.1. As a result, a total
number of regions in the core equal to 18 has been chosen. Considering that one region
for each stack was adopted and that the fillers were assumed to be in perfect contact
with the jacket, thus assigning one thermal (and electric) region to the jacket + fillers,
a total number of 18 + 6 + 1 = 25 regions were used to discretized the conductor cross-
section. The resulting multi-1D region model is still up-scalable to the magnet level,
since the key feature is to still be a set of 1D regions that keeps the model scalable.

Table 5.1: Grid independence analysis on the number of 1D regions used for the
discretization of the core

Number of regions in the core 𝑇𝑝𝑒𝑎𝑘,𝑠𝑡𝑎𝑐𝑘𝑠 (K)
6 162.3
18 133.2
30 130.4
36 129.8

5.1.1.3 1D CICC model and conductor characterization

The set of PDEs solved is reported below.

(𝜌𝑐𝑝𝐴)𝑖
𝜕𝑇𝑖
𝜕𝑡

− 𝜕
𝜕𝑥 [(𝑘𝐴)𝑖

𝜕𝑇𝑖
𝜕𝑥 ] = 𝑞′

𝑖↔𝑠𝑜𝑙𝑖𝑑𝑠 + 𝑞′
𝑖↔𝑗 + 𝑞′

𝑖 (5.5)
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𝜕𝑥2 + (𝐺 𝑅)𝑚
⋅ 𝐼𝑚 = 0 (5.7)
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where in Equation 5.5 to 5.7 i, j and m are the solid (thermal), fluid and electric
regions, respectively, 𝜌 is the density of the solid material or that of the fluid, 𝑐𝑝 is the
specific heat of the solid or of the fluid, T is the solid or fluid temperature, k is the
thermal conductivity of the material considered, A the cross-section of the region, 𝑞′

𝑖
is the external power deposition per unit length, 𝑞′

𝑖↔𝑠𝑜𝑙𝑖𝑑𝑠 is the power per unit length
transferred from/to region i from/to other solid regions, 𝑞′

𝑖↔𝑗 is the power per unit
length transferred between the solid region i and fluid region j. In Equations from 5.6a
to 5.6c, v, p and T are the fluid speed, pressure and temperature, respectively; f is the
friction factor, c the speed of sound in the fluid, Φ is the Gruneisen parameter, 𝐷ℎ is the

hydraulic diameter, 𝑐𝑣 is the specific heat at constant volume. In Equation 5.7, 𝐺 is the

matrix of the transverse electrical conductance per unit length, 𝐿 is the matrix of the

inductances and 𝑅 is the matrix of the resistances per unit length of the electric region
considered (indeed, it is a diagonal matrix) and I is the current in each electric region.

The interfaces among solid (thermal), fluid and electric regions are modelled as fol-
lows:

1. 𝑞′
𝑖↔𝑗 in 5.5, 5.6b and 5.6c is equal to 𝑃 ℎ(𝑇𝑖 − 𝑇𝑗) where P is the wetted perimeter,
h is the heat transfer coefficient, 𝑇𝑖 and 𝑇𝑗 are the temperatures of the solid and
fluid regions, respectively.

2. 𝑞′
𝑖↔𝑠𝑜𝑙𝑖𝑑𝑠 in 5.5 is equal to (𝑈𝐴′)𝑖↔𝑘(𝑇𝑖 − 𝑇𝑘), where U is the inverse of the

thermal contact resistance, 𝐴′ is the heat transfer area per unit length, 𝑇𝑖 is
the temperature of the i-th solid region considered and 𝑇𝑘 the temperature of
the k-th surrounding solid region in contact with the i-th one, thus with 𝑘 =
1, ..., 𝑖 − 1, 𝑖 + 1, ...,𝑁. The thermal contact resistances are taken:

(a) for HTS stack (copper) to core (aluminum) from [78]

(b) for adjacent core (aluminum) regions it has been computed as 𝛿/𝑘, where k
is the aluminum thermal conductivity and 𝛿 = 0.1 𝑚𝑚 and it is assumed to
have no thermal capacity

3. the elements in 𝐺 are obtained as follows:

(a) between core sub-regions: here the transverse conductance is assumed to
be very large

(b) between HTS stack and core: from dedicated experiments described in sec-
tion 5.1.2.2.

The heat transfer coefficient and friction factor of the side channels have been com-
puted through a dedicated Computational Fluid Dynamics analysis, based on the ap-
proach used, e.g., in [79]. This analysis was driven by the absence of experimental data
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on this type of geometry and reliable literature value, since the geometry is a rectan-
gular shaped and twisted duct, see figure 5.5. The resulting correlations as a function
of the Reynolds number are reported in table 5.2. The correlations have been obtained
best-fitting the computed values as shown in figure 5.6. For all the simulations, the He
thermodynamic state is set at 4.5 K and 6 bar.

Figure 5.5: 3D Computational Fluid Dynamics model of the (twisted) sub-channel of
the HTS ENEA CICC. The 2D distribution of the velocity is als shown.
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Figure 5.6: (a) Nusselt number and (b) friction factor as function of the Reynolds num-
ber. The dots are the points computed from the CFD model.

5.1.1.4 Simulation setup

The boundary conditions and constitutive relations adopted for the 1D CICC model are
listed in table 5.2. Also the operating conditions (current and magnetic field) expected
for the DTT Central Solenoid Insert Coil are reported.

The transient (quench) is induced by a heat pulse with a duration of 0.1 s over 10 cm
and amplitude slightly above the minimum quench energy. The total energy deposited
is 150 J and it corresponds to that used in the 2D detailed model, see section 5.1.1.2.

The quench is detected when the total voltage overcomes 100 mV. After the quench
detection, the quench protection system awaits a so-called delay time (𝜏𝑑𝑒𝑙) before dis-
charging the current from the coil. The current is then discharged exponentially with
a characteristic time equal to 𝜏𝑑𝑖𝑠, see again 5.2.

The mesh of the 1D domains is built according to an adaptive algorithm which re-
fines the mesh at each time step close to the quench fronts, see section 3 for more
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details. This strategy was also used and validated in the LTS quench simulations per-
formed with the 4C code [70]. The minimum mesh size is set to 1 mm. Also the time
step is adaptive and it ranges from a minimum of 0.1 ms to a maximum of 1 ms. With
this setup.

Table 5.2: Operating conditions of the HTS ENEA CICC. Boundary conditions and
constitutive relations used in the 1D analysis.

Parameter Value
Length (m) 132
Current (kA) 32.1

Inlet/Outlet pressure (bar) 6/5
Inlet temperature (K) 4.5

Voltage at conductor end (V) 0
𝑡𝑑𝑒𝑙𝑎𝑦 (s) 0.25

𝜏𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 (s) 0.5
𝑃𝑤𝑒𝑡𝑡𝑒𝑑 (cm) 6.7

𝑓𝑐𝑒𝑛𝑡𝑟𝑎𝑙 𝑐ℎ𝑎𝑛𝑛𝑒𝑙 Colebrook correlation [60]
𝑓𝑠𝑖𝑑𝑒 𝑐ℎ𝑎𝑛𝑛𝑒𝑙𝑠 2.21 ⋅ 𝑅𝑒−0.4 (𝑅𝑒 > 104)

𝑁𝑢𝑐𝑒𝑛𝑡𝑟𝑎𝑙 𝑐ℎ𝑎𝑛𝑛𝑒𝑙 Dittus-Boelter correlation [60]
𝑁𝑢𝑠𝑖𝑑𝑒 𝑐ℎ𝑎𝑛𝑛𝑒𝑙𝑠 0.42 ⋅ 𝑅𝑒0.71

5.1.1.5 Results

In this section, the most relevant results of the 1D model are presented and discussed.

Peak temperature The evolution of the peak temperature in the different re-
gions simulated is reported in figure 5.7. The temperature of the HTS stacks increases
more and faster than the core sub-regions, simply because heat is being deposited there
first. The multi-1D region allows having a quantification of the temperature differ-
ences within the conductor cross-section during the quench propagation. Indeed, the
differences can reach up to 50 K between the stacks and the core. The impact of these
large temperature differences, which are not encountered in, e.g., LTS CICCs, should
be investigated from the thermo-mechanical point of view. Furthermore, the peak tem-
perature reaches 130 K (± 20 K). Also concerning the design criterion of the maximum
hot-spot temperature to be reached during a quench, the only available reference is that
for LTS in, e.g., ITER, which is set equal to 150 K. Nevertheless, this does not necessarily
extends also to HTS CICC.

It is worth noticing that the maximum temperature computed with the 1D model is
higher than that with the 2D thermal + 0D electric model. This is mainly caused by the
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He boundary conditions considered in the 2D model, which assumes a He temperature
constant and equal to 4.5 K, while in the 1D model the He temperature increase is taken
into account.

Figure 5.7: Temperature evolution in the four sub-regions of the HTS ENEA CICC dur-
ing quench, computed with the 1Dmodel. The numbering of the regions refers to figure
5.3. The cyan and black dashed dotted lines identify the quench detection and the start
of the current discharge, respectively. The ±15% error-bar shows the uncertainty found
in the detailed analysis.

Current evolution The evolution of the current throughout the transient is shown
in figure 5.8. Before the current dump, the current manages to flow from the HTS stacks
to the aluminum core. This is because the core resistance increases less than that of the
stacks. This means that the inter-slot resistance (which is dominated by the contact re-
sistance between stack and core) is sufficiently low to ensure a fast redistribution of the
current, which contributes to reach manageable peak temperatures. In addition, once
the current is mainly flowing through the core, the heat removal capability is improved,
since the heat is generated closer to the heat sink, which is almost entirely located in
the central channel. Actually, this helps on longer time scales, e.g., for the conductor
re-cooling once the flow is re-established.
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Figure 5.8: Current evolution in all the HTS stacks and in the core. The cyan and black
lines identify the quench detection and current discharge instants, respectively.

Parametric analysis Fundamental parameters of magnet protection are the dis-
charge time constant, 𝜏𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒, and the delay time, 𝑡𝑑𝑒𝑙𝑎𝑦, already discussed before in
section 5.1.1.4. Indeed, these parameters for the DTT CS Insert Coil are still under
discussion, while they have been fixed for the CS protection to 𝜏𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 = 4 𝑠 and
𝑡𝑑𝑒𝑙𝑎𝑦 = 2 𝑠.

These values have been adopted also in a simulation of the quench of the HTS Insert
Coil. It has been reported in figure 5.9 the peak temperature reached with that couple
of parameters, which is clearly unacceptable. Therefore, since both parameters can, to
some extent, be varied in the protection system tuning, they have been scanned para-
metrically. It is clear that the delay time has a strong impact on the peak temperature
and it needs to be decreased to less than 0.5 s to have a peak temperature below 300 K.
This should limit the risk of damaging the tapes because of, e.g., delamination. Also, a
further decrease of the peak temperature can be obtained reducing the discharge time
constant from 4 s to 0.5 s. However, this solution would go also in the direction of in-
creasing the inductive voltage and AC losses, thus it should be considered as a second
option with respect to reducing the delay time. Further analyses should be performed
once the AC losses are quantified more reliably, perhaps through electromagnetic mod-
els and/or experiments.
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Figure 5.9: Parametric study on the delay (𝜏𝑑𝑒𝑙) and discharge (𝜏𝑑𝑖𝑠) times on the hotspot
temperature reached in the stacks during the quench evolution.

5.1.2 Slotted-core subsized conductors
5.1.2.1 The ENEA Samples

The HTS samples proposed by ENEA to be tested in SULTAN [80] are sketched in figure
5.10. The operating conditions foreseen in the tests are summarized in table 5.3. The
samples are all straight, even though the design of the real conductor is twisted to reduce
AC losses. This choice was made to greatly simplify the manufacturing process of the
samples as well as to place more easily the diagnostics needed for the tests. They are
equipped with ∼ 80 tapes, in contrast to the 120 foreseen in the full conductor. This
reduction was driven by the maximum current which can be supplied by the SULTAN
power supply, i.e. 15 kA; the full conductor would be able to carry 30 kA, but in this way
it would be very hard to induce a quench in the testing conditions foreseen in SULTAN
as it would have had a too large temperature margin. Reducing the number of tapes,
the critical current in the maximum field region should be of the order of the maximum
current supplied by the SULTAN power supply at 4.5 K.

The three samples analyzed here differ for orientation and distribution of the tapes
in the slots. Sample C1 and C2 differ for the tape orientation with respect to the mag-
netic field direction, see again figure 5.10. C3 has a different number of tapes per slot
with respect to the first two, see table 5.4. These differences cause different performance
in terms of 𝑇𝐶𝑆 of each sample. Indeed, the tapes that are normal to the direction of
the magnetic field have the lowest 𝑇𝐶𝑆, i.e. in slots A and D of samples C1 and C3, see
figure 5.10. C3 has less tapes than the other two samples (78 in C3 and 80 in C1 and
C2), thus the current per tape is slightly higher, thus the 𝑇𝐶𝑆 is slightly lower than in
C1 (in which the tapes have the same orientation of C3). C2 has the tapes oriented in
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the same way, thus it is characterized by a unique value of the 𝑇𝐶𝑆. On the other hand,
C1 and C3 have tapes that are normal to the magnetic field and others whose normal
has an angle of 60∘ with respect to the magnetic field direction, thus leading to a much
larger 𝑇𝐶𝑆, see table 5.4.

The samples will be cooled with supercritical He and it will flow in the central hole
of the aluminum core, see figure 5.10. An external stainless steel jacket will be put
around the aluminum jacket to ensure leak tightness. The quench is planned to be
initiated increasing the He inlet temperature thanks to an external heater or through
an AC pulse induced by an external fast-varying magnetic field.

Table 5.3: Operating conditions in SULTAN.

Parameter Value
Current (kA) 15

Magnetic field (T) 10.9
He inlet temperature (K) 4.5

Maximum He inlet temperature (K) 15
He pressure at conductor inlet (bar) 6

He mass flow rate at conductor inlet (g/s) 5
𝜏𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 (s) 0.1

𝑡𝑑𝑒𝑙𝑎𝑦 (s) 0.5

Table 5.4: Features of the three samples.

C1: tapes in each slot 20
C2: tapes in each slot 20
C3: tapes in each slot 13

C1: 𝑇𝐶𝑆 (K) 8.8, 20.9
C2: 𝑇𝐶𝑆 (K) 11.6
C3: 𝑇𝐶𝑆 (K) 8.0, 20.1
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Figure 5.10: Sketch of the three configurations designed for the SULTAN tests. The
color code is as follows: the orange regions are the HTS stacks, the grey regions are the
aluminum core, filler and jacket, the light purple region is the external stainless steel
jacket, the white regions, if any, are empty slots and the light blue regions is where He
flows. The direction of the magnetic field is also shown.

5.1.2.2 Electric characterization of the CICC

Important interface parameters in the electricmodel of theH4C are the contact (electric)
resistances among different current carrying regions. For this reason, an experimental
characterization of the ENEA CICC was performed at ENEA Frascati.

A 50 cm long sample was tested electrically in a liquid nitrogen bath. In order
to measure the contact resistance between tapes in the same slot or between tapes in
different slots, the following procedure was adopted.

Each tape was exposed at the samples ends, see figure 5.11(a). In this way, selected
tapes could be connected to the bus-bars. For example, to measure the electric contact
resistance between two adjacent tapes in the same slot, one tape, say B1 (see figure
5.11(b), end was connected to a bus-bar and the adjacent tape, B2, was connected to
the other bus-bar at the end located at the opposite side of the sample. In this way, the
current is forced to flow from B1 to B2. Varying the current value and measuring the
voltage was then possible to extract the electric resistance, see figure 5.11(c). Depending
on the level of discretization of the HTS stack, it is possible to input to the model each
measured value of contact resistance (which is supposed to be uniform along the sample
length). It can be noticed that the inter-tape resistance is quite uniform within the slot,
except for the first two tapes, between which the contact resistance in clearly smaller
than the other couples considered in the experiment. This is probably due to the larger
pressure present at the bottom of the slot, leading to a better electrical contact with the
core.

The inter-slot resistance was also measured. This was achieved connecting to one
bus-bar a tape of one slot and a tape of the other slot to the other bus-bar. In order to
assess the impact on the contact resistance of the different position of the tape in one
slot, this measure was performed keeping fixed one tape (A20) from one stack for all
tests while the other bus-bar was connected to one tape of another stack, scanning all
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the tapes of that stack, i.e. from B1 to B18, in subsequent tests, see again figure 5.11(c).
In this way, the constant contribution is given by the (double) contact resistance of the
bottom tapes with the aluminum core and by the resistance of the aluminum core itself,
that is the inter-slot resistance. On top of this, it is clearly visible the impact of the
piling up of the tapes within the slots, since the resistance going from A20-B18 to A20-
B1 gradually increases, as more and more tapes are placed between A20 and the other
tape in slot B.

Figure 5.11: Photograph of the sample electrically tested in Frascati (a) and its cross-
section (b). Numbering of the tapes is also shown. Data measured for inter-tape and
inter-slot electric resistance (c).

5.1.2.3 H4C model

The H4C code [81] was here employed to simulate the quench initiation and propaga-
tion within the ENEA HTS samples. A key point of the modelling of fast transients
in HTS conductors is the discretization of the cross-section, as discussed in [81] and
in Section 2.2.1. The detailed cross-section analysis of the ENEA conductor, using an
electro-thermal model, is presented in [48] and in Section 5.1.1.2. It was shown that,
lumping the entire slot in just one thermal and electric region could lead to an error on
the temperature increase of up to 15 %. Therefore, in this analysis, a finer discretization
(to be implemented in H4C) of the conductor cross-section was adopted. This leads to
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a more accurate description of key quantities such as the hotspot temperature, since it
is expected to be reached within the HTS stack itself, as well as a closer insight on the
evolution of the current within the stack itself. The cost of this finer discretization is
an increase of the 1D regions by roughly one order of magnitude with respect to the
model used in [48]. Indeed, assigning one thermal and one electric region to each tape,
the total number of 1D regions modelled rises to ∼ 80, depending on the number of
tapes of the sample modelled. Nevertheless, the computational time required for such
an analysis is still acceptable, i.e. few hours. The He flow is modelled with just one
fluid region, since it is expected to flow only in the central hole. The friction factor
correlation adopted in this case is the Petukhov correlation [60].

The interfaces between different regions of the same type and between regions of
different types are modelled as follows:

• Electric contact resistances

– Tape to tape: values taken from the measurements described in Section
5.1.2.2 (on average, 5 𝜇Ω/𝑚);

– Tape to core: values taken from the measurements described in Section
5.1.2.2 (on average, 50 𝜇Ω/𝑚);

• Thermal contact resistances

– Tape to tape, i.e. copper to copper, taken from [82], set constant and uni-
formly equal to 0.5 m2K/W;

– Tape to core, i.e. copper to aluminum, taken from [78], set constant and
uniformly equal to 0.6 m2K/W;

• Heat transfer coefficient

– He to core: Dittus-Boelter correlation taken from [60].

The superconductor scaling law is taken from [58] and the dependence of the 𝐽𝐶 on
the tape orientation is accounted for considering the Ginzburg-Landau law [73].

The inductances between the current carrying elements have been computed using
the (mutual) inductance definition:

𝑀12 =
𝜇0

4𝜋𝑆1𝑆2 ∫𝑉 1 ∫𝑉 2

1
𝑟12

𝑑𝑉1𝑑𝑉2 (5.8)

where 𝜇0 is the permeability of the vacuum, 𝑆1 and 𝑆2 are the cross-section of the
two tapes considered, 𝑉1 and 𝑉2 are their volumes and 𝑟12 is the distance between the
infinitesimal volumes 𝑑𝑉1 and 𝑑𝑉2. Equation 5.8 has been solved numerically using a
Matlab script and the procedure was benchmarked against the solution shown in [83].

76



5.1 – CICCs

The inductance of the core would have required more expensive calculations and, above
all, its contribution is expected to be marginal on the (very short) time scales of interest
here. The reason is that, due to its high electric resistance (higher than the copper and
the HTS while transitioning to normal state) the current will preferably redistribute
among the tapes and their copper stabilizer rather than in the core itself.

The values of inductance between the tapes (in the C1 configuration) are the fol-
lowing:

• from 4.9 𝜇𝐻 (self) to 3.9 𝜇𝐻, within the same slot

• 3.6 − 3.2 𝜇𝐻 between tapes in slots A and B

• 3.1 − 2.8 𝜇𝐻 between tapes in slots A and C

• 3.3 − 3.0 𝜇𝐻 between tapes in slots A and D

The values computed in configurations C2 and C3 are very similar to those reported
above.

The boundary conditions adopted for this analysis are the following:

• heat conduction equation

– adiabatic conductor ends

• fluid equations

– imposed (constant) outlet and inlet pressure

– imposed (variable in time) inlet temperature

• current equation

– imposed (variable in time) current (larger than zero in each tape, equal to
zero in the core and in the jacket) on the outlet side

– imposed zero current gradient (zero voltage) at the inlet side

The initial conditions used are the following:

• solid and fluid temperatures: uniform and equal to the initial inlet He temperature
(4.5 K)

• fluid speed: uniform and compliant with the imposed pressure drop

• fluid pressure: linear from inlet to outlet pressure

• current: uniform and equal to the total current divided by the total number of
tapes in each superconducting region and equal to zero in the resistive regions

The quench detection threshold is set to 100 mV and the current is dumped accord-
ing to the characteristic time reported in table 5.3.
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5.1.2.4 Results

In this section, the results of the quench simulations are presented. First, a detailed
discussion on the current and temperature evolution and distribution in the configu-
ration C1 is carried out. Then, the comparison of the quench propagation in the three
configurations is discussed.

Quench propagation in C1

Current evolution The current evolution in the tapes of the slots A and B of
configuration C1 is shown in figure 5.12. Recall that the quench is induced heating the
conductor throughwarmHe flowing in the central channel. Therefore, the temperature
starts increasing (equally) in the tapes at the bottom of all the slots. Recall also that the
different orientation of the tapes in slots A and B leads to very different current sharing
temperatures.

According to the heating coming from the lower part of the slot, the current in the
bottom tapes starts decreasing and it is transferred to the tapes at the top of the slot,
since they are still cold. This happens first in slot A because it has a lower 𝑇𝐶𝑆 and
the current redistribution starts at t = 0.8 s, see figure 5.12(b). After few hundredths
of seconds, the top tapes have slightly more current than the nominal (initial) one.
However, at t = 0.87 s, the current sharing between the superconducting layers and the
tape stabilizers starts to be visible, see the dashed curves in figure 5.12(a). As soon as
the current sharing within the tapes starts, the current further redistribute among the
slots. Indeed, in figure 5.12(b) it is visible that, first, the top tapes host more current than
the bottom ones, but then the current starts flowing away from the slots, thus passing
from the top tapes to the bottom ones, as highlighted after t = 0.9 s in figure 5.12(b).

The current in slot A, in fact, starts decreasing, see figure 5.12(a) and it is shared
between the aluminum core and slot B, see the black curves in figure 5.12(c). More in
detail, part of the current from slot A penetrates in slot B from the bottom. However,
also those tapes are heating up and the current approaches the critical current in the
bottom tapes, thus they share part of their current with the top tapes of slot B, see
the blue curves in figure 5.12(c). Note that the tapes reach roughly 250 A, while the
steady state value is around 180 A. As the entire slot B is heating up, also here the
current starts flowing away from the stack into the aluminum core. Meanwhile, slot A
has become normal after t = 1.1 s, since the current in the superconducting portion of
its tapes reaches zero, see the red-to-yellow curves in figure 5.12(c). At this point, the
aluminum core becomes the most relevant current carrying element, until the current
is discharged.
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Figure 5.12: Current evolution in the superconductor (solid lines) and copper (dashed
lines) of selected tapes (a). The evolution of the total current in stack A is also shown on
the right axis. Zoom of the current evolution in the superconductor of selected tapes.
The qualitative paths and trends in the cross section are also sketched (b). Evolution
of the current in the superconductor of selected tapes in stack A and B (c). The total
current flowing in the stacks is shown on the right axis with black dashed lines.
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Temperature evolution The evolution of the temperature in the tapes of slots
A and B is shown in figure 5.13. During the quench initiation, the temperature rise in
the tapes is driven by the current flowing in the stabilizer of the tapes themselves. This
is the reason for which the temperature of the top tapes rises before that of the bottom
tapes, even though the heating provided by the warm helium comes from the central
channel. As already shown in figure 5.12(a), slightly more current is present in the
stabilizer of the top tapes of slot A (and also, later, of slot B). Thus a stronger heating
is generated in the top part of slot A. Concerning slot B, between t = 0.98 s and t =
1.07 s, the temperature rises first in the bottom tapes, since here more current - part of
which coming from slot A - is flowing (also in the stabilizer). After t = 1.07 s, however,
a similar phenomenon to that discussed for slot A happens also and more evidently in
slot B: a larger amount of current is ”trapped” in the top part of the slot, thus more
current flows in the stabilizer and the temperature increases more there. Note that a
temperature difference of about 20-30 K is present after t = 1.1 s, within the stack in
slot B, confirming that large temperature difference within a stack can arise during the
quench evolution.

Note also that, for symmetry, the same considerations discussed for slots A and B
are valid here for slots C and D, respectively.

Figure 5.13: Temperature evolution in selected tapes of stack A and stack B.

Comparison of the three samples The comparison of the evolution of the hot-
spot temperature in the three different configurations is shown in figure 5.14(a). The
times at which the current is dumped are also shown. It can be seen that the current
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dump, thus the quench detection, in C1 and C3 happens almost at the same time, while it
is delayed by 0.5 s in C2. This is caused by the higher 𝑇𝐶𝑆 in C2 with respect to (half of)
the tapes in C1 and C3. Having a higher 𝑇𝐶𝑆, given the same conditions for all the three
configurations, it requires more time for C2 to reach the quench detection threshold.
Also, this is the reason for which it reaches a higher hot-spot temperature than, e.g.,
C3. This behavior, i.e., reaching a higher hot-spot temperature in case of higher 𝑇𝐶𝑆, is
consistent with what was observed also in LTS magnets [84]. In addition, even though
the 𝑇𝐶𝑆 in C1 and C3 are very similar, the respective hot-spot temperatures are quite
different. This is caused by the different configuration of the tapes. Indeed, C3 features
a more uniform distribution of the tapes, thus it is easier for the current to flow from
one slot to another or, eventually, from one slot to the core.

Concerning the quench fronts, for all the three configurations, the initial propaga-
tion is rather fast, while it slows down as soon as the fronts reach the regions where the
magnetic field starts decreasing, see figure 5.14(b). The comparison is carried out con-
sidering the top tapes of slot A for all the three configurations. In all cases, the quench
starts upstream with respect to the position where the maximum magnetic field is lo-
cated. This asymmetry is introduced by the fact that the warm helium is flowing from
left to right, thus the quench starts at the beginning of the region where the temper-
ature margin is zero, i.e., at the beginning of the region at maximum magnetic field.
The region inside the quench front then shrinks due to the current sharing with other
(resistive) regions, which leads to an increase of the current sharing temperature in the
superconductor.

The quench analyses carried out on the three samples had helped in designing the
diagnostics of the samples. In particular:

• in more than one axial location, a temperature sensor as well as a voltage tap
should be put on the jacket as well as inside the conductor cross-section. This
should help quantifying the temperature and/or voltage difference present during
the quench propagation within the conductor cross-section itself. It would be
desirable to put sensors close to the stacks, close to the central channel and on
the jacket, to describe with three values the temperature and voltage evolution
in the cross-section.

• in order to capture with an acceptable level of accuracy the quench front propa-
gation, both thermally and electrically, it was suggested to equip the sample with
temperature and voltage sensors along the axial direction at least every 10 cm in
the high field region.
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Figure 5.14: (a) Hotspot temperature evolution in the three configurations. (b) Normal
zone propagation in tape T1 in the three configurations. The dashed-dotted lines indi-
cates the current discharge times. On the right axis, the magnetic field distribution is
also shown.

Quench initiated byACpulse The strongest pulse that can be produced in SUL-
TAN (in terms of amplitude and frequency) is a ± 2 T pulse (with period equal to 130
ms). However, it is needed to understand whether such strategy can induce a quench
or not. In order to estimate the power (per unit length) deposited in the core by the
AC pulse, a 2D electro-magnetic model, based on [85], has been developed. The model
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computes, using the A-formulation of the Maxwell equations, the evolution of the (in-
duced) current density, see figure 5.15 and electric field in the core cross-section. The
evolution of the power deposition is computed as integral over the surface of the power
density (J⋅E), see figure 5.16. The AC power evolution has then been used as input to
the same 1D model described in Section 5.1.2.3. According to the model, and taking
into account just the power deposited in the core (i.e., neglecting that deposited in the
tapes), a quench will be induced in the CICC, if the maximum current and magnetic
field in SULTAN are retained.

Figure 5.15: Distribution of the eddy current density during the AC pulse, computed
with the 2D electromagnetic model.
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Figure 5.16: Evolution of the magnetic field pulse and evolution of the corresponding
power coming from eddy currents computed in the core.

5.1.3 CroCo
In this section, the KIT CICC characterization from the thermal-hydraulic point of view,
using CFD, is presented. After the characterization, the 1D model of the conductor is
described and the quench analysis is carried out. The comparison between the results
obtained with the two modelling approaches (using 4C and H4C) is discussed.

5.1.3.1 Conductor characterization

CFD analysis The aim is to derive, through numerical simulations, correlations for
the friction factor (f) and heat transfer coefficient (h), for the CroCo layout of sub-
channels. Here the interest is limited in exploring the dependence of f and h on the
Reynolds number, i.e. on the mass flow rate flowing in the single subchannel, assuming
SHe as fluid. In principle, however, the correlations can include the dependence on
the geometry of the sub-channel, on the Prandtl number and so on [39], but this goes
beyond the scope of this analysis.

Simulation setup The setup of the thermal-hydraulic simulations is summarized
in this sub-section. We performed the simulations using the commercial software Sim-
center STAR-CCM+ 2019.1.1 [57]. The computational domains considered in the anal-
yses are two: the inter-strand sub-channel, see figure 5.17(b), and the strand-jacket
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sub-channel, see figure 5.17(a). They are simulated independently, since it is assumed
that there is no mixing between adjacent SHe sub-channels, for the sake of simplic-
ity. The boundary conditions are set to fully-developed periodic [57]: this setting al-
lows simulating only one twist pitch of the channels, reaching thermal-hydraulic fully-
developed conditions and minimizing the computational domain as much as possible.
This is achieved automatically imposing the outlet velocity, pressure and temperature
fields as inlet boundary conditions after a suitable number of iterations. Note that the
iterative procedure slows down the convergence, but the overall CPU time is lower with
respect to a simulation with more than one twist pitch needed to reach fully-developed
flow conditions in an entire twist pitch. The mesh adopted on the sub-channels cross-
section is polyhedral equipped with prism layers at the wall in order to reliably solve
the velocity and temperature gradients at the solid surface. The “directed mesher” [57]
has been adopted: the inlet surface is meshed with the polyhedral mesh and the 2D
cells are extruded in the flow direction, resulting in a 3D mesh. This approach has two
advantages: 1) The number of cells is kept low, since each cell is elongated in the axial
direction, which is consistent with the main flow direction; 2) The match between the
inlet and outlet surfacemesh is perfect and this is essential for the use of periodic bound-
ary conditions. The simulations are steady-state, with constant He properties evaluated
at 4.5 K and 6 bar. The selected turbulence model is the SST k-𝜔 [86], with a second
order constitutive relation between the shear stress and the derivative of the velocity
components, in order to account for secondary flows, without the need of employing
a more sophisticated and computationally expensive turbulence model, e.g. RSM. The
wall treatment adopted in the simulation is a low y+ approach.

Figure 5.17: Computational thermal-fluid dynamic simulation: twisted single pitch fluid
domains of the (a) strand-jacket and (b) inter-strand sub-channel, in the case of the HTS
CroCo CICC.

Results The thermal-hydraulic results have been obtained after a careful mesh in-
dependence study and they are reported in figure 5.18. They show both the computed
points for each selected mass flow rate and the best-fit that is used in the simulations
presented in the main text. The expected decreasing and increasing trend for f and
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h respectively is retrieved. However, the comparison with typical correlations with a
suitable hydraulic diameter, e.g. Haaland and Dittus-Boelter correlations [60], confirms
the need for the development of an ad-hoc correlation due to the very peculiar geom-
etry of the sub-channels. Note also that, given the common hydraulic features of the
geometry, e.g., triangular-like cross-section with sharp edges and same twist pitch, of
both sub-channels, it is possible to find a single best-fitting correlation for the friction
and for the Nusselt number. For both, an error bar of ± 10% brackets all the computed
points.

Figure 5.18: Computational thermal-fluid dynamic simulation: (a) friction factor and
(b) Nusselt number correlations derived from the CFD analysis (symbols) of the strand-
jacket and inter-strand sub-channels, compared with those available from literature
(solid lines). The best-fit equations (dashed lines) are also reported.

5.1.3.2 1D model of the CICC

Simulation setup The main geometrical parameters and operating conditions con-
sidered in both 4C and H4C models are reported in table 5.5. The length considered is
sufficient to observe the quench propagation while keeping the computational cost low.

Two cases have been simulated, both inducing the quench through external heating:

1. Case A: all the HTS strands are heated;

2. Case B: just one strand is heated with the same power considered in the previous
case.

The power is injected through a heat pulse whose characteristics are reported in
table 5.5 and it is slightly above the minimum quench energy. It is worth noticing that
the pulse energy is about four times that necessary to induce a quench in an LTS CICC,
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Table 5.5: Geometry, properties and operating conditions of the CICC.

Conductor length (m) 10
Magnetic field (T) 12

Current (kA) 50
Superconductor scaling law From [58]

Inlet temperature (K) 4.5
Inlet pressure (bar) 6
Mass flow rate (g/s) 2.5
Material properties [56]
Heated length (m) 0.1

Heat pulse duration (s) 0.1
Pulse energy (J) 400

such as the ITER Toroidal Field Insert Coil [70]. This agrees with the expectations of
having a much larger minimum quench energy for HTS than for LTS [87].

The mesh of the 1D domains is adaptive following the algorithm proposed in [67],
which refines/coarsens the mesh according to the (moving) quench front position. The
time step is also adaptive according to the rate of change of the solution [67].

The discretization of the cross-section with the H4C is performed assigning one
thermal and electric region at each HTS stack and another to each surrounding copper
profile. One thermal and electric region is assigned to the central Cu rod as well as to
the jacket, see figure 5.19(a). Thus, the thermal and electric regions are 6 + 6 + 1 +1 =
14 in total. Concerning the coolant, a fluid region is assigned to each He sub-regions,
leading to 12 fluid regions. On the other hand, the discretization of the cross-section
implemented in the 4C model is done assigning a single homogenized thermal region
to the HTS stacks and all the surrounding copper profiles. A separate region is assigned
to the jacket and a single fluid region is considered for the He, see figure 5.19.

The thermal resistance values for the copper-copper and copper-steel contacts were
set equal to 0.005 𝑚2𝐾/𝑊 and 0.002 𝑚2𝐾/𝑊, respectively, assuming a contact length
equal to 2 mm and uniform along the length of the conductor. It has been shown that
these interface parameters have a strong impact on the quench evolution, e.g., on the
hot-spot temperature, see [88]. However, they are characterized by large uncertainties,
thus an experimental characterization is envisaged in order to reduce the uncertainties
to allow more reliable estimation on key quantities in quench analysis.

Results In this section, the results of the quench simulated in case A and B with H4C
and 4C are reported and discussed.
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Table 5.6: Models of the CICC cross-section implemented in H4C and 4C.

H4C 4C

Thermal reg.
6 HTS SC
6 Cu profiles
1 jacket

1 Homogenized HTS stack +
Cu

Fluid reg. 12 1
Electric model Transient, 1D Steady, perfect parallel of

resistances
Electric reg. 14 3
Electric interface:
transverse
resistance

Transverse conductance:
10 𝑀𝑆/𝑚 [89]

No transverse resistance

Electric interface:
inductances
(𝜇𝐻/𝑚)

Self: 1.7 [90]
Mutual: 1.3 [90]

No inductive effects

Thermal contact
resistance
(𝑚2𝐾/𝑊 )

Stack-Cu: 0.005 [88]
Cu-SS: 0.002 [88]

Stack-Cu: 0
Cu-SS: 0.002 [88]

Interface between
thermal and fluid
regions

Heat transfer coefficient from
correlation reported in
section 5.1.3.1

Heat transfer coefficient from
correlation reported in
section 5.1.3.1

88



5.1 – CICCs

Figure 5.19: H4C (a) and 4C (b) cross-section discretization adopted for the HTS CroCo
CICC. In (a), the distinction of the different thermal, electric (S#, with sub-regions SC
and Cu) and fluid (C#) regions is shown.

Current The evolution of the current during the quench initiation and propaga-
tion is reported in figure 5.20. Recall that the H4C model can account for current re-
distribution in the different current-carrying elements and models separately the HTS
stack (with its stabilizer) and the surrounding copper tubes.

In case A, the cross-section is uniformly heated, therefore the current and temper-
ature evolution is the same in all the strands. Thus, for symmetry, only strand S1 has
been reported in figure 5.20(a). During the heating, roughly half of the current is shared
from the stack to the surrounding copper tube and the central copper rod. Note that
the central copper rod has a larger (copper) cross-section than the strand equipped with
HTS tapes, thus it has a lower resistance than the other copper tubes. After the end of
the heating, the heat produced by Joule effect in the resistive materials, inducing a con-
tinuous increase of the temperature, leads (after an attempt of recovery at 𝑡 ∼ 2.5 𝑠),
to the full transition to normal state of the HTS stacks at 𝑡 ∼ 6 𝑠.

The comparison with the 4C results, see figure 5.20(b), shows qualitatively the same
evolution, i.e., part of the current is soon transferred from the stacks to the copper and
then on a longer time scale it entirely flows in the copper regions. However, from a
quantitative point of view, the fact that the copper rod has a different (lower) resistance
with respect to the copper tubes is not taken into account in 4C, where the current
flows through a single equivalent copper region. This implies that the resistance, thus
the current and in turn the temperature evolution are slightly different. In particular, a
larger portion of the current flows in the SC region according to the 4C results. Conse-
quently, less current flows in the copper, thus less heat is produced, which in turn has
an impact on the temperature, see the next section.
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As far as Case B is concerned, the effect of a more localized heat deposition is in-
vestigated. In this case, heat is deposited in S1, which loses fast its superconducting
state. In few tens of ms, also S2 (and for symmetry S6) is heated above its 𝑇𝐶𝑆, thus
becoming normal see figure 5.20(c). Nevertheless, strands S3 (and for symmetry S5) and
even more S4 are colder and they are still superconducting. Indeed, the current is trans-
ferred from the quenched strand (S1, S2 and S6) to them, which carry more than 15 kA
each. However, also those strands are being heated by conduction from the others and
the current reaches their critical current, thus current starts to be shared progressively
more with the copper tubes and the central copper rod. In this case, the evolution of
the current, seen from a global point of view, is smoother, see figure 5.20(d), than the
previous case. The current evolution computed by 4C is instead of course the same as
in Case A: its ”homogenized” model of the cross-section does not allow to catch the
qualitatively different (much slower) current evolution, due to the much more localized
heat deposition.

Figure 5.20: Current evolution in selected regions computed by H4C in case A (a) and
case B (c). Comparison of the current evolution computed by H4C (summing all the
contributions in the superconducting and copper regions) and 4C in case A (b) and case
B (d). The values are taken at x = 5 m.
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Temperature The temperature evolution in the middle of the heated region, i.e.,
at 𝑥 = 5 𝑚, is shown in figure 5.21.

The temperature values computed in case A by 4C and H4C are very similar in
the first few seconds of the transient, since the heat deposition is homogeneous on the
cross-section. However, after ∼ 4𝑠, the temperature computed by H4C grow faster
than that computed by 4C. This is caused by the current evolution discussed before in
section 5.1.3.2. Indeed, the portion of the current flowing in the copper according to
the H4C results is larger than that computed by 4C, thus the heat generation is larger,
causing a faster rise of the temperature. This implies larger temperature difference as
the transient evolves. Furthermore, 4C underestimates the temperature by tens of K for
temperature values larger than 150 K, which is not a desirable feature in this kind of
computation.

In case B, on the other hand, since the heat is deposited just in strand S1, its temper-
ature spikes to more than 150 K and slowly decreases due to conduction with the other,
colder, strands. On longer time scales, also the restoring of the He flow contributes
to the decrease of the S1 temperature. The temperature of the strands surrounding S1
increases slowly and according to their location, i.e., S2 and S6 are heated first, then
the central rod etc., see figure 5.21. Of course, the larger the number of the strands, the
slower the heat transmission to the farther strands. This implies also that with a low
number of strands, such as 3, as it is in the sub-sized samples, a simpler model with just
one thermal region could be enough, since in case of localized heating of one strand as
in this case, the others, being always in direct contact with it, will be heated up quite
fast (reducing the temperature gradients), as shown in [9].

In this case of localized heating, a modelling approach as that typically used in LTS
and implemented in 4C shows its limitations. Indeed, it fails in capturing the fast and
large increase of the directly heated strands as well as the slow temperature increase
of the other strands. Even the comparison of the average temperature computed by
H4C with that computed by 4C shows a large discrepancy already after few seconds.
This is caused by the current redistribution that is peculiar of this case: 4C does not
capture the redistribution of the current from the directly heated strand to the - still
superconducting - strands. Thus, it overestimates the heat generation and, in turn, the
increase of the temperature.
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Figure 5.21: Temperature evolution computed at x = 5 m with H4C and 4C in case A (a)
and case B (b).

Voltage The voltage evolution in the two cases is reported in figure 5.22.
In case A, the evolution of the voltage follows that of the temperature increase.

Indeed, the voltage computed by 4C is similar to that computed by H4C in the first
phase of the transient, while, after that, it increases faster according to the H4C results.
This is because the higher the temperature - as discussed in section 5.1.3.2 -, the higher
the copper resistivity, where most of the current flows after the heat pulse.

The voltage increase computed in case B by 4C is the same as the previous case.
However, in this case the voltage computed by H4C increases much slower. This is
caused by the initial redistribution in the superconducting strands which is captured
by H4C rather than 4C. Thus, in the initial phase, i.e., the first 5 s, the current is still
transported by the superconductor, leading to negligible voltage in H4C simulation.

A more quantitative comparison can be performed considering the same voltage,
e.g., 100 mV (which is a typical voltage threshold for quench detection [58], and com-
paring the temperatures computed by the two models. In the case of uniform heating,
the voltage and the temperature are close, as discussed before. In the case of non-
uniform heating, in H4C simulation 100 mV are reached at 13.1 s, when the temperature
reaches 80 K. Thus, 4C is overestimating the temperature in the cross-section while un-
derestimating the local temperature increase of the directly heated strand. This implies
that a more detailed model than 4C is needed to carefully investigate heating scenarios
different from a uniform heating.

92



5.1 – CICCs

Figure 5.22: Voltage evolution computed by H4C and 4C in case A (a) and case B (b).

He speed Comprehensive considerations on the dynamic behavior of the He, in
particular in terms of pressure, would require the model of self-consistent boundary
conditions, e.g., due to the presence of the cryogenic circuit which supplies He to the
conductor. However, even without the modelling of the circuit, it can be possible to
compare the results of the two models in the region close to the heated zone and not
far in time from the heat pulse.

The comparison of the velocity profiles is shown in figure 5.23. It can be seen that
the expected qualitative behavior of the velocity is retrieved by the two models: the
localized heating and the subsequent quench initiation leads to an acceleration towards
the conductor outlet, an almost stagnant region where the heating took place and a
deceleration (up to the inversion of the flow) towards the inlet of the conductor. In
more quantitative terms, in case A, both the acceleration and deceleration in the H4C
results are stronger than in those of 4C. This is caused by the different discretization of
the He cross-section. In 4C, the entire He mass is lumped in one region, therefore the
localized heating produces a less pronounced perturbation in the He flow than in the
H4C results. Recall that, in H4C, each He sub-region is modelled independently, thus
the smaller the He volume, the larger the perturbation in the He flow. The same is true
and more evident for case B, in which the effect of the non-uniform heating is reflected
in the He flow dynamics. The portion of the conductor which is heated is strongly
perturbed, while the region in which the thermal wave is not arrived yet is basically
unperturbed, see figure 5.23(b). This implies also a different (and non-uniform) degree
of pressurization in the He sub-regions and can be seen only with a detailed model
such that implemented in H4C. Moreover, it is worth noting that assuming the perfect
segregation of the He sub-channels is conservative, since it is the worst situation for
the pressurization, because the small volume region pressurizes more than the larger
and they cannot relief their pressure in other (colder or larger) sub-regions.
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Figure 5.23: He speed profiles computed by H4C and 4C in case A (a) and case B (b). The
profiles are taken 60 ms after the end of the heat pulse. The speed profiles in selected
He sub-channels computed by H4C are reported.

5.2 Magnets
The H4C code, initially developed for the analysis of (fast) transients in HTS CICCs,
was then upgraded to deal with the analysis of (fast) transients in HTS magnets.

The necessary upgrade was the implementation of the capability to take into ac-
count inter-conductor heat transfer. This feature is important when large temperature
differences between adjacent turns, layers or pancakes arise, such as during quench
propagation. This was already implemented in the 4C code and it was recently im-
proved to more easily take into account any type (and any detail) of a magnet topology.

In addition to the capabilities already implemented in 4C, from the implementa-
tion point of view, an important improvement to decrease the computational cost of
simulating magnets was implemented in H4C, see Appendix A.

5.2.1 The EU DEMO CS
The aim of the analysis is to study the impact of a very localized defect on the perfor-
mance of the entire coil. This is motivated by the fact that the manufacturing process of
HTS CICC is still not industrialized and it is known that HTS tapes are prone to develop
localized defects since their production. The case study is here the hybrid EU DEMO
CS coil, see [91]

5.2.1.1 Conductor cross-section discretization

The defect(s) are supposed to be in the first layer, which is the most critical (if we focus
on theHTS layers), since it is exposed to themaximummagnetic field. Therefore, a finer
discretization of the cross-section of the conductor in L1 has been implemented, see
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figure 5.24. It has been used the same approach adopted for the KIT CICC, discretizing
each superconducting stack and each copper tube with a separate region, leading to a
total of 7 ⋅ 2 = 14 + 1 region for the central copper core and 1 region for the jacket = 16
electric and thermal regions. For the second layer made of HTS a coarser discretization
has been adopted, since the thermal disturbance is way less strong than in L1. For L3,
which is made by LTS, the typical discretization used for those type of cables has been
implemented.

Figure 5.24: Discretization of the cross-section of the three layers (L1 to L3, from left to
right) of the EU DEMO CS adopted in the H4C model.

5.2.1.2 Simulation setup

The simulation setup adopted is summarized below:

• Current evolution: it includes all the relevant instants of the plasma scenario, see
figure 5.25. The breakdown (BD) is the most crucial part since it features a strong
and fast reduction of the current (roughly 10% in less than 1 s), see figure 5.25(b),
and consequently of the magnetic field, which is mainly self field, (with a ramp
of about 1 T/s), inducing a large power deposition.
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Figure 5.25: Evolution of the current in CS1 during a complete plasma scenario (a).
Zoom on the breakdown phase (b).

• Magnetic field evolution: both its distribution and evolution is given by [92] and
it is reported in figure 5.26(a). Note that the distribution of the field is rather
uniform in each hydraulic channel, see figure 5.27(a).

Figure 5.26: Evolution of the magnetic field amplitude in the first 1000 s of the scenario
(a). Zoom on the magnetic field evolution during the breakdown (b).

• AC losses: so far, AC losses in HTS CICC are still under investigation both numer-
ically and experimentally. Therefore, for the time being, some reference values
are used which will need to be updated as soon as more realistic values are avail-
able. In these simulations, only the coupling losses are taken into account. They
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have been computed according to:

𝑃 (𝑥, 𝑡) = 𝑛𝜏
𝜇0

⋅ 𝐴𝑠𝑡𝑎𝑐𝑘 ⋅ (
𝑑𝐵(𝑥, 𝑡)

𝑑𝑡 )

2
(5.9)

where 𝑛𝜏 = 75𝑚𝑠, 𝜇0 = 4𝜋 ⋅ 10−7𝐻/𝑚, 𝐴𝑠𝑡𝑎𝑐𝑘 is the stack cross-section, 𝐵(𝑥, 𝑡) is
the magnetic field. This leads to a heat deposition of roughly 27 W/m during the
0.8 s of duration of the breakdown. For comparison, the subsequent current (and
field) ramp induces 1.4 W/m.

• Inlet and outlet pressure are set to 6 and 5 bar, respectively.

• Inlet temperature is set at 4.5 K.

• Defect: the presence of a defect is approximated considering a localized drop
of the critical current, see figure 5.27(b). Different levels of defects have been
investigated, including the case of no defects in order to have the reference of the
nominal (expected) performance. The results of the nominal performance are in
line with those presented in other analyses [93].

• Quench detection and current dump: in case of quench, the voltage threshold for
the detection is set to 0.1 V and the (exponential) current discharge time constant
is assumed to be 15 s.

Figure 5.27: Distribution of the magnetic field along the hydraulic channel in L1 at t =
500 s (before the breakdown) (a). Distribution of the normalized critical current density
around the defect for the different defects considered (b).
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5.2.1.3 Results - Plasma burn

In this section, the impact of the defect on the nominal performance of the conductor
is investigated.

Current evolution The evolution of the current in the location of the defect is re-
ported in figure 5.28(a). It can be noticed that depending on the entity of the defect, the
current redistributes accordingly during the current ramp up, reaching in the damaged
strand a steady value that is compliant with the defect itself. Notice that the current
reaches a plateau even if the total current is still ramping up.

Figure 5.28: Evolution of the current in the damaged strand (a) and in the (undamaged)
strand close to the damaged one (b) for the different levels of defect considered.

This hints that other strands are carrying more current with respect to what they
do during normal operation. This is indeed represented in figure 5.28(b): the evolution
of the current in the strand adjacent to that with the defect shows that the larger the
defect, the higher the current carried by the adjacent strand. This has of course a direct
impact on the (local) temperature margin of the single strands, see next section. It is
worth noticing also that in the case of 99 % defect, the current in strand 2, i.e., the strand
adjacent to that with the defect, approaches the critical current, which is 8.4 kA for each
strand at 4.5 K and maximum field, i.e. just before the breakdown. Indeed, it reaches
8.2 kA showing a sort of saturation. This is because the conductor is warmer than 4.5
K, thus the critical current is lower than 8.4 kA, see the discussion on the temperature
margin below.

Temperaturemargin In this section, the temperature margin evolution is discussed.
The focus is on the breakdown, since the minimum margin is reached there. The tem-
perature reached by the conductor during the BD is basically the same for all the cases
investigated, i.e., the entity of the defect does not affect the temperature rise, see figure
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5.29(a). This is expected, since the thermal properties as well as the power deposition
does not depend on that, except the case in which the defect does not lead to a quench,
see below.

In order to understand the evolution of the temperature margin, it is useful to ana-
lyze the evolution of the conductor temperature and of the current sharing temperature
separately, see figure 5.29(b). Recall that at t = 500 s, the magnetic field and the cur-
rent are at their maximum, thus leading to the minimum current sharing temperature.
The BD lasts from t = 500 s to t = 500.8 s, during which a large power is deposited in
the conductor, thus leading to a fast and large increase of the conductor temperature,
see again figure 5.29(b). However, during the breakdown the current and the magnetic
field in the conductor are decreasing, thus, while the conductor temperature increases,
also the current sharing temperature increases. The minimum value of the temperature
margin is then a trade off between the increase of the conductor temperature and the
increase of the current sharing temperature.

Figure 5.29: Evolution of the conductor temperature during the breakdown for differ-
ent levels of defects (a). Evolution of the current sharing temperature and conductor
temperature in the undamaged strand during the breakdown (b).

Furthermore, the temperature margin in the strands of L1 is strongly non-uniform,
see figure 5.30. This is the direct consequence of the strong non-uniformity of the cur-
rent distribution in the conductor cross-section. Indeed, since strand #1 carries less
current, it has a larger temperature margin, even though its critical current is locally
lower. The other strands, featuring all the same - nominal - critical current, have a tem-
perature margin which depends on their position with respect to the damaged strand.
Indeed, strands #2 and #7 are the closest, thus carrying more current than any other
strand in that portion of the conductor. Consequently, their temperature margin is 1
K lower than the other non-damaged strands throughout the plasma burn. Therefore,
in case of the presence of a defect, the minimum temperature margin is non-uniform
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within the cable cross-section and it is reached in the strands closer to the damaged
strand since they carry more current than all the others.

Note that by symmetry the behavior of SC2 equals that of SC7, SC3 that of SC6 and
SC4 behaves as SC5. The temperature margin is the strands far from the damaged one
is higher and very similar. The margin in SC3 (and SC6 for symmetry) is slightly lower
than in SC4 and SC5 because they carry slightly more current.

Figure 5.30: Evolution of the temperature margin during the breakdown in all the stacks
in case of 50 % damage. The numbering follows that represented in figure 5.24.

The comparison of the temperature margin in the strands where the minimummar-
gin is reached is plotted in figure 5.31. First, the minimum margin in case of no defects
is reached at t = 500.4 s and it is equal to 5.4 K. This means that in the first part of the BD,
the increase of the conductor temperature is stronger than the increase of the current
sharing temperature, thus leading to the minimum temperature margin.

It can be noticed that the minimum margin is strongly affected by the presence of
a defect: the margin decreases by 2.5 K going from a non-damaged strand to a case in
which the damage leads to a decreases of 50 % of the critical current, by other 2.3 K for
a 75 % damage and a further 1.7 K decrease in case of a completely damaged strand. In
this last case, the temperature margin in SC2 (and for symmetry in SC7) is lower than 0,
meaning that the current has reached the critical value and the conductor temperature
is larger than the current sharing temperature. Nevertheless, the conductor manages
to recover from the current sharing status since only two strands have a negative tem-
perature margin and the current can effectively redistribute - on longer time scales - to
the other strands. However, it is clear that the impact of a very localized defect (few
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cm in one strand) deteriorates a lot the conductor performance and can quickly lead to
current sharing even during nominal operation.

Figure 5.31: Evolution of the temperature margin during the breakdown in the undam-
aged strand (close to the damaged one, where the minimum margin is reached) for the
different levels of defect considered in the analysis.

5.2.1.4 Results - Quench

In this section, the results of a quench propagation caused by the normal operation, but
with two strands (S1 and S2) damaged to 75 % are presented. The evolution of all the
quantities discussed below is taken at 𝑥 = 𝑥𝑑𝑒𝑓𝑒𝑐𝑡, where the maximum temperatures
and strong current distribution take place.

Voltage and current From the evolution of the voltage in L1, see figure 5.32(a), the
quench is detected at t = 502.8 s, that is after the breakdown and during the plasma
current ramp up phase, see figure 5.33. Therefore, the breakdown phase causes the
large energy deposition, as discussed above, and, since the current and magnetic field
are still close to their maximum values, the quench starts even if the heat deposition
has dropped to 1.4 W/m.
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Figure 5.32: Evolution of the voltage across the layers L1 (a) and L3 (b). The times of
quench detection and current discharge are represented by the vertical dashed-dotted
red and blue lines, respectively.

Figure 5.33: Evolution of the imposed total current (a) and zoom of the breakdown,
beginning of the plasma current ramp up and current dump (b). The times of quench
detection and current discharge are represented by the vertical dashed-dotted red and
blue lines, respectively.

The current evolution in the different stacks of L1 is shown in figure 5.34. Note that,
for symmetry, the behavior of S1 and S2 is the same, as well as that of S3-S7 and S4-
S6, according to the numbering shown in figure 5.24. It can be noted that the damage
of S1 (and S2) leads S3 (and S7) to operate close to their critical current once the total
current is reaching its maximum value, i.e. at t = 500 s. Indeed, the increase of the
current carried by S3 stops at ∼ 8.5𝑘𝐴, but the total current is still increasing, thus the
remaining part of the current, which is not carried by S3 and S7, starts to be carried by
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S4 (and S6) and S5. This is visible in figure 5.34 where the increase of the current in
those strands is no more linear after S3 and S7 saturate at their critical current.

Figure 5.34: Evolution of the current in the HTS stacks of selected strands, in the copper
core and in the jacket (a). Zoom on the interval around the quench detection and current
dump (b).

Therefore, the margin distribution, in terms of current to critical current, at the
beginning of the breakdown is critical, because 2 of the 7 (S3 and S7) strands are at their
critical current, other 2 (S1 and S2) are damaged and they cannot carry more current
than 2.3 kA, see the black curve in figure 5.34 and the remaining 3 (S4, S5 and S6) are
carrying more current than their nominal value.

The consequence is that the heat deposition caused by the breakdown is too large
with respect to the energy margin left in these conditions. Indeed, the current redistri-
bution starts at t = 500.5, when the current carried by all the stacks decreases and the
current in the respective stabilizer starts increasing, see figure 5.35 as well as in the cen-
tral copper core, see the orange curve in figure 5.34(b). A portion of the current starts
flowing also in the jacket, which is typical during quenches and it was also observed in
LTS CICC quench simulations and experiments [71].
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Figure 5.35: Evolution of the current in the copper profiles of selected strands in the
interval around the quench detection and current dump.

Temperature The maximum temperature during the quench propagation is reached
in the copper core, while in the stacks the temperature reaches ∼ 140𝐾, see figure
5.36(a), which could be acceptable, even though there is a strong uncertainty on the
AC losses generated in these kind of conductors, thus it could also be underestimated,
since during the current dump the power deposited by the AC losses is comparable to
that deposited during the breakdown (∼ 25𝑊 /𝑚 at the beginning of current dump and
∼ 27𝑊 /𝑚 during the breakdown).

It can be seen from figure 5.36(b) that the non-uniformities in the cross-section
in terms of 𝐽𝐶, leads to a strongly non-uniform current distribution throughout the
quench propagation, which in turn leads to a non-uniform temperature distribution
in the cross-section. These non-uniformities, from the temperature point of view are
large in the first seconds (up to around 30 K between adjacent strands, e.g., S4 and
S3) and they tend to disappear after roughly 10 seconds from the onset of the quench.
These behavior could lead to thermo-mechanical stresses, which could impact on the
stack performance, as already highlighted in the quench simulations of the HTS ENEA
CICC.
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Figure 5.36: Evolution of the temperature of the HTS stacks of selected strands, of the
copper core and of the jacket (a). Zoom on the interval around the quench detection
and current dump (b).

The strong heating due to quench propagation in L1 leads to the heating, coming
from the corresponding jackets, of L2 and then L3, see figure 5.37. This behavior is
expected, since it happens also in LTS magnets. In this case, however, a quench in L1
could lead to a quench (at low current) in L3, which is wound with a ”classical” 𝑁𝑏3𝑆𝑛
conductor, thus featuring a much lower 𝑇𝐶𝑆 with respect to L1 and L2. This is indeed
confirmed by the voltage traces reported in figure 5.32(b), where a voltage increase is
present at t = 547 s, when the voltage in L1 is already monotonically dropping, but the
total current is still 2.3 kA, thus possibly leading to quenches in the LTS layers.
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Figure 5.37: Evolution of the temperature of the jacket of layers L1, L2 and L3.
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Chapter 6

Conclusions and perspective

The H4C code, devoted to the simulation of fast transients, such as quench, in High
Temperature Superconducting (HTS) Cable-In-Conduit Conductors (CICCs), has been
developed and applied to the most advanced conductor design and to the analysis of
quench in an HTS magnet.

The development has been driven by the need for a more sophisticated modelling
strategy in HTS than in Low Temperature Superconducting CICCs, which has been
highlighted by both qualitative and quantitative assessments.

The qualitative assessment, based on dimensionless parameter analysis, comparing
the typical LTS and HTS conductor time and space scales, showed that the underlying
assumptions typical of LTS thermal-hydraulic (TH) and electric modelling tools are not
suitable in case of fast transients in HTS conductors.

In order to find a suitable modelling strategy for HTS conductors, detailed electro-
thermal models of the cross-sections of the two most successful HTS CICC designs,
i.e., those based on slotted-core or on twisted-stacked tapes in round copper strands
have been developed. These detailed models showed the need of a finer discretization
of the cross-section than that typically adopted in LTS CICC TH modelling, i.e. the
cross-section needs to be lumped in more than just two thermal and fluid regions and
an electric model that takes into account transverse resistances is needed. Indeed, the
different geometry and material properties of HTS with respect to LTS CICCs lead to
a build up of temperature gradients and/or current non-uniformities in the conductor
cross-section.

Following the results coming from the quantitative assessment, the 1D model de-
veloped in this thesis, named H4C, features the possibility to use an arbitrary number
of thermal, fluid and electric 1D regions (along the axis of the conductor). The num-
ber of 1D regions is determined by the lumping strategy of the cross-section, which, in
turn, depends on the conductor under analysis. This gives the flexibility needed for the
modelling of HTS CICCs. Detailed models are however essential in order to find the
best trade-off in the number of regions to be used in the model of a specific conductor.
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In order to prove the reliability of the new conductor model, the standard verifica-
tion and validation procedure has been followed. The code verification was successful
and the preliminary validation performed on the quench experiments recently carried
out in SULTAN showed encouraging results.

This allowed a wide range of applications of the newmodel. First, the quench analy-
sis of the KIT CICC design proposal has been performed, comparing the results obtained
simulating the quench using the LTSmodelling approach against the new, more detailed
approach. It was shown that the former was not able to catch the evolution of funda-
mental quantities, e.g., the voltage rise and the hotspot temperature, especially in case
of localized heating. Then, the conductor model of the slotted-core concept proposed by
ENEA was developed and the quench analysis of the HTS insert to be used in DTT has
been performed, showing that the foreseen quench protection strategy, which is suit-
able for the LTS magnets, needs to be revised for the HTS insert. Also, a very detailed
model of the sub-sized ENEA conductor sample has been developed, in order to support
the design of the diagnostics foreseen in the upcoming quench tests in SULTAN. The
model has been also used to understand the mechanism of current redistribution during
the quench, in case it is induced by ramping up the coolant temperature, as planned in
SULTAN.

Eventually, the conductor model has been upgraded in order to simulate an entire
magnet, featuring both HTS and LTS layers, as foreseen in one option for the EU DEMO
CS. In this case, the impact of a defect in one or more strands of the first (HTS) layer
has been investigated. It was shown that, during normal operation, i.e., plasma burn,
a smaller temperature margin is obtained as the damage becomes more severe, up to
the point of inducing a quench. Thus, the quench simulation is carried out, showing
that also in this case, for several seconds during the initial phase of quench propagation,
large temperature differences and current non-uniformities are present in the conductor
cross-section as a consequence of the localized defect. Also, it was shown that the
quench of the first (HTS) layer can lead to a quench in the third layer at low current,
which is in turn the first equipped with LTS.

In perspective, the validation of the conductor model will be improved and extended
to the other conductors that have been tested, together with the conductors featuring
different designs which will be tested soon.

The magnet model will be reliably used to assess the performance of the EU DEMO
CS, as different (HTS) conductor concepts are being proposed for that magnet.

The magnet model will be also employed to explore different magnet protection
strategies, as well as to investigate different scenarios in which a quench can initiate.
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Appendix A

Code parallelization

The code parallelization was implemented through OpenMP [94]. This is just a first at-
tempt to parallelize such calculation, thus the starting point was from a shared-memory
approach.

The easiest starting point was to parallelize the calculation of transients in magnets.
This is straightforward since the solution is computed independently for each hydraulic
channel in each time step. Thismeans that the solution of each time step in each channel
can be performed by a given thread. In this way, ideally, the computational cost of the
solution of a transient in a magnet featuring N hydraulic channels is the same of a
single channel solved with the same strategy, e.g., same mesh and time step of those
adopted for the simulation of an entire magnet.

The expectation is of course ideal, because there are anyway serial operations to be
performed, such as the production of the output, which is proportionally larger for the
simulation of a magnet than for a single conductor.

Figure A.1 shows the impact on the performance with and without the complete I/O
of the code. The overhead introduced by the output to the disk is very large. Indeed,
a clear assessment of the impact of the parallelization can be performed without the
output. In this case, the speedup is even slightly better than ideal - most probably due
to the oscillation on the CPU occupation during the simulation in serial. The evident
impact of the parallelization almost disappears when the output is switched on. There-
fore, it is fundamental to tune and reduce as much as possible the output production to
gain the most from the parallelization.
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Figure A.1: Speedup of the simulations of the DEMO CS with and without I/O and
varying the number of processors. The ideal speedup is also reported as reference.
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Appendix B

Other activities carried out during
the PhD

During my PhD I had the opportunity to contribute to other activities performed within
the NEMO group (www.nemo.polito.it). Here I provide a brief summary of those activ-
ities.

B.1 CSM
I contributed to the predictive and interpretive thermal-hydraulic analyses, performed
with the 4C code, of several transients (cooldown, current sharing temperature test,
quench propagation following a current sharing temperature test, effect of AC losses) of
interest for the tests of the ITER Central Solenoid Modules, see the co-authored papers
on this topic [95], [96], [97].

B.2 DTT
I collaborated to the 4C analysis of several magnet sub-systems and transients of the
Divertor Tokamak Test facility. Those analyses supported and are currently supporting
the design of the DTTmagnets. The papers I co-authored in this topic are the following:
[98] and [99].

B.3 DEMO
I co-authored several works on the analysis of EU DEMO (LTS) magnets, using the 4C
code, in both normal and off-normal operating conditions [100], [101], [102], [53].
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Other activities carried out during the PhD

B.4 CFD analyses
I contributed to the detailed 3D CFD analysis of high heat flux components [103], acci-
dental scenarios in the vacuum vessel [104], possible optimization of the cooling of in-
vessel components [105]. I also took part to benchmarks which are useful to strengthen
the knowledge on CFD modelling [106].

B.5 HTS Current Leads
I contributed to the thermal-hydraulic modelling of HTS current leads and in particular
to the validation of the computational tool employed at KIT for these devices [107],
[108].
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