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Abstract

This thesis explores the topic of optical transmission and networks, addressing the
challenges and trends in future optical communication systems. The development of
solutions that can support the continuous growth demanded from optical networks
are an extremely important issue, due to the increasing of digital services and
applications, 5G deployment and many other factors, which are contributing to stress
the actual infrastructure to its limit. The first chapter provides an overview of the
advancements in optical transmission technology during the past 50 years, from the
first systems providing capacity of dozens of Mbps to the most recent ones, with
provide transmission capacity of several signals of hundreds Gbps each. Moreover,
we identify the key challenges faced by optical networks and discusses the emerging
trends that shape the future of optical transmission.

The second chapter focuses on the modeling of the physical layer in optical
line systems (OLSs), which compose the optical networks. This chapter delves
into the detailed information about the components that constitute the OLS, e.g.
fibers, transceivers, and amplifiers. The optical network architecture is also explored,
encompassing topics such as geographic optical network structure, software-defined
networking (SDN), disaggregated networks, and finally the optical network transport
model. This chapter also discusses the concept of multi-band transmission (MBT)
systems, technology which focus on increase the fiber spectral bandwidth used for
transmission, elucidating their benefits and challenges.

In the third chapter, we investigate the launch power in MBT systems topic.
Firstly, we analyze the impact of launch power on the quality of transmission (QoT)
for this scenario. Then, we explore the strategy of tilt/offset with a brute-force
approach to optimize the launch power. Additionally, we propose the application of
a genetic algorithm (GA) to refine this strategy, aiming to reduce the computational
effort while improving the performance of the system. We shown that, besides the
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fact that increasing the fiber spectral usage for increase the number of transmitted
channels, the launch power optimization can mitigate the impairments raised by this
scenario.

Moving forward, the fourth chapter focuses on the upgrade and design of multi-
band optical networks. We start by evaluating the impact of incorporating different
spectral bands, considering their effects on existent systems performance, as well
as the capacity increasing provided by this upgrade. Furthermore, we propose
a network design specifically for the C+L+S band system, with the objective of
achieving comparable performance to the C-band system while minimizing the
incremental costs.

Finally, in the fifth chapter, we present the conclusions drawn from our research.
We summarize the findings from each chapter, highlighting the advancements made
in MBT systems and their implications for future network design and optimization.
We think that this thesis provides valuable insights into the evolution of optical
transmission, modeling techniques, and optimization strategies, offering guidance
for the development of efficient and cost-effective multi-band optical communication
networks in the future.
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Chapter 1

Introduction

In a world growing more connected and relying on technologies that requires an
increasing data traffic exchange, optical networks are essential to support that demand.
In this thesis, we present our novel contributions in the context of modelling and
evaluation of ultra-wide band (UWB) systems in optical networks. Particularly,
we report our results regarding UWB input power optimization going beyond C+L
systems. Moreover, we present an optical network design analysis applied to the
UWB context, showing the requirements in terms of costs for the deployment of
such systems, with comparable performance as the nowadays C-band systems.

This thesis is organized as follows: In Chapter 1 we describe the optical com-
munication and network development, from the first installed systems to the most
advanced ones. Moreover, we present the main research topics, which represents the
possible solutions for future optical network technologies. Next, the optical trans-
mission modelling is described in Chapter 2. The main components and their effects,
which take place in this type of transmission, are presented in details. Moreover, a
briefly overview of the optical networks hierarchy, softwarization and disaggregation
concepts are shown. Finally, Chapter 2 describes in details the opportunities and
challenges of UWB transmission systems, highlighting the differences from conven-
tional C-band systems. In Chapter 3 is presented the first set of published results
carried out during our work, tackling the problem of launch power optimization
applied to UWB systems. In this chapter, we start by evaluating the impact of launch
power in systems performance and later we shown our results, applying for each
spectral band a different tilt and offset, using two different strategies, in order to
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maximize system performance. Chapter 4 starts by modelling a potential network
upgrade using a specific amplification type, providing a capacity increasing with
minimum impact on systems already in use. Later we showed a comparison between
two possible bands upgrades, analyzing also their impact, in both OLS and network
levels. Finally, is presented a optical network design algorithm for UWB, showing a
tradeoff between capacity and overall network costs. Finally, in Chapter 5 we report
our main conclusions.

1.1 Evolution of optical communications and networks

The history of optical communications can be traced back several centuries, with
significant milestones and developments shaping the field. Early experiments in
optical signaling involved the use of semaphore systems, which relied on visual cues
to transmit messages over long distances. One notable figure in this era was Claude
Chappe, who developed a network of optical telegraphs consisting of towers with
movable arms that could convey messages across vast distances. The first system
developed by the French engineer, between the cities of Paris and Lille with distance
of 230 km, was able to transmit a complete message in less than a hour, a remarkable
duration for that period [34].

The true breakthrough in optical communications base on fiber transmission
came mainly with the advent of two elements in the 1960’s. The first one was the
invention of the laser, an acronym for Light Amplification by Stimulated Emission
of Radiation, build for the first time in 1960 at Hughes Research Laboratories based
on the work of A. L. Schawlow and C. H. Townes [35]. The second breakthrough
came with the advent of optical fibers. In the beginning, researchers did not believe
that fibers could be used for optical transmission due to the higher losses of such
elements. This changed when the idea, based in Charles Kao’s pioneering work on
the transmission of light in fibers which earned him a Nobel Prize in 2009, of fibers
with losses bellow 20 dB/km were possible to be fabricated, if the impurities of the
silica glass were removed. This loss was archived in 1970 at Corning Glass Works,
making the fiber low-loss and high-bandwidth characteristics ideal for transmitting
light signals over long distances. Afterwards, fiber losses achieved values of around
1.0 dB/km operating in the region of 1300 nm. Finally, in 1979 the NTT Ibaraki
Electrical Communication Laboratory achieve the close to limit loss of 0.2 dB/km at
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1550 nm [36], showing the superiority of optical fibers over traditional copper-based
communication systems in terms of bandwidth, signal quality, and resistance to
electromagnetic interference.

The introduction of the first commercial fiber optic communication systems,
known as first generation, occurred in the 80’s. These systems operate near the
800 nm region using GaAs semiconductor lasers with bit rate up to 45 Mbps, requi-
ring repeaters after 10 km. Next, systems started to use the region of 1300 nm, due
to the lower losses and minimum dispersion of that region. This second generation
of optical systems became available in the early 80’s with bit-rate up to 100 Mbps
for multimode fibers and up to 2 Gbps for single-mode fibers, with repeaters spacing
around 50 km. The third generation of optical systems operate in the region of
1550 nm, as this region is where fibers presents the lower attenuation window [37].
In contrast, this region presents a large fiber dispersion, causing the spread of the
laser pulse, factor in which conventional InGaAsP semiconductor lasers could not
work properly. The solution proposed was the usage of dispersion-compensating
fiber (DCF), presenting the minimum dispersion around that wavelength, as well
as limiting the laser spectrum to a single longitudinal mode [34]. Combining these
solutions, commercially optical systems operating at 1550 nm started to be deployed
with bit-rate up to 10 Gbps with repeaters spread between 60 and 70 km apart.
Following that, two main advances were important to the development of the fourth
generation of optical systems. The first one was the application of wavelength-
division multiplexing (WDM), approach that can multiplex several signals generated
by different sources, each signal using a specific frequency, into a single comb to
be transmitted together over the fiber [38]. WDM grown up from less than 10 to
more than 100 channels at the time, and it is still used in modern optical networks.
Even with higher spectral usage provided by WDM, the requirement of periodic
repeaters was a drawback in optical systems. These repeaters were used to apply
the optical-electrical-optical (O-E-O) regeneration, requiring a high electrical con-
sumption and large number of equipment. The development of erbium doped fiber
amplifiers (EDFAs) overcome this constraint, providing optical amplification without
the requirement of O-E-O. These devices were composed by a fiber doped with the
rare earth element erbium, which is pumped to an excited state, being capable to
perform the amplification of multiple signals at many frequencies simultaneously.
The commercially available optical systems using both WDM and EDFA started
to be deployed in the beginning of the 90’s, achieving the remarkable distance of
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21000 km at 2.5 Gbps per channel [39]. This advance allowed intercontinental trans-
mission using submarine cables and supported the Internet develop, with the first of
these systems being deployed in middle 90’s. The fifth generation was introduced
with the deployment of more complex modulation schemes like quadrature amplitude
modulation (QAM), which were able to modulate the signal in amplitude, phase
and polarization. Moreover, the DCF were replaced by standard single-mode fibers
(SSMFs) operating in C-band, as the receiver was capable to digitally compensate
the dispersion through digital signal processor (DSP) [40]. Finally, the development
of reconfigurable optical add-drop multiplexers (ROADMs) transformed the optical
networks from point-to-point connections to a fully optically transparent systems.
These devices enabled signals between source and destination to be transparently
routed through several optical nodes, increasing the flexibility of such systems, lead-
ing to faster network speeds, reduced latency, and improved energy efficiency. This
optical systems generation scale up from 10 to up to 400 Gb/s per channel, showing
a huge capacity increasing provided by optical networks [41].

1.2 Challenges and trends of optical networks

The continuous increase in traffic demand [42] has become a significant challenge
in the field of telecommunications. The deployment of 5G networks has introduced
a new era of connectivity, enabling high-speed wireless communication, ultra-low
latency, and massive device connectivity [43–45]. This technology has unlocked new
possibilities, including autonomous vehicles, smart cities, and Internet of Things
(IoT) applications. However, the deployment of 5G networks has also led to a
surge in data traffic, requiring robust infrastructure and network capacity to handle
the massive volume of data generated by 5G-enabled devices. Moreover, data
center interconnection is another key driver of increasing traffic demand [46]. As
organizations increasingly rely on cloud-based services, the demand for data centers
and their interconnection has skyrocketed. These data centers serve as hubs for
storing, processing, and delivering vast amounts of data. As a result, data center
operators are continually expanding their infrastructure and upgrading their networks
to cope with the escalating demand for interconnection services. Finally, the growth
of IP traffic [42], driven by the increasing use of digital services and applications,
has further fueled the demand for network capacity. The proliferation of video
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streaming, social media platforms, e-commerce, and cloud-based services has led to
an explosion in IP traffic. This surge in data requires robust and scalable networks
capable of handling the ever-increasing bandwidth requirements. Network operators
are continually investing in upgrading their infrastructure, deploying advanced
optical technologies, and optimizing their routing and switching architectures to
accommodate the surge in IP traffic.

To cope with that traffic demand, several technologies are being applied or being
developed in order to increase optical systems capacity. Advanced DSP techniques
can compensate for several transmission impairments, such as chromatic dispersion
(CD) and polarization-mode dispersion (PMD) among others [40]. Additionally to
that, more efficient modulation formats using probabilistic shaping (PS) can bring
fiber transmission capacity even closer to the theoretic Shannon limit [47–49]. Com-
bining these aspects with flexible rate transceivers, system are being commercially
available providing capacity up to 800 Gbps per channel [50]. Another development
is the spatial-division multiplexing (SDM) technique [51, 52], applying multi-core,
multi-mode and/or multi-fibers, in order to increase the number of network channels
per link. These technique is based in parallel systems, expanding the channels
cardinality based on the number of fiber, modes or cores. Nowadays, only multi-fiber
SDM is commercially available, as it is based on already mature technology of C-
band systems. SDM based on core or modes are still in research stage, with several
field trials providing great potential [53, 54] as long-term solution, as it will require
the upgrade of the whole fiber infrastructure already installed. In recent years, the
possibility to transmit beyond C-band gained attention in both academia and industry,
called UWB, band-division multiplexing (BDM) or MBT [55]. This technique is
already commercially available, expanding the used bandwidth to C+L-bands, from
4.8 THz (C-band) to 9.6 Thz, doubling the fiber capacity [56]. Furthermore, MBT
could achieve even higher spectral usage, as the SSMF bandwidth presents a low-loss
window of more than 50 THz, going from U- to O-bands, presenting a huge spectral
potential. MBT systems are the main topic os this thesis, focusing on the benefits and
challenges provided by this approach, which will be described in details in Chapter 2.



Chapter 2

Physical layer modelling, optical
network architecture and multi-band
systems

In this chapter, we introduce the fundamental concepts of modern optical trans-
mission systems, which are based on WDM with dual-polarization (DP) coherent
technologies. We start by listing the main components of these systems, describing in
details how they operate. Next, we detail all the physical impairments raised by these
components during the optical transmission, focusing on the assumption that WDM
optical data transport can be simplified by approximating transparent lightpaths as DP
additive white and Gaussian noise channels [57]. Next, in Section 2.2, is presented
the details of optical network architectures. In this section, three main concepts are
described: (1) firstly is presented a generic overview of the geographic hierarchy
of optical networks nowadays; (2) secondly, we tackle the concept of SDN, which
among other things provides a decoupling of the control plane from the date place,
as well as enabling programmability for network application development [58], and
(3) finally we describe the idea of network disaggregation, enabling interoperability
between network elements, possibly from multi-vendors. In the last section, the
main concepts of UWB optical networks [55] are presented, describing the main
differences regarding transmission modelling as well as component requirements for
the deployment and usage of these systems.
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Fig. 2.1 Illustration of an OLS and its main components.

2.1 Optical transmission modelling

In Figure 2.1 is presented a OLS schematics, composed by several devices. First,
most left part of the Figure 2.1, are the N transmitters, which are responsible to
convert the electrical signal to the optical domain in order to transmit over the
optical fibers. Details of this procedure are presented in Section 2.1.1. All the
signals, each one using a different frequency, are then multiplexed, as already
mentioned in Section 1.1. After multiplexing, the signals are routed through a
ROADM node, which usually connect several fibers. After pass the ROADM, a
sequency of amplifiers and fiber follows, with the formers being responsible to
compensate for the signal degradation (described in Section 2.1.3) and the later
responsible for carrying the signal over a fixed distance (described in Section 2.1.2).
At the last part of the transmission, the signals are routed to other fibers (connected
to the last ROADM) or demultiplexed and sended to the N receivers, in order to be
converted to digital domain.

2.1.1 Coherent Transmitter/Receiver

Modern optical transmitters apply the coherent multi-level modulation format trans-
ceivers, in which both the in-phase (I) and quadrature (Q) components of each of
two orthogonal polarizations (X and Y) of an optical carrier are modulated. Fig-
ure 2.2a presents the basic structure of this device, composed by the a laser source,
polarization beam splitters (PBSs) and Mach-Zehnder modulators (MZMs). The
PBSs are responsible for separate the laser beam into vertically and horizontally
polarized beams. For each polarization, both I/Q components are modulated. Finally,
the both polarizations are combined by a PBS. By proper tuning the laser frequency,
we can transmit the signal centered in frequency ( f ), being able to use the WDM
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Fig. 2.2 Structure of coherent (a) transmitter and (b) receiver.

technique to transmit several channel together [40]. The receiver side, shown by
Figure 2.2b, is composed by a PBS applied to the incoming signal, again splitting
it in both polarizations [59]. Each polarization is mixed with a reference optical
carrier, that is provided by an optical local oscillator (OLO), by a 90o optical hybrid.
The optical hybrid is a passive optical device that consists of two primary input
ports and four output ports. It is constructed using 3 dB couplers and a 90o phase
rotator. At the output of the optical hybrid, each two pairs of electric fields compo-
nents are combined by balanced photodetectors (BPDs), producing the in-phase an
quadrature components of each polarization. The fours components are sent to an
analog-to-digital converter (ADC) and later to the DSP [40]. The latter is composed
by several stages, responsible for recovering the phase and amplitude of the signals,
as well as perform impairment compensation, such as chromatic dispersion and the
polarization-mode dispersion [60].

2.1.2 Fiber impairment modelling

Fiber attenuation

In optical transmission systems, attenuation is a fundamental propagation effect that
leads to a linear reduction in the power of the light propagating through the fiber.
It is caused by several factors: the Rayleigh scattering, the violent and infra-red
absorption, the OH-ion absorption peaks at approximately 1.25 and 1.39 µm, and the
absorption due to phosphorous within the fiber core [61]. The attenuation of the fiber
is fully characterized by an attenuation coefficient (α), usually given in dB/km [34].
It is important to note that attenuation is not constant across all frequencies and can
vary with the frequency of the transmitted light. Hence, when dealing with a wide
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range of frequencies, as it is used in WDM transmission, it becomes necessary to
consider attenuation as a function of frequency, denoted as α( f ). The power at the
output of the fiber (after propagation) is given by:

Pout( f ) = Pin( f )e−2α( f )Ls (2.1)

where Pin and Pout represents the input and output powers, respectively, for channel
centered in frequency f , while Ls is the fiber length.

Chromatic dispersion

Chromatic dispersion is a well-known phenomenon in optical transmission systems.
It refers to the broadening of optical pulses as they propagate through an optical fiber
due to the wavelength-dependent refractive index of the medium [34]. This dispersion
can lead to pulse spreading, limiting the achievable data rates and transmission
distances [62]. The effect of chromatic dispersion can be mathematically described
by expanding the propagation constant using a Taylor series. The propagation
constant, denoted as β , represents the phase constant of the optical signal and is a
function of the angular frequency ω . Presenting the Taylor expansion of β provided
in [34] in frequency, in which ω = 2π f , we obtain:

β ( f ) = β0 +2πβ1( f − f0)+2π
2
β2( f − f0)

2 +
4
3

π
3
β3( f − f0)

3 (2.2)

in which f0 is the reference frequency of the Taylor expansion. Equation 2.2 describe
the frequency components propagate at different speed within an optical channel.
β0 represents a phase shit and β1 represents a propagation delay. These parameters
do not affect the QoT, remaining β2 and β3 responsible for pulse broadening called
group-velocity dispersion (GVD), consequently having a potential impact in QoT.
β2, given in ps2/km, represents the GVD parameter and it is related to the actual
dispersion parameter D as:

β2( f ) =− c
2π f 2 D( f ) (2.3)

where c is the speed of light in vacuum. The dispersion parameter D (ps/(nm ·km))
determines the magnitude and sign of chromatic dispersion. Positive dispersion (D >

0) causes longer wavelengths to propagate slower than shorter wavelengths, resulting
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in pulse broadening. Conversely, negative dispersion (D < 0) leads to shorter wave-
lengths traveling slower, resulting in pulse compression. In practical applications,
fiber manufacturers provides the D parameters within fiber data sheets. Finally, based
on [34], the third order term β3 is related to the dispersion slope S and is given by:

β3( f ) =
c

2π f 2 S( f )− 2 f
c

β2( f ) (2.4)

In practical applications, however, fiber manufacturers provide only S0 in ps/(nm2 ·
km) for the zero dispersion frequency [3]. Both second and third order dispersion
parameters are crucial to modelling the fiber propagation, as they interact with the
Kerr effect and consequently impacting the QoT. Overall, in coherent systems the
CD can be fully compensated the accumulate dispersion by DSP at the receiver side,
defined by the transceivers maximum tolerable CD [39].

Polarization-mode dispersion

PMD is a significant impairment in optical transmission systems that arises due to the
birefringence in optical fibers. It refers to the differential delay experienced by two
orthogonal polarization states of light as they propagate through the fiber, even when
transmitting in single-mode fibers [63]. The occurrence of PMD is primarily caused
by small departures from cylindrical symmetry, resulting from random variations in
the core shape along the fiber length. These variations break the mode degeneracy
and lead to a mixing of the two polarization states [34]. In coherent transmission,
however, PMD does not significantly affect the signal quality of transmission as it
can be fully compensated by DSP techniques at the receiver side. By employing
advanced algorithms and adaptive equalizers, the adverse effects of PMD can be
effectively mitigated, allowing for reliable data recovery. In practical scenarios, the
maximum tolerable PMD for transceivers is defined by vendors based on their system
specifications and design considerations. These specifications provide guidelines
for system deployment and ensure reliable operation within specified performance
bounds [57].
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Polarization dependent loss

Polarization dependent loss (PDL) is a notable phenomenon observed in optical trans-
mission systems, resulting in power attenuation experienced by an optical signal due
to the polarization state of light as it propagates through an optical component or fiber
link [64]. The polarization-dependent characteristics of optical components, such
as optical amplifiers (OAs) and ROADMs, contribute to the varying response of the
component or link to different polarization states, leading to differential attenuation
and a loss imbalance between the two orthogonal polarizations [65]. The presence of
PDL can introduce power imbalances between the two orthogonal polarization states,
leading to signal degradation and performance limitations in optical communication
systems. It is essential to quantify PDL to assess its impact accurately. PDL is
typically expressed in decibels (dB) and measured as the maximum difference in
power loss between the two orthogonal polarization states [57]. This parameter is
commonly referred to as the PDL coefficient.

Stimulated Raman Scattering

Stimulatted Raman scattering (SRS) is a nonlinear phenomenon that occurs in optical
transmission systems. It arises from the interaction between the propagating optical
signal and the molecular vibrations within the fiber medium. In the context of WDM
systems, SRS can significantly impact their performance by facilitating the transfer
of energy from one channel to the neighboring channels [62]. This energy transfer
predominantly occurs from higher frequency channels to lower frequency channels,
leading to a power tilt across the transmitted WDM spectrum [66]. Furthermore, it
is worth noting that the SRS effect can also be exploited for Raman amplification
applications [67]. Raman amplification involves the introduction of a high-power
pump laser into the fiber alongside the signal, resulting in signal amplification
through the energy transfer facilitated by SRS [68].

The key parameter characterizing this effect is the Raman gain coefficient (Cr),
which describes the growth of Stokes power as pump power is transferred to it
through SRS. The power evolution produced by the SRS effect for a single channel
centered in frequency f within the WDM comb can be described by the following
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Fig. 2.3 Experimental Raman gain coefficient of SSMF.

equation:

∂P( f ,z)
∂ z

= −αP( f ,z)−P( f ,z) ∑
f> fm

Cr(| f − fm|)P( fm,z)

+P( f ,z) ∑
f< fm

Cr(| f − fm|)P( fm,z) (2.5)

where P( f ,z) is the power evolution along z and fm represents all the WDM comb
channels besides the evaluated one. By Equation 2.5, it is clear that the channel
will loose power for the channels on the left part in spectrum (represented by
f > fm) while it will gain power from the channels on the right side of the WDM
comb ( f < fm).

An experimental characterization of the Raman gain profile for SSMF is pre-
sented in Figure 2.3, illustrating the frequency offset between the pump channel
and the signal. The peak of the SRS effect is observed around a frequency offset of
13 THz, although the taylor of the Raman gain effect can be observed up to 40 THz.
The literature also provides various Raman gain profiles for different fiber types [66].
Given the prominent gain peak around 13 THz, SRS becomes particularly critical
in UWB systems, as discussed in Section 2.3 and analyzed further in Section 3.1.
Overall, understanding and managing the impact of SRS on optical transmission
systems are crucial for achieving efficiency and reliability.
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Kerr effect

The Kerr effect is a nonlinear phenomenon in optical transmission that arises due to
the response of the optical medium to the intensity of light. In optical transmission
systems, the Kerr effect can cause various nonlinear impairments, such as self-phase
modulation (SPM), cross-phase modulation (XPM), and four-wave mixing (FWM).
SPM is a phase shit caused by the change in refractive index as the signal propagates
through the fiber. XPM is caused when one signal affects the phase of another one,
both transmitted alongside each other. Finally, FWM when the the intensity of two
or more signals combines in a nonlinear medium, producing signals in a different
frequency. These effects can lead to distortions and interferences in the transmitted
signal, resulting in degradation of the overall system performance [69]. The kerr
effect is included in the nonlinear Schrödinger equation (NLSE) [70], which describe
the propagation of an optical signal traveling through the fiber. In order to facilitate
the nonlinear interference (NLI) estimation, we can simplify the NLSE using the
spectrally separated Manakov equation (SSME) by neglecting the PMD introduced
by the fiber propagation [71]. A general form to estimate the NLI power, split into
the three different contributions, is given as follows:

PNLI( f ) = PSPM( f )+PXPM( f )+PFWM( f )

= ηSPMP( f )3 + ∑
f ̸= fm

ηXPM, fmP( f )P( fm)
2

+ ∑
fi, f j, fk∈FWM, f

ηFWM, fi f j fkP( fi)P( f j)P( fk) (2.6)

where the index ηSPM, f , ηXPM, f fm and ηFWM, f fi f j fk represent the efficiency for SPM,
XPM and FWM, respectively, with their respective frequency channel combinations.
In most cases, due to its decay with channel spacing, large channel symbol rates
and larger fiber dispersion, the FWM can be neglected, remaining SPM and XPM
as the main contribution to NLI [72, 73]. Several mathematical models proposed in
the literature rely on different approaches and approximations for ηs computation,
considering the entire link or for a given propagating channel comb [57].

In modern optical networks, where coherent multi-level modulated signals tra-
verse uncompensated optical links, the overall impact of NLI on the signal can be
characterized as the introduction of phase noise and additive Gaussian noise. Based
on this assumption, plus that the signals are Gaussian distributed and the non-linearity
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is a perturbation of the propagating electric field [74], the Gaussian noise (GN)-
model was proposed [75–78]. The GN-model provides a conservative estimation
of the produced NLI, being experimentally validated for several scenarios [79, 80].
On the other hand, when we consider a wider spectral bandwidth, where the SRS
effect is dominant, the most suitable NLI estimation is given by the generalized
Gaussian-noise (GGN) [81, 82]. This GN derivation incorporate the SRS power
evolution (Equation 2.5) to the NLI estimation. Using the GGN, we can write the
η (Eq. 2.6) for SPM and XPM (for a single interfering channel in frequency fm)
contributions as [3]:

ηSPM( f ) =
γ( f )2

R3
s ( f )

WSPMI f
f (Ls) (2.7)

ηXPM, fm( f ) =
γ( f )2

Rs( f )Rs( fm)2WXPMI f
fm(Ls) (2.8)

where γ( f ) is the nonlinear coefficient of the channel under test (CUT) centered in
frequency f , WXPM = 216

27 represents the XPM weight and WSPM = (1+C∞)
16
27 the

SPM weight, both coming from the statistics and the polarization. The GGN provides
a disaggregated NLI model, computing the NLI contribution at each fiber span for
each channel separated. This capacity of separate the contribution per channel/span
is known as spectrally (channel) and spatially (span) disaggregation [83]. The spatial
disaggregation requires consideration of the coherent accumulation of the SPM,
which is achieved by the C∞ coefficient and represents the maximum amount of
SPM that may be generated in a single span for a specific configuration [84, 85].
Finally, Eq. 26 of [3] provides the description of I f

fm(Ls), where in Eq. 27 of [3] is
shown the inclusion of the term ρ( f ,z), which represents the power evolution of
the channel centered in frequency f along the z-axis. Following that approach, we
can compute the NLI as individual contributions, from all the other channels in the
WDM comb as well as the channel itself, taking into consideration the SRS affect
which, as discussed in Section 3.1, is the dominant effect in MBT scenarios.

2.1.3 Amplification modelling

OA plays a crucial role in optical transmission systems, as they enhance the signal
power without the need for conversion to the electrical domain. The amplifiers, and
their respective terminology, are defined by their position within the OLS (shown
in Figure 2.1): (1) booster amplifiers placed right after the ROADM, aiming to
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compensate the losses raised in these devices; (2) Inline amplifiers (ILAs) responsible
for compensation of power depletion during the fiber transmission; (3) Pre-amps,
placed right before the receivers, responsible for improving the signal-to-noise ratio
(SNR) and enhance the detection sensitivity of these devices, ensuring accurate and
reliable signal detection. In optical communications, three types of amplifiers can
be used to compensate the power loss. The first type are semiconductor optical
amplifiers (SOAs), which are active devices based on semiconductor materials that
provide amplification to optical signals through the injection of current and exhibit a
wide range of applications in optical communication systems [86]. Secondly are the
doped fiber amplifiers (DFAs), which are the most common type of amplification
used in optical transmission. DFAs employ a length of fiber doped with rare-earth
ions to provide amplification to optical signals through stimulated emission [87].
Finally, as briefly described in 2.1.2, Raman amplification can be used to compensate
the signal power depletion, using the SRS effect to transfer power from high power
pumps to the desired signals [67]. To accurately model optical amplification, it is
important to consider the amplified spontaneous emission (ASE) power generated
by the all amplifier types. ASE is a phenomenon in which spontaneous emission
occurs in the gain medium of the amplifier, leading to the generation of noise that
degrades the signal quality [3]. The ASE power of the channel centered in frequency
f is directly related to the gain (G) and noise-figure (NF) of the amplifier and can be
mathematically expressed as follows:

PASE( f ) = h f (G( f )−1)NF( f )Bref (2.9)

where h is the Planck constant and Bref is the reference noise bandwidth, which is
equal to the channel symbol rate Rs( f ) or a predefined value. Accurately modeling
the ASE power is crucial for analyzing the SNR and the overall performance of
optical transmission systems. A detailed explanation on how the ASE power is used
to compute the system QoT is presented in Section 2.2.3.

2.2 Optical network architecture
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Fig. 2.4 General optical network hierarchy.

2.2.1 Optical networks geographic hierarchy

In Figure 2.4 we present a illustration of the general optical network hierarchy.
Starting by the higher level, long haul (or backbone) optical networks are responsible
for the transmission of high-capacity optical signals over long distances, typically
spanning hundreds or even thousands of kilometers [88]. These networks use
high-performance optical transmission systems, such as dense wavelength-division
multiplexing (DWDM), to achieve long reach and maximize the overall system
capacity. Regional networks connect various cities and towns within a specific
geographic region. They serve as intermediaries between long haul networks and
metro networks, providing connectivity between major metropolitan areas. Regional
networks often employ optical transport technologies, including optical amplifiers
and wavelength selective switches, to efficiently route and manage traffic flows. The
design of regional networks focuses on minimizing latency, maximizing capacity,
and ensuring reliable connectivity between different regional hubs. Metro networks,
also known as metropolitan area networks, operate within a metropolitan region,
serving as a bridge between regional networks and access networks. This network
level employ advanced optical technologies, such as ROADMs, to enable flexible
and dynamic traffic routing. The design of metro networks emphasizes low latency,
high scalability, and efficient traffic grooming to accommodate the growing demand
for high-bandwidth services [38]. Finally, access networks represent the final link
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Fig. 2.5 SDN model, composed by three layers: Infrastructure, control and application layers.

in the optical network hierarchy, providing connectivity to end-users, enterprises,
and residential areas, as shown in Figure 2.4. These networks encompass various
access technologies, such as passive optical networks (PONs) [89, 90] and Ethernet-
based solutions [91], to deliver high-speed internet access, video streaming, and
other services. Access networks face unique challenges, including fiber deployment
to individual premises, power budget limitations, and the need for cost-effective
solutions.

2.2.2 SDN and disaggregated optical networks

Software-defined networking have emerged as a promising paradigm for enhancing
the flexibility, scalability, and manageability of modern optical networks. They
provide a centralized and programmable control plane that separates the control
and data planes in network architectures. By decoupling network control from
forwarding functions, SDNs enable dynamic network management and provisioning,
as well as the implementation of network-wide policies and services [58, 92]. The
structure of the SDN is based on three layers, as shown in Figure 2.5. The bottom
one, called infrastructure layer, is composed by the elements of the network, such
as routes and switches. This layer is responsible to collect and store the network
status, like topology and traffic statistics, and send them to the control layer [93].
This information is transmitted by the so called south-bound interface, responsible
for this interaction between infrastructure and the upper layer. On top of that is
the controller layer, which will be responsible to communicate with the data plane
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Fig. 2.6 Concept of (a) partially (composed by two OLS controllers from different vendors),
and (b) fully-disaggregated networks.

through specific functions, enabling the control of infrastructure layer devices. This
layer will interact with the upper layer through the so called north-bound interface,
providing service access points in various forms. Moreover, this layer can dialogue
with others control layers, as the network can be divided between several of them.
Finally we have the application layer, containing SDN applications designed to
fulfill user requirements [58]. These applications include capacity planning, path
computation, traffic engineering among others.

In the context of SDN, is possible to apply the concept of disaggregated optical
networks, in which possible multi-vendor network element (NE), such as amplifiers,
ROADMs and transceivers, can be controlled independently (fully disaggregated) or
entire OLSs are controlled independently (partially disaggregated) [57]. This multi-
vendor elements or systems uses a vendor-agnostic protocols, enabling controlling of
different systems implementations [94]. Figure 2.6 presents a illustration of how par-
tially and fully-disaggregated network operates. Using this interoperability of these
systems, the central optical network control can provide control and management
capability of hardware equipment and the overall network, including configuration,
performance monitoring, and alarm management [46]. For the rest of this work, we
made use of the assumption of a fully-disaggregated optical network, in which all
the OLS configuration are set by a unified control plane.
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2.2.3 Optical transport model and QoT metric

Based on a open and disaggregated approach, the optical transport network can be
modeled by approximating transparent lightpaths as DP additive white and Gaussian
noise channels [57]. This equivalent Gaussian disturbance includes both the ASE
noise and NLI accumulated over the entire lightpath [1]. In Figure 2.7 is presented
the models for amplification, fiber transmission and for the lightpath (LP) traversing
several links and nodes within the network. For the amplification case, the channel
power at the input of the device is amplified (G( f )) and the ASE noise is added.
Moving forward to the fiber transmission, the NLI power is added to the incoming
signal, provided by equation 2.6. After, the attenuation profile (in our case consider-
ing the SRS effect – GSRS) is applied to the signal, in which GSRS = P( f ,Ls)

P( f ,0) , where
Ls is the fiber length. To obtain the output power after the fiber propagation, we use
the set of equations (all channels) shown in Equation 2.5. With both disturbance
included and the assumption of a DP additive white and Gaussian noise channels,
we can model the QoT of each fiber span (s), composed by fiber and amplifier, by
the signal-to-noise ratio (GSNR) [95, 96], given by:

GSNRs( f ) =
P( f )

PASE( f )+PNLI( f )
= (OSNR( f )−1 +SNRNL( f )−1)−1 (2.10)
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Fig. 2.7 Models for amplification, fiber transmission and total LP.
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where the optical signal-to-noise ratio is OSNR( f ) = P( f )
PASE( f ) and the nonlinear

signal-to-noise ratio is SNRNL( f ) = P( f )
PNLI( f ) . In order to compute the QoT for each

network link (l), we define the GSNR as:

GSNRl( f ) =

(
∑
s∈l

GSNR−1
s ( f )

)−1

(2.11)

Finally, we can evaluate the GSNR for a entire LP between two nodes, as shown in
Figure 2.7 for three network links an four nodes, as follows:

GSNR( f ) =

(
∑

l∈LP
GSNR−1

l ( f )

)−1

(2.12)

Hence, to simplify the representation of the optical network, a weighted graph can
be employed, as depicted in Figure 2.7. In this graph, each node corresponds to
a ROADM node, and each edge represents a link between nodes, with the weight
assigned based on the contribution of the link’s GSNR. By utilizing this network
abstraction, it becomes possible to evaluate the overall GSNR from the source to
the destination by summing up the GSNR contributions of all the links along the
selected path, as described in Equation 2.12.

In order to apply the concepts previously described, in this work we made use
of the Gaussian noise simulation in Python (GNPy) [96–98, 57, 78] QoT estimator
(QoT-E). GNPy is a software developed by Telecom Infra Project (TIP) in order to
serve as a common, open source, and vendor-neutral set of algorithms to assess the
optical impairments in an open optical line system [95]. GNPy uses the network
input parameters, such as fiber parameters, amplifiers characteristics, and network
physical topology description, to compute the GSNR for a specific path within this
network, considering all the noise contributions detailed in this section. In order to
assess the network performance, we use the GNPy weighted graph into statistical
network assessment process (SNAP) framework [99]. SNAP performs a Monte Carlo
analysis (MCA) by generating several realizations of progressive random traffic
requests coming from the logical to the optical transmission layer. It statistically
test the network load with possibly different traffic models [1] or resource allocation
policies, such as independent routing and wavelength assignment (WA) algorithms.
Figure 2.8 illustrate the network assessment workflow using SNAP. SNAP three
types of parameters which can be set independently. The first parameters refer to
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Fig. 2.8 SNAP workflow.

the simulation itself, options like threshold blocking-probability (BP), number of
Monte Carlo iterations, and possibility of LP regeneration [100, 101]. The second
set of parameters define the resource allocation policies, like routing [102, 103],
WA [104] and how the connections are routed in ROADMs [105, 106]. Finally, we
have the traffic parameters, which will define how the traffic is performed, like new
connection per bit rate or per LP, the size of each connection, and also how the
joint probability density function (JPDF) of connection between nodes are generated.
Most of the network assessments performed in this work are done using SNAP, in
which several specific functions were added to the framework during the development
of the activities.

2.3 Multi-band systems

Due to the continuous increasing in capacity demanded from optical networks,
several approaches aiming this capacity expansion have been proposed (as described
in Section 1.2), combining research efforts from both academia and industry. In
this work, we focus in MBT solutions, which have being investigated for several
years [107–110] and that presents several opportunities and challenges. The main
goal of MBT consists in expand the spectral usage of fiber transmission [55], which
from the last two decades are based in C-band systems covering a range of 35 nm [37],
as presented in Figure 2.9. During the last years, solutions emerged covering a wider
spectral range, combining transmission in C- and L-bands [56, 111], with potential
to cover a range of 95 nm. This spectral scenario is also commercially available
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Fig. 2.10 Loss profile of SSMF from U- to O-bands.

and has been deployed in recent years [112]. As shown in Figure 2.10, the entire
low-loss (bellow 0.4 dB/km) spectral range of SSMF goes from U- to O-band and
provides more than 50 THz in total, presenting a huge potential of capacity without
the requirement of new fiber deployment [113, 114].

The first challenge of MBT systems is regarding the modelling of such systems,
which requires a proper fiber parameters characterization for the entire used spectrum.
The parameters are attenuation profile (α), chromatic dispersion (D), and nonlinear
coefficient (γ), shown in Figures 2.10, 2.11, and 2.12, respectively, from U- to O-
bands. Moreover, the propagation modelling demands the consideration of the SRS
effect, which, as already mentioned in Section 2.1.2, is the dominant effect in MBT.
On top of that, the Raman gain must be properly scaled in frequency, as described
in [115, 3], in order to model MBT in a accurate way. A detailed analysis on how
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the SRS effect impact the QoT is presented in Section 3.1. Finally, the last aspect
regarding modelling in MBT scenarios is the requirement of the SRS effect inclusion
in NLI computation. Because of that, for all the simulations performed in this work
we made use of the GGN model [81], in which has being shown a very accurate NLI
estimation, even for wide spectrum scenarios [3].

The next challenge of MBT systems are the availability of components, which
allow the network to operate in other spectral bans. Starting by transceivers, two
approaches can be applied. The first option is the design of specific transceivers
for each band (or at least a frequency range within a band), which will require the
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development of components such as tunable lasers, dual-polarization IQ modulator
and coherent receiver front end [116]. This approach is still far from be commercially
available, so in recent years a second option emerged as possible short/mid-term
solution. The second possible solution is the usage of C-band transceivers in other
spectral bands, in which several works tackle this solution [117–119], evaluating the
additional penalties when these devices are used outside the designed spectral range.
The latter solution presented promissory results, with further investigations being
required. The next element is the wavelength-selective switch (WSS), main compo-
nent required for the ROADM design. While C+L WSS are already commercially
available [120], studies on wider devices are being carried out [121], in order to
allow wider and completely flexible multi-band network nodes. Finally, we describe
the possible solutions for MBT amplifiers. Although the EDFAs present a highly
reliable and efficient amplification technology due to development and refinement
over the years, their operational spectrum range is limited to C- and L-bands. Recent
EDFA technology can achieve up to 6 THz of spectral range [122] for both bands.
Nonetheless, this type of amplification is not suitable for other spectral regions. Sev-
eral other types of doped amplifiers, each one tailored for a specific spectral range
have been investigated during the recent years [123, 124]. Among many possibilities,
we highlight the thulium doped fiber amplifier (TDFA) [125] targeting the S-band,
the neodymium doped fiber amplifier (NDFA) for E-band [126], and finally the
bismuth doped fiber amplifier (BDFA), which can cover a wide spectral range, from
O- to S- and also from L- to U-bands [127, 128]. As shown in Equation 2.9, the
proper characterization of gain and NF of these devices should be carefully take into
consideration, in order to proper model a MBT system. In Figure 2.13, we illustrate
how an OLS can be upgraded from a C-band to a MBT system, in this particularly
case a C+L+S spectral scenario. We also need to add that the additional penalties,
shown in Figure 2.13, for band separation required for specific amplification, also
need to be considered. Putting together all these considerations specific for MBT
scenarios (fiber transmission impairments and devices characteristics), we carry
several analysis in the next chapters, evaluation the MBT performance an impact at
both OLS and network levels.
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Chapter 3

Launch power optimization for
multi-band systems

In the past, a straightforward method to achieve optimal QoT in OLS involved
conducting a simple input power sweep. This technique aimed to determine the best
WDM input power profile that would maximize system performance. However, with
the adoption of multi-band systems, starting with the C+L-bands, the complexity
of the interactions between channels and the unique characteristics of devices used
in each band increased significantly. As a result, the previously used input power
optimization methods, such as the local-optimization global-optimization (LOGO)
based on the GN-model proposed in [129], became inadequate, especially when
dealing with scenarios that extended beyond C+L systems.

To address these challenges and develop more effective power control strategies,
extensive research has been conducted [130–132]. First in this chapter, we aim to
explore the impact on QoT when considering a single band approach without proper
power tilt compensation for SRS, expanding on the analysis presented in [14]. By
examining the consequences of neglecting power tilt compensation for SRS in a
single band scenario, we can understand the limitations and potential degradation in
system performance. Moreover, our research findings, which have been published
in [1, 7], shed light on the analysis carried out in a multi-band C+L+S scenario. We
investigated the application of a power offset/tilt strategy in this scenario, recognizing
the need for effective power control across multiple bands. The strategy involves
strategically adjusting the power levels to compensate for the spectral tilt induced by
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SRS, which can significantly impact QoT. Additionally, we incorporated an evolu-
tionary algorithm based on GA into this strategy, aiming to reduce computational
effort while providing slightly improved solutions. The application of GA, presented
in [9], allows for a more efficient exploration of the power parameter space, enabling
the discovery of optimal or near-optimal power offset/tilt configurations.

In summary, this chapter expands on previous research by examining the impact
of neglecting power tilt compensation for SRS in a single band approach and extends
the analysis to a more complex multi-band C+L+S scenario. By applying a power
offset/tilt strategy and incorporating a GA-based approach, we aim to enhance
the QoT of optical communication systems and enable efficient utilization of the
available spectral resources. Finally, we would like to highlight that the work
presented in Section 3.2 and 3.3 were made together with the Infinera team, part of
the WON project.

3.1 Launch power control an its impact on OLS QoT

The transmission of optical signals in glass is influenced by a nonlinear phenomenon
called SRS, which induces a power exchange from higher to lower frequencies.
This phenomenon causes a reduction in power at higher frequencies, resulting in
increased attenuation, while lower frequencies undergo power amplification, leading
to a decrease in the inherent fiber loss [132]. When considering SRS in conjunction
with other factors like ASE noise and NLI generation, it becomes evident that ASE
noise affects higher frequencies more significantly due to their greater attenuation
caused by SRS. As a result, higher amplification is necessary to compensate for this
power loss. Conversely, NLI has less impact on higher frequencies as the power
exchange caused by SRS mitigates its generation. On the contrary, lower frequencies
demonstrate an opposite trend.

SRS exhibits maximum efficiency at around 13 THz spectral spacing. Although
it has a visible impact on C-band transmission, causing a spectral tilt that can be com-
pensated by using devices like gain flattening filter (GFF), its significance remains
relatively weak. However, in MBT systems spanning a wider spectral range, such as
C+L-band or C+L+S-band line systems, SRS becomes the dominant factor in power
control. Figure 3.1 illustrates this behavior by presenting the input (0.0 dBm) and
output power profiles (with and without considering the SRS effect) after transmit-
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Fig. 3.1 Input (black circles) and output power profile with (orange circles) and without (blue
circles) considering the SRS effect after transmission over a 75 km long SSMF for (a) C-band,
(b) C+L and, (c) C+L+S.

ting over 75 km of SSMF for C-band, C+L, and C+L+S scenarios. For the C-band
transmission only (Figure 3.1a), the negligible impact of the SRS effect is evident,
with a maximum output power difference of approximately 0.4 dBm between con-
sidering (orange) and not considering (blue) SRS. Expanding the spectral width to
C+L transmission (Figure 3.1b), the more pronounced power transfer from higher to
lower frequency channels becomes noticeable, resulting in a maximum difference of
approximately 2.6 dBm. Lastly, in Figure 3.1c, the C+L+S scenario demonstrates an
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Fig. 3.2 Illustration of a the application of a PCU to control multiple multi-band amplifiers
in a OLS.

even more significant effect, with the maximum output power difference reaching
approximately 5.2 dBm. These findings emphasize the necessity of implementing
appropriate power control techniques in OLS, that take into account the SRS effect in
MBT systems to maintain optimal performance, or, at least, minimize the degradation
raised in such systems.

The control plane of MBT OLSs encompasses the power control unit (PCU) as
a vital component. Its primary objective is to enhance performance and maximize
the GSNR for every wavelength in a WDM system. Our proposed MBT optical
system incorporates optimized components for each band, particularly the optical
amplifiers [133]. In this scenario, the PCU operates simultaneously on all amplifiers
within an OLS to optimize transmission. Figure 3.2 visualizes the PCU effectively
controlling the operating points of amplifiers for each individual spectral band.

Figure 3.3 showcases the QoT of a single span, where the PCU regulates the
gain/output power of the amplifiers to compensate for fiber transmission loss. Fur-
thermore, the input power per band in this scenario is based on [129], with values
of 0.9, 0.6, and 1.4 dBm per channel for L-, C-, and S-bands, respectively, for
64 channels, per band, of 75 GHz. The plot presents the OSNR (red triangles),
SNRNL (green squares), and GSNR (blue circles) for different transmission scenar-
ios: single-band transmission (solid lines), C+L transmission (dashed lines), and
C+L+S transmission (dotted lines). In the case of single-band transmission, we
observed average OSNR values of 32.3, 32.2, and 29.5 dB, SNRNL values of 34.7,
34.7, and 32.0 dB, and GSNR values of 30.3, 32.2, and 27.5 dB for L-, C-, and
S-bands, respectively. The OSNR and SNRNL demonstrate a proper balance for all
bands, thanks to the LOGO approach. Moving on to the C+L transmission scenario,
we observed a change in behavior between the linear and nonlinear regimes of the
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for three spectral scenarios: single-band transmission (solid lines), C+L transmission (dashed
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bands. The C-band exhibited an increase in SNRNL and a decrease in OSNR, while
the L-band showed the opposite effect. Furthermore, the GSNR decreased for the
C-band but remained relatively constant for the L-band, with values of 30.2 and
29.6 dB, respectively. Finally, with the wider transmission spectrum in the C+L+S
scenario, we observed degradation in all bands, with the S-band experiencing the
highest QoT degradation. The average GSNR values for this scenario were 29.5,
29.2, and 25.1 dB for L-, C-, and S-bands, respectively. Notably, the L-band en-
tered a highly nonlinear regime due to the significant power transfer induced by
SRS. Despite the PCU controlling the gain/output power of the amplifiers to main-
tain consistent power levels, the degradation in MBT QoT requires proper power
compensation for the SRS effect.

Figure 3.3 provides insights into how the single-span QoT is affected in a MBT
system. In order to evaluate on how this performance degradation is translated to
OLS capacity, in Figure 3.4 it is presented the OLS total capacity per band versus
the total number of OLS spans for the same previous scenarios tested. The OLS
capacity was computed for each channel, within each band, based on the GSNR
and the possible bit rate accordingly to the transceiver ZR+ specification provide in
Table B.1, presenting three modulation formats and four possible bit rates (100 to
400 Gbps). Starting with the L-band, it is clear that the OLS capacity almost does
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not change between the single-band and C+L transmissions, achieving a maximum
decrease of 1.1 Tbps for a OLS composed of 8 spans. Furthermore, this maximum
capacity decreasing achieves 6.4 Tbps for 24 spans. Going further, for the C-band
results the impact of MBT systems starts to appear already when C+L systems are
used. The maximum decrease in this band for C+L systems achieved is 5.1 Tbps,
while this maximum difference increase to 6.4 Tbps using C+L+S scenario. Unlike
the L- and C-bands, in which the impact of MBT in single span not always results
in decrease in OLS capacity, the S-band presents a decrease in overall capacity for
almost every OLS number of spans. The maximum difference in capacity comparing
single-band transmission with C+L+S system is 6.4 Tbps, with only three OLS
lengths presenting the same capacity (1, 5, and 6 spans). Both plots (Figures 3.3
and 3.4) highlight that the input power per channel need to be proper defined based
on the multi-band system, even with the PCU being able to control the amplifiers in
order to compensate only for the amount of loss during transmission. Moreover, this
difference, even if it is small for single OLS, can increase significantly specially in
regional and backbone networks, as they are composed by several OLSs, with high
average number of spans per LPs.
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Fig. 3.5 Illustration of only LOGO (left) and tilt/offset (right) strategies for C+L+S-band
transmission scenario.

3.2 Multi-band power control strategy

In this section, we present the findings from our study [1]. To optimize power
in a disaggregated approach, we adopt a span-by-span strategy [134, 135], using
the LOGO algorithm as a starting point. This algorithm aims to maximize the
QoT under the assumption of full link spectral loading [129]. In Figure 3.5, the
left spectrum illustration depicts this approach, with the power levels per channel
represented by solid lines. In our work, we follow a similar approach, operating
on the two parameters typically adjustable in commercial amplifiers: the average
gain/output power and the associated tilt. The objective of an optimized PCU is
to determine the optimal average output power and tilt per band simultaneously.
This optimization aims to maximize and flatten the per-band GSNR, consequently
enhancing the deployable capacity [136]. The optimization process for a single fully
loaded span, comprising a fiber and an amplifier, begins by setting a flat launch
power at the per-band optimum [135], disregarding frequency variations and SRS.
Subsequently, the per-band power offset and tilt are adjusted to achieve the optimal
solution. The result of this strategy is depicted in the right spectrum illustration
in Figure 3.5, where the final power profile per band is represented by the dotted
lines. In this configuration, the L-band channels (red) are launched into the optical
fiber with a negative offset (power of the central L-band channel below the LOGO
value) and negative tilt (measured in dBm/THz). The C-band channels (orange) are
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launched into the optical fiber without power offset and with a positive tilt. Similarly,
the S-band channels (yellow) are launched into the fiber with a positive power
offset (power of the central S-band channel above the LOGO value) and positive
tilt, indicating an increase in power along the S-band channels. To determine the
optimal per-band offset and tilt, we performed a brute-force computation, analyzing
all combinations and evaluating the GSNR for each scenario using GNPy [95, 57].
While the approach described has previously been investigated for C- and C+L-band
scenarios in previous studies [6, 137], we expanded it here to include the S-band.
The results of the optimization serve as a hypothesis for operational settings in the
network control plane, allowing for the abstraction of the network topology for
physical-layer-aware networking analysis [138]. This network abstraction is then
utilized for assessing network performance, enabling an examination of the impact
of multi-band provisioning with optimized power control on overall networking
performance. Additionally, the power optimization procedure is applied to the C-
only scenario to facilitate networking analyses in the context of SDM applications,
which serve as a benchmark for the BDM approach.

3.2.1 Transmission analysis

In our study, we assume that all fiber spans in the amplified lines have identical
lengths of 75 km and are composed of ITU-T G.652D SSMF fiber type. To recover
the full loss in the system, we employ lumped amplification. For channels in the C-
and L-bands, we utilize commercially available EDFAs as amplifiers. In the S-band,
we employ a TDFAs benchtop amplifier. The characteristics of these amplifiers
are reported in [125]. Since there are no commercially available amplifiers for
the S-band, we rely on the NF values obtained from the aforementioned benchtop
amplifier. Fig. 3.6 illustrates the NF of the amplifiers, showing an average value of
approximately 6.5 dB for the S-band amplifier. For the C- and L-band amplifiers, the
average NF is approximately 4.2 dB and 4.7 dB, respectively, as depicted in Fig. 3.6.
The noise figure profile of the TDFA exhibits significantly lower performance com-
pared to the commercially available EDFAs. We assume a constant NF profile for the
amplifiers, irrespective of their power, tilt, or spectral configuration. Our analysis,
which is closely related to the fixed NF profiles used, aims to demonstrate that it is
possible to achieve acceptable performance in terms of QoT and delivered traffic
with the current development stage of these amplifiers. Each band operates on the
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ITU-T 50 GHz WDM grid, with transceivers set at a symbol rate of 32 GBaud.
The guard bands between adjacent bands have a minimum width of 500 GHz. For
the C- and L-bands, we utilize 96 channels each. In the S-band, we consider two
different channel arrangements: 96 channels adjacent to the C-band, respecting the
guard band distance, and the utilization of the entire S-band, corresponding to 192
channels. Initially, the launch power per channel is set to −2.1 dBm for the C-band,
−1.99 dBm for the L-band, and −2.0 dBm for the S-band.

To determine parameters in a multi-band power control scenario, a brute force
(BF) approach was employed, considering a range of pre-tilts and offsets specific
to each band. For the C and C+L scenarios, the pre-tilt range varies from −0.5 to
0.5 dBm/THz, with a step size of 0.1 dBm/THz. The offsets range from −1.0 to
2.0 dB and −2.0 to 1.0 dB for the C-band and L-band scenarios, respectively. The
step size for both offsets is 1.0 dB. This results in 44 combinations for the C-band
and nearly 2000 combinations for the C+L band case. Different parameter sets
were utilized for the scenarios involving the S-band to avoid an excessive number of
combinations. For the C- and L-bands, the pre-tilt ranges from−0.5 to 0.5 dBm/THz
with a step size of 0.2 dBm/THz. The tilt value remains flat, and the offset varies
from −1.0 to 1.0 dB. For the S-band, the pre-tilt ranges from 0.0 to 3.0 dB for
both cases (with 96 and 192 channels in the S-band), with a step size of 1.0 dB.
This results in approximately 12000 combinations for each scenario. To expedite
the algorithm, the NLI contribution is computed for 5 channels within each band
containing 96 channels, and for 10 channels in the S-band case with 192 channels.
The computation is performed for the central channel of the spectral band, with
a frequency distance of approximately 1 THz used for the remaining computed
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Fig. 3.6 Amplifier noise figures for all spectral bands used in BDM analysis.
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Fig. 3.7 75 km fiber span GSNR versus frequency for all analyzed scenarios, maximum and
minimum GSNR for the S-band (lines) and average GSNR (dashed lines) for the S-band,
comparing launch power control with flat input powers.

channels. For the remaining channels, their GSNR values are interpolated from those
that have already been computed, following the same procedure outlined in [137].

Figure 3.7 displays the optimized per-span GSNR profiles for the four multi-band
scenarios considered in this study: (1) the reference scenario, C-band only, with
96 channels, (2) the C+L-band scenario with 192 channels, and the C+L+S-band
scenarios with (3) 288 and (4) 384 channels. For each scenario, the tilt and offset
values corresponding to the optimized solutions are listed in Table 3.1. These values
were obtained using the BF optimization method described earlier. In the case
of deploying only the C-band (blue curves), the average per-span GSNR for the

Table 3.1 Optimum launch power tilts and offsets per band for the C-, C+L- and both
C+L+S-band transmission cases.

Pre-tilts [dBm/THz] Offsets [dB]
Bands (No of channels) L C S L C S

C (96) - -0.5 - - 0.0 -
C+L (192) 0.3 0.4 - -2.0 -1.0 -
C+L+S (288) -0.5 0.5 0.1 -1.0 -1.0 2.0
C+L+S (384) -0.5 0.5 0.5 -1.0 -1.0 0.0
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96-channel WDM comb is 30.5 dB. By activating the L-band with an additional
96 channels (red curves) using a multi-band power controller, the per-span average
GSNR is 30.3 dB for the C-band and 30.5 dB for the L-band. Consequently, the
C+L-band BDM incurs a penalty of only 0.2 dB compared to doubling the C-band
transmission capacity. Despite this decrease, the launch power strategy maintains
an almost flat GSNR profile for both bands. When an additional 96 channels are
activated in the S-band, creating a C+L+S-band BDM line system of 288 WDM
channels (green curves), the optimal multi-band power control guarantees an average
per-span GSNR of 30.1 dB, 31.0 dB, and 26.8 dB for the C-, L-, and S-bands,
respectively. Within the C+L+S-band BDM implementation, the C-band experiences
an additional but limited average per-span GSNR penalty of 0.2 dB compared to
the C+L-band case. On the other hand, the L-band benefits from SRS pumping
into the lowest spectrally located channels, slightly improving its QoT. The S-
band’s 96 channels exhibit a poorer GSNR due to SRS and the higher NF of the
S-band amplifier. However, the overall penalty in the S-band is limited to 4 dB,
enabling a reasonable transmission capacity while minimally affecting the C+L-
band performance. Although the per-band GSNR flatness is worse compared to
the C+L-band case, the difference between the maximum and minimum per-band
GSNR is confined within 1.0 dB. Finally, when the entire S-band is activated with
192 channels (orange curves) in a C+L+S-band WDM multi-band line system, the
optimal power control ensures an average per-span GSNR of 30.6 dB, 31.2 dB, and
25.9 dB for the C-, L-, and S-bands, respectively. In this case, the spectral availability
is equivalent to four C-band only line systems. The transmission capacity of the 192
lower frequency channels exhibits slightly larger QoT than the combined capacity
of the two C-band only line systems, thanks to the SRS pumping enabled by the
S-band channels. For the additional 192 available channels in the S-band, the average
GSNR is approximately 5 dB smaller. Nevertheless, this value still guarantees good
transmission capacity with a per-span GSNR of 25.9 dB. Regarding GSNR flatness,
this last scenario demonstrates excellent performance with values of approximately
0.1 dB in the L-band and 1.1 dB in the C-band, with most values surpassing the
C+L-band case.

We also conducted a comparison between the proposed multi-band power control
strategy and the flat spectrum power control, known as the LOGO strategy, applied
independently to each band in the C+L+S-band BDM with a total of 384 channels.
To highlight the benefits of the proposed multi-band power control strategy over
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LOGO, we focused on the S-band. In Fig. 3.7, we added yellow and black horizontal
lines specifically for the S-band, representing the minimum, maximum, and average
GSNR (shown as dashed lines). It is worth noting that the multi-band power control
strategy achieves a gain of 0.6 dB in the average GSNR and improves the flatness by
1.5 dB compared to the LOGO strategy alone.

Shifting our attention to the C- and L-bands, the proposed method increases the
average GSNR by 0.6 dB for the C-band and 0.7 dB for the L-band, with the L-band
exhibiting almost flat QoT. From a network management perspective, the flatness of
GSNR is just as important as maximizing the average value. It enables a larger pool
of wavelengths with equivalent performance, simplifying the routing and wavelength
assignment (RWA) algorithms and reducing the impact of the wavelength continuity
constraint in traffic allocation.

To assess the impact of different upgrades in an OLS using the GSNR profile
obtained through power optimization, Fig. 3.8 illustrates the allocated traffic as
the number of spans increases. For 10 spans, the C-band only case delivers a
capacity of 41.2 Tbps. By employing SDM, the capacity increases to 82.4, 123.6,
and 164.8 Tbps for the scenarios with 2, 3, and 4 times more channels, respectively.
With the BDM upgrade, and also considering 10 spans, we achieved capacities of
82, 117, and 150 Tbps for the BDM scenarios with 192, 288, and 384 channels,
respectively. The allocated traffic is determined based on the Shannon limit, and
doubling the channels results in nearly the same limit for both BDM and SDM
upgrades. However, for 3 and 4 times more channels, SDM outperforms BDM, with
differences of approximately 6% and 9%, respectively. These results demonstrate
the degradation in delivered traffic due to the lower QoT profile of the BDM upgrade.
They serve as a reference to evaluate if the impact on a network scenario follows a
similar behavior.

3.2.2 Network assessment

To assess the impact of various physical layer optical transport solutions on overall
network performance, we utilized the SNAP framework [99]. SNAP operates on
the physical layer abstraction of the network and evaluates the GSNR degradation
introduced by each network element [138]. It statistically tests the network’s pro-
gressive load using different traffic models. LPs are allocated based on the defined
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Fig. 3.8 Total allocated traffic vs. number of fiber spans for all upgrade scenarios.

RWA algorithm and transceiver characteristics, and networking metrics are obtained
through Monte Carlo analyses. In this study, we assume the presence of ideal flexible
transceivers that can adapt the bit-rate continuously based on the available LP GSNR.
This allows us to explore the fundamental limitations and determine the capacity
limits of the BDM upgrade. The SNAP framework supports two types of traffic
models, leading to different types of analyses. The first is the given-traffic analysis,
where all traffic (in terms of the number of lightpaths or bit-rate) between all nodes
in the network is known in advance. The second is the progressive traffic analysis,
where the model generates requests progressively until reaching a predefined stop
criterion, such as the total number of requests or the total number of blocked requests.
The progressive traffic analysis stresses the network and provides both static and pro-
gressive metrics, representing the loading evolution of the network. For progressive
traffic analysis, SNAP can handle different types of traffic distributions by modifying
the JPDF, which determines the frequency of requests between each pair of nodes
in the network. SNAP produces outputs such as the bit-rate of each allocated LP,
average bit-rate per lightpath, spectral occupation details, and the number of blocked
requests by nodes or links, among other metrics. In this study, we compare different
scenarios based on the BP versus the overall allocated traffic. Additionally, we focus
on congestion in ROADM-to-ROADM connections, considering a target BP of 10−2.

Three network topologies are considered to statistically assess the network per-
formance: (1) German (DT) network shown in Fig. A.1a, (2) US-NET topology
shown in Fig. A.1b, and (3) European (COST) network shown in Fig. A.1c. All
network topologies parameters and metrics, as number of nodes, number of links,
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among other, are described in details in Chapter A. To obtain stable networking
metrics using the SNAP framework, we set the number of iterations as NMC = 30000
for the Monte Carlo algorithm in the German topology and NMC = 20000 for the
US-NET and COST topologies. The latter topologies are larger networks, requiring
a reduction in the number of iterations to minimize computational effort. For routing,
we employed a k-shortest path algorithm with k = 15, and the first-fit (FF) algorithm
was applied for WA in progressive traffic analysis to obtain both dynamic and static
metrics [99]. Specifically, in the SDM case, the WA attempts to allocate lightpaths
in all channels of the first fiber set (e.g., C-band 1) before moving on to the second
set, following the FF strategy. Lightpath requests are generated progressively for
each Monte Carlo run, considering two scenarios with statistical traffic models char-
acterized by JDPFs. The first scenario uses a uniform JPDF, where the probability of
connection is the same for any source-destination pair. The second scenario employs
a nonuniform JPDF based on population [137]. In the nonuniform JPDF, requests
between optical nodes in cities with higher populations have a higher probability of
occurrence compared to nodes in less populated cities.

The probabilities P(s,d) of selecting a source-destination node pair in the uniform
and nonuniform JDPFs are formally given by:

P(s,d) =
1

N(N−1)
(3.1)

P(s,d) =
pops · popd

∑
(i, j)∈A

popi · pop j
(3.2)

Here, N represents the total number of nodes in the network topology, popx cor-
responds to the population of the city geographically associated with node x, and
(i, j) ∈ A denotes all possible source-destination node pairs (i, j) in the network
topology A. The network performance is evaluated based on the multi-band amplifier
power control, utilizing the optimal GSNR profile obtained through the previously
described brute force approach. The bit-rate allocation over each LP assumes the
use of ideal elastic transceivers that adapt the bit-rate according to the available
GSNR as prescribed by Shannon’s law. Consequently, our focus lies in exploring
the fundamental transmission limitations within the considered network topology,
without being constrained by a specific transceiver implementation.
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The optimized transmission techniques presented in Section 3.2.1 are subse-
quently utilized to conduct network-level analyses. The GSNR values obtained for
each WDM channel are used to construct a weighted topological graph, where the
weights correspond to the GSNR degradation [138]. This graph serves as the basis
for implementing the SNAP framework. Since the GSNR profiles are derived for
fully loaded spans, whereas the network analysis is performed for progressive traffic,
we assume the presence of optical noise-loading capability in the network. This
means that the ROADMs emulate fully loaded OLSs and can maintain the QoT
levels with minimal changes compared to the transmitted modulated signals. For
all three network topologies considered, we assume a different BDM solution for
WDM transmission, with the C-band only scenario serving as the reference. In each
case, SNAP is applied to uniform and nonuniform traffic models for both BDM
and SDM, assuming the same spectral availability. In the following analysis, we
compare the following scenarios: i) C+L BDM to SDM 2×; ii) C+L+S-band (96
channels) BDM to SDM 3×; and iii) C+L+S-band (192 channels) BDM to SDM
4×. The results are presented as a statistical average over the Monte Carlo runs,
displaying the BP versus the progressively allocated total traffic for each BDM and
its equivalent SDM scenario, considering both traffic models. To provide a fair
comparison between the different transmission solutions, we calculate the enabled
traffic multiplication factor based on the reference BP value of BP = 10−2 and the
corresponding traffic values. This multiplication factor allows us to compare the
performance of the various transmission techniques on an equal basis.

We comment on the networking results starting from the German topology whose
results are displayed in Fig. 3.9. Figures 3.9a and 3.9b illustrate the BP versus the
progressively total allocated traffic for the considered BDM and SDM solutions,
considering uniform and nonuniform traffic models, respectively. In Figure 3.9a,
for the German topology and uniform traffic model, with BP = 10−2, we observe
that the reference C-band only case (black curve) achieves a total allocated traffic
of 268 Tbps. By employing the BDM upgrade (green curves), we achieve approxi-
mately 568,867,1149 Tbps of total allocated traffic for C+L-band, C+L+S-band (288
channels), and C+L+S-band (384 channels), respectively. The equivalent reference
C-band SDM solutions (red curves) based on 2, 3, and 4 fibers exhibit slightly larger
total allocated traffic values, specifically 570,879,1187 Tbps, respectively. A similar
trend is observed in Figure 3.9b for the nonuniform traffic model. In general, this
network topology appears to be well-designed for a traffic model proportional to
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Fig. 3.9 Network performance results for German topology: Total allocated traffic versus BP
with (a) Uniform and (b) Nonuniform JDPFs, and (c) total allocated traffic multiplicative
factor for BP = 10−2.
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the population in the urban areas where each ROADM node is located. With the
nonuniform traffic model, the total allocated traffic is consistently higher compared
to the uniform case. The largest difference in allocated traffic is observed when
comparing the SDM solution with 4 fibers (1527 Tbps) to C+L+S (384 channels)
BDM (1445 Tbps). All results for the German topology are summarized in Fig-
ure 3.9c for comparison. The green bars represent the nonuniform traffic model,
while the red bars represent the uniform traffic model. In addition to the traffic
values, the allocated traffic multiplication factors are displayed, considering the
C-only scenario as the reference. It can be observed that the nonuniform traffic
consistently exceeds the uniform traffic for both BDM and SDM solutions with a
relatively constant proportionality. Only in the case of nonuniform traffic, the BDM
solution with a cardinality of 4 achieves a multiplication factor of only 3.97. As
previously mentioned, this behavior is enabled by a topology that is well-suited for
this traffic model. When analyzing the BDM/SDM upgrade, it is evident that both
solutions enable a traffic multiplication factor that exceeds the BDM/SDM cardi-
nality. Comparing the BDM and SDM solutions, it is observed that the reference
SDM consistently outperforms BDM by less than 3%, reaffirming that MBT can be
a viable approach to expand network traffic capacity without relying on new fiber
structures or unused dark fibers.

Figure 3.10 illustrates the results for the US-NET topology. In the case of the
C-band, the total allocated traffic for BP = 10−2 with a uniform JPDF traffic model
is 410 Tbps, as shown in Figure 3.10a. For the same JPDF and BP, the BDM upgrade
provides total allocated traffic of approximately 835,1244,1630 Tbps for the C+L-
band, C+L+S-band (288), and C+L+S-band (384) cases, respectively. On the other
hand, the SDM upgrade allocates more traffic in all considered scenarios, achieving
approximately 839,1267,1700 Tbps for C-band upgrades with 2, 3, and 4 fibers,
respectively. In contrast to the German topology, the nonuniform traffic model based
on the population applied to the US-NET delivers less total traffic than the uniform
case, as presented in Figure 3.10b. This can be attributed to the characteristics of
the topology, where the most populated cities, where the ROADMs are located, are
situated at the extremes of the network topology (East and West coasts). These cities
demand ultra-long connections with higher frequency, resulting in lower total traffic
compared to the uniform traffic distribution. At BP = 10−2, the maximum capacity
upgrade using BDM with 4 fibers reaches 1405 Tbps, while the SDM upgrade using
384 channels achieves 1352 Tbps. The multiplicative factor reported in Figure 3.10c
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Fig. 3.10 Network performance results for USNET topology: Total allocated traffic versus
BP with (a) Uniform and (b) Nonuniform JDPFs, and (c) total allocated traffic multiplicative
factor for BP = 10−2.
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highlights that both upgrade scenarios using BDM more than double, triple, and
quadruple the capacity for the two considered traffic models. The highest difference
in allocated traffic, approximately ∼ 3.8%, is observed when comparing BDM with
SDM.

Finally, we present the results for the COST topology shown in Fig. 3.11.
Figure 3.11a displays the results of allocated traffic for a uniform JPDF with
BP = 10−2. The BDM upgrade achieves approximately 260,543,816,1072 Tbps
for C-only, C+L-band, C+L+S-band (288), and C+L+S-band (384), respectively.
The SDM solutions with 2, 3, and 4 fibers provide allocated traffic of approxi-
mately 547,836,1131 Tbps. For the nonuniform JPDF traffic model presented in
Figure 3.11b with the same BP, the maximum difference between SDM and BDM
is approximately 50 Tbps. The multiplicative factor of this topology for both traf-
fic JDPFs is shown in Figure 3.11c, exhibiting a similar behavior as observed in
the previous topologies. Notably, only the BDM C+L+S-band with 384 channels
does not exceed the proportional increase of total allocated traffic compared to the
reference C-band only case. All three analyzed topologies, with the two traffic
models shown in Figures 3.9, 3.10, and 3.11, demonstrate a small increase in the
difference of allocated traffic between BDM and the corresponding SDM technique
as the cardinality upgrade increases. The results are summarized in Table 3.2, which
presents the allocated traffic multiplicative factors for all combinations of topology,
upgrade scenario, and traffic JPDF. It is worth noting that the FF spectrum alloca-
tion policy used in this work prioritizes channels with lower frequencies, reserving
higher frequency channels for more loaded network conditions, which corresponds
to lower QoT levels. Table 3.2 also demonstrates that the BDM technique enables
an increase in allocated traffic proportional to the cardinality upgrade in almost all
cases, indicating its viability as an option for network upgrade scenarios in terms of
delivered traffic. Furthermore, the randomness of the traffic distribution can explain
why the multiplicative factors can exceed the cardinality upgrade.
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Fig. 3.11 Network performance results for COST topology: Total allocated traffic versus BP
with (a) Uniform and (b) Nonuniform JDPFs, and (c) total allocated traffic multiplicative
factor for BP = 10−2.
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Table 3.2 Allocated traffic multiplicative factors (C-only as reference) of German, US-NET
and COST topologies for all upgrade scenarios and traffic distributions with BP = 10−2.

German US-NET COSTScenarios Uni. Nonuni. Uni. Nonuni. Uni. Nonuni.

SDM 2× 2.13 2.06 2.04 2.06 2.1 2.05
C+L 2.12 2.05 2.03 2.05 2.09 2.04
SDM 3× 3.28 3.13 3.09 3.1 3.21 3.09
C+L+S (288) 3.23 3.04 3.03 3.05 3.13 3.02
SDM 4× 4.43 4.19 4.14 4.16 4.34 4.13
C+L+S (384) 4.29 3.97 3.97 4.0 4.11 3.93

3.3 Evolutionary algorithm applied to tilt/offset stra-
tegy

This section explore the application of an evolutionary algorithm to the strategy
shown in 3.2 and presented in [9]. In this work, we shown that the usage of a GA can
generate slightly better OLS QoT results, considerable decreasing the computational
time to obtain these results.

3.3.1 Overview of GA and its application to OLS input power
optimization

During the mid-19th century, naturalism emerged as a movement challenging tra-
ditional notions of predictability and immutability. It proposed that all matter
undergoes constant transformation, influenced by the environment and heredity.
Charles Darwin’s book, "On the Origin of Species," published in 1859, rejected fixed
species and introduced the concept of gradual variations through small and favorable
modifications.

Drawing inspiration from naturalism, genetic algorithms were developed by
Holland and utilize genetic crossovers, mutations, and selection to optimize so-
lutions [139]. Individuals represent potential solutions encoded in chromosomes,
and populations evolve through generations. Crossover involves combining parent
chromosomes through single-point, two-point, or uniform methods, among others,
mutation introduces random modifications, allowing for exploration of new solutions



3.3 Evolutionary algorithm applied to tilt/offset strategy 47

and avoidance of local minima, and selection is the process of choosing individuals
for the next generation based on specific criteria [140]. Overall, genetic algorithms
are inspired by naturalistic principles and provide a framework for solving optimiza-
tion problems through the use of genetic operations and selection mechanisms.

In order to apply the GA to the OLS input power optimization problem, firstly
we define the structure of the individual, which represents a possible solution inside
the problem search space. For our case, each individual is composed by 2 ·b genes,
in which b is the number of bands in our MBT scenario, representing the values of
tilt and offset per band. We remark that for our particular case, as we use similar
span lengths in all network links, these values does not require to be expanded for
all OLS MBT amplifiers. Moreover, if different span lengths should be considered,
the individual will be composed by s ·2 ·b, in which s would represent the number
of amplifiers within the OLS. Secondly, we define two metrics to evaluate each
individual within the GA population: (1) maximize GSNR average, and (2) minimize
the average ∆GSNR per band, which represents the GSNR flatness, also per band.
As this problem presents two objective functions (GSNR average and flatness),
we made use of the crossover, mutation and selection of [141] which proposes a
multi-objective GA. Regarding selection, at the end of each iteration the algorithm
produces Pareto-front, which will contain the non-dominated individuals of each
iteration and where each individual can not improve an objective function without
worsening the other [140].

3.3.2 Scenario description and results

To evaluate the performance of the multi-objective GA applied to our problem, we
compare it with the BF approach described in Section 3.2. The BF optimization is
performed for the C- and L-band, with pre-tilt and offset values set to [0.5 dBm/THz,
−1.0 dB] for the C-band and [−0.5 dBm/THz, −1.0 dB] for the L-band. Next, the
S-band is virtually divided into four independent sub-bands, each consisting of 48
channels, and different combinations of power settings are explored. Specifically, for
each sub-band, the pre-tilt range considered varies from −0.5 to 0.5 dBm/THz (with
a step of 0.5 dBm/THz), and the offset range considered varies from 0.0 to 2.0 dB
(with a step of 1.0 dB). This results in a total of 6560 combinations that need to
be evaluated. In contrast, the GA-based algorithm performs a total of 60 iterations
with a population size of 60 individuals, resulting in a total of 3660 evaluations.
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Here is important to notice that the population size was tunned after trying values
varying from 10 to 80 with increment steps of 10. By the tries, the best results were
provided by the population size of 60, 70 and 80, with no significant difference
between them. As the structure of the individual (chromosomes) can be any real
value between the ranges defined for tilt and offset of each band, we selected the
simulated binary crossover and polynomial mutation as crossover and mutation,
respectively, operators [141]. Both crossover and mutation operators present a
constant to be set called distribution index (η), which is responsible to maintain
the generated offspring close (high value of η) or far (low value of η) from their
parents. For both operators, we used η = 20. For this particular parameter, setting
η = 20 presented the best results, in which were tried values of 5, 10, 15, and 20
for both operators. The probability of crossover (pc) and mutation (pm) is set to 0.9
and 1/n, respectively, where n is the number of chromosomes of each individual.
The tunning of these parameters did not present any significant difference among
the tried values, so we choose the same as used by [141]. From the last iteration
of the GA, we obtain a solution from the Pareto front for comparison with the BF
approach. It is important to note that the flatness is computed in terms of ∆GSNR,
which represents the average difference between the maximum and minimum GSNR
in each band. Therefore, the objective is to maximize the average GSNR while
minimizing ∆GSNR.

Finally, we conduct a network evaluation using SNAP for the German topol-
ogy depicted in Figure A.1a. This topology consists of 17 ROADM nodes and 26
links. The objective is to compare the network capacity achieved through BDM
upgrade with that obtained through SDM upgrade, assuming the same total number
of channels (384) for both upgrade strategies. We perform a comprehensive anal-
ysis considering 30,000 Monte Carlo iterations. A progressive-traffic analysis is
conducted, assuming uniform traffic distribution. We employ the k-shortest path
routing algorithm with a maximum of kmax = 15 paths and employ the best GSNR
wavelength assignment policy. In evaluating the traffic for each allocated LP, we
assume perfectly elastic transceivers based on the Shannon limit. This approach
allows us to focus on transmission limitations rather than considering the constraints
imposed by specific transceiver technologies.

The evolution of the GA is illustrated in Fig. 3.12, which showcases the initial
population as well as the Pareto front for multiple iterations. The plot represents the
trade-off between the average GSNR and ∆GSNR. Remarkably, even after a few
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Fig. 3.12 Genetic algorithm evolution in terms of ∆GSNR and average.

iterations, the algorithm successfully discovers solutions in the top-left corner of the
plot, characterized by high average GSNR and flatness. The zoomed plot of the final
iterations demonstrates that the algorithm further enhances the population diversity,
resulting in an increased number of non-dominated solutions.

Using a specific solution from the final Pareto front obtained in the GA strategy
and the best solution found by the BF strategy, we compare them with the S-band
without any compensation and present the results in Fig. 3.13. We also include
the GSNR profile for the C-band only case (blue line), which was optimized using
the BF approach. Firstly, we observe that the GA strategy (red lines) is capable of
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Fig. 3.13 GSNR profiles for all scenarios analyzed.
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Table 3.3 ∆GSNR and GSNR average per spectral band for all scenarios analyzed.

Scenarios Spectral bands

L C S

C-band only Avr. - 30.5 -
∆GSNR - 0.4 -

BDM S-band flat Avr. 31.1 30.5 25.9
∆GSNR 0.3 1.1 3.6

BDM Optimized ES Avr. 31.1 30.5 25.9
∆GSNR 0.3 1.2 2.4

BDM Optimized GA Avr. 30.8 30.7 26.4
∆GSNR 0.2 0.1 2.6

delivering an almost flat GSNR profile for the C- and L-band, increasing the average
GSNR in the C-band compared to the C-band only case, while decreasing the average
GSNR in the L-band. The decrease in the L-band is compensated by an increase in
the average GSNR in the S-band (dashed line), while significantly improving the
GSNR flatness in this band (solid lines representing the maximum and minimum
values), compared to a profile without pre-tilt and offset in the same band (black
lines). Regarding the BF strategy (green lines), the best profile found increases the
flatness in the S-band (solid lines), compared to the BDM flat case, while slightly
increasing the average GSNR (dashed line). The quantitative analysis of the average
and flatness per band for each scenario is summarized in Table 3.3. When using
the GA strategy, we obtain a ∆GSNR of 0.2, 0.1, and 2.6 dB, and average values
of 30.8, 30.7, and 26.4 dB for the L-, C-, and S-bands, respectively. For the BF
strategy, the values for flatness are 0.3, 1.2, and 2.4 dB, and the average values are
31.1, 30.5, and 25.9 dB for the L-, C-, and S-bands, respectively. Overall, the GA
strategy demonstrates better performance with a fixed number of iterations. Since
the GA algorithm typically uses a fixed number of iterations and population size, it
can handle scenarios with more spectral bands and band subdivisions, similar to the
approach used by the BF strategy, without increasing the total number of evaluations
performed.

Finally, we present the results of the network assessment, comparing the per-
formance of BDM-C+L+S (using the GA strategy) versus SDM (C-band only). To
ensure a fair comparison, both techniques consider a total of 384 channels, which
corresponds to four fiber pairs per link with 96 channels each. Figure 3.14 illustrates
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the relationship between the total allocated traffic and the BP, ranging from 10−4

to 10−1. Notably, the difference remains almost constant across the entire range
of tested traffic loads. The largest discrepancy occurs at BP = 10−1, where BDM
achieves a total of 1284 Tbps, while SDM reaches 1337 Tbps. At BP = 10−2, we
present the traffic upgrade multiplicative factor in Figure 3.15, with the C-band
single fiber pair case serving as the benchmark for both techniques. BDM increases
the allocated traffic by a factor of 4.28 (1150 Tbps), while SDM achieves a factor
of 4.43 (1188 Tbps). Although BDM upgrade performance is slightly worse, it is
comparable to SDM in terms of delivered traffic. These findings indicate that the
BDM solution, combined with an accurate multi-band power control strategy, is a
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robust alternative for improving QoT and expanding network capacity without the
need to install or lease new fibers.



Chapter 4

Multi-band optical network upgrade
and design

In this chapter, we focus on how the multi-band upgrades can impact the already
up-and-running C+L systems and how to minimize such impact. We start by an-
alyzing the deployment addition of E-band transmission instead of S-band using
experimental data characterization of BDFA, showing the addition of this band has
low impact on C+L systems. The results were reported in [19]. This work is a
jointly collaboration with WON team of Aston University, which were responsible
to provide the BDFA characterization for the work presented in Section 4.1. Next,
we present a comparison, for both transmission and network assessment, between
the upgrade using S- and E-band and how they impact the C+L systems, which
are reported in [22, 2]. In this work, we show how to provide a proper guard-band
between the already running system and the new deployed spectral region can reduce
the impact on that systems, and consequently reducing the number of deployed LPs
which will require reconfiguration while considers different margins. This work
was result of a collaboration with professor Nicola Sambo of Scuola Superiore di
Sant’Anna. Finally, we present the work of [32] and extend it, showing a multi-band
optical network design, in which in order to maintain the QoT levels the same as
C+L system, we made use of deployment of new amplification site (AS). We shown
that with a limited number of new ASs is possible to obtain the same or higher
performance as SDM, reducing the number of required interfaces, depending on the
topology where this approach is applied.
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4.1 QoT evaluation of OLS transmission with BDFAs
in the E-Band

To further extend network capability using additional transmission bands (e.g., the
S-, E-, and O-bands) novel types of optical amplifiers are required. In this context,
Bismuth-doped fibers have emerged as a promising solution for achieving broadband
optical amplification due to their exceptional spectral flexibility and high performance
characteristics [142–144]. However, there has been limited research conducted to
evaluate the practical potential of BDFA for data transmission [145, 146]. In this
study, we present a comprehensive numerical assessment of the QoT in an optical
system where a BDFA, experimentally characterized in the S- and E-bands, is
deployed to extend the transmission bandwidth beyond the conventional C+L-band
system.

4.1.1 Bismuth doped fiber amplifier experimental setup

The experimental setup of the BDFA is presented in Figure 4.1(a). The optical am-
plifier configuration comprises two 14xx nm isolators, a pair of thin-film-filter
wavelength-division multiplexers (TFF-WDMs), a 320 m long germanosilicate
bismuth-doped fiber, a 1320 nm pump diode, and a 1320 nm isolator. The ac-
tive medium of the amplifier is a germanosilicate bismuth-doped fiber fabricated at
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the Dianov Fiber Optics Research Center, Russia [142]. The fiber core composition,
achieved through the modified chemical vapor deposition (MCVD)-solution doping
technique, consists of 95 mol% SiO2, 5 mol% GeO2, and less than < 0.01 mol%
of bismuth. The fiber core has a diameter of 9µm, while the cladding diameter
is 125µm, ensuring full compatibility with SSMF. The bismuth-doped fiber has a
numerical aperture of 0.14 and a cutoff wavelength of approximately 1.2µm. Due
to the low concentration of Bi-related active centers, the optimal length of bismuth-
doped fibers in optical amplifiers typically exceeds 100 m. The TFF-WDMs exhibit
highly flat transmission characteristics in the 1300–1362 nm range and reflection
characteristics in the 1370–1565 nm range, with an internal optical loss of about
0.1 dB. This low loss enables efficient coupling of wideband radiation into the
bismuth-doped fiber. For forward pumping, a single 1320 nm pump diode is uti-
lized, while the second TFF-WDM can be employed in conjunction with existing
or additional pump diodes for backward or bidirectional pumping schemes. The
forward pumping scheme is chosen to achieve the lowest noise figure compared to
other pumping schemes with the same total pumping power level [144].

4.1.2 BDFA transmission modelling analysis

We commence by examining the optimal spectral region for data transmission in
the E-band. In order to assess the QoT when employing the BDFA, Figure 4.2
illustrates the dependence of average, minimum, and maximum GSNR on the fiber
length for a single span OLS operating with 64 channels at a baud rate of 64 Gbaud
within a 75 GHz WDM grid. We consider two frequency ranges for evaluation:
the range with the best average NF from 205.5 to 210.2 THz, and the range with
the best average gain profile from 207.0 to 211.7 THz. The optimization of the
average input power per channel is performed using the LOGO technique [129].
Figure 4.2 demonstrates that using the spectral region with the lower NF leads to
an improvement of approximately 0.5 dB in the average GSNR compared to the
region with the highest gain. Additionally, the BDFA exhibits better GSNR flatness
in this case. Specifically, the variation in GSNR (∆GSNR) for each OLS distance
ranges from 1.8 to 2.0 dB and from 3.3 to 4.0 dB for the lower NF and higher gain
frequency ranges, respectively. Given the superior performance of the frequency
range with the lower NF, it will be the one considered henceforth.
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To optimize the QoT, we investigated the impact of adjusting the average gain
of the BDFA and correspondingly modifying the optimal launch power per channel.
Fig. 4.3 depicts the relationship between the average GSNR in the E-band and the
BDFA gain offset (in dB) for different OLS distances of 40, 60, and 80 km. The
analysis considers data transmission in both the E-band alone and a scenario encom-
passing the C+L+E-bands. The reference point for the gain offset is the 0 dB setting,
which corresponds to utilizing the default launch power calculated through the LOGO
method, and adjusting the average gain of the BDFA accordingly. As depicted in
Fig.4.3, the LOGO algorithm yields near-optimal launch power in both the E-band
alone and together with C+L transmission. Additionally, the figure demonstrates the
degradation in QoT within the E-band when the C+L system is active, compared to
E-band transmission alone. The maximum GSNR degradation observed is 0.8 dB for
the 80 km span (at optimum values). Furthermore, Fig.4.4 showcases the influence
of adding the E-band to C+L systems, with the results presented for three different
span lengths of 40, 60, and 80 km. The higher degradation of the larger spans is
expected, as this span length will require a higher input power, and consequently will
produce more NLI. Even so, this minor degradation suggests that utilizing a BDFA
for E-band transmission holds promise for upgrading wideband scenarios in C+L
systems, as the impact of the SRS effect is minimal. The top plot in Fig. 4.4 reveals
that the average GSNR remains relatively unchanged when the E-band is added to
the system. Conversely, the bottom plot illustrates a decrease in C+L flatness levels
upon incorporating the E-band spectrum, as indicated by the increase in ∆GSNR.
Notably, the highest increase is observed for a span length of 60 km. However,
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despite this increase, the utilization of the E-band does not significantly attenuate
the C+L systems. The change in flatness can be accommodated by existing system
margins, ensuring that the upgrade scenario will not adversely affect the lightpaths
already deployed.

Figure 4.5 showcases the relationship between the average GSNR per band and
the number of spans, with each span of 80 km and the total distance varying from
80 to 640 km. Both C+L and C+L+E-band transmission scenarios are considered.
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Notably, the addition of the E-band exhibits minimal degradation in the QoT for the
C- and L-bands. This finding reinforces the feasibility of employing a BDFA for
upgrading C+L systems by leveraging transmission over the E-band. As anticipated,
the E-band experiences the highest degradation in GSNR, reaching a limit of 12.7 dB
at the end of the last span. Consequently, the E-band can efficiently accommodate
short-reach traffic offloading from the C- and L-bands. Furthermore, its utility can
be enhanced by employing flexible transceivers such as ZR+ [147].

4.2 Network upgrade exploiting multi band: S or E-
band?

When planning a network upgrade, e.g. to the S- or E-band, it is crucial to consider
the impact of SRS on the existing channels in the C+L-band. The presence of
SRS can lead to a degradation in the QoT of certain channels in the C+L-band,
potentially falling below the forward error correction (FEC) threshold. Consequently,
reconfigurations are necessary, such as switching to a lower-order modulation format
or rerouting affected channels. The former adjustment may result in a reduction in bit
rate, thereby requiring the allocation of additional channels to ensure the preservation
of the original end-to-end capacity. Notably, these operational considerations related
to the degradation of already active channels when activating an additional band have
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not been extensively investigated in the existing literature on networking studies.
While SRS is typically taken into account, the majority of contributions (e.g., [148–
150]) primarily focus on provisioning schemes or resource allocation schemes,
emphasizing the capacity enhancement achievable through the usage of multiple
bands, rather than comprehensively analyzing issues pertaining to upgrades and
operations.

In this section, we present the analysis of network upgrades based on the incorpo-
ration of the S- or E-band into an existing C+L-band system. For network upgrades
leveraging the E-band, we propose the adoption of an optimized guard-band (GB)
between the C- and E-band, as propose in [151]. The objective is to design the GB
in a manner that significantly reduces or even eliminates the impact of the E-band on
the C- and L-band traffic caused by SRS. This approach effectively avoids, at the
cost of having fewer available channels, any degradation in the QoT for the chan-
nels already operating in the C- and L-band, ensuring a seamless upgrade process.
Subsequently, a comprehensive evaluation of network performance is conducted to
compare the two upgrade options: transitioning to the E-band with the optimized GB
versus adopting the S-band. The evaluation considers the supported traffic increase
and the reconfigurations required for the active channels in the C+L-band. The
results indicate that upgrading to the E-band with a GB of 14 THz can be more
advantageous, as it enables a comparable traffic increase to activate the S-band or
the E-band with smaller GBs, while minimizing the need for reconfigurations on the
existing channels in the C+L-band.

4.2.1 QoT comparison between C+L, C+L+S and C+L+E sys-
tems

In this study, we perform computations for different numbers of CUTs based on
the proportion of total channels in each band: 4 cuts for the C-band, 7 cuts for the
L-band, 7 cuts for the S-band, and 8 cuts for the E-band. Our analysis assumes
optical channels operating at a symbol rate of 64 GBaud and a WDM grid spacing of
75 GHz. This configuration allows for a maximum allocation of 92 channels in the
L-band, 54 channels in the C-band, 125 channels in the S-band, and 146 channels in
the E-band. We also evaluate the impact in using an additional 1.5 THz of bandwidth
in E-band by adding 20 channels more, resulting in 166 channels in total. For
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the amplification, we consider commercial EDFA technology commonly used in
C+L-band line systems, with average NF of 4.2 dB for the C-band and 4.7 dB for
the L-band. It is important to note that we account for the frequency-dependent
characteristics of the amplifiers. For the S-band amplification, we assume the use
of TDFA with an average NF of 6.5 dB, as reported in [126]. In the E-band, we
employ NDFA technology proposed in [152], with an average noise figure of 5.5 dB.
Furthermore, in our analysis, we assume ideal amplifiers capable of fully recovering
the input power at the end of each span. To perform the physical layer analysis, we
utilize the GNPy open-source tool [95].

In order to assess the impact of upgrading an operational C+L system, we begin
by establishing the working point of this system, which will remain unchanged
during the upgrade deployment. To determine the launch power profile and evaluate
the corresponding QoT, we follow the same procedure described in Section 3.2.
For a span length of 60 km, the optimized launch power values are obtained as
−1.62 dBm for the L-band and 0.58 dBm for the C-band. It is worth noting that this
power optimization process is carried out for all span lengths in the network, as we
will elaborate in the subsequent paragraphs. For the upgrades to S-band or E-band,
we also perform the power optimization procedure for all span lengths, allowing
adjustments to the tilt and offset parameters exclusively for the newly deployed
band. Using this approach, we achieve average input power values of 0.76 dBm
for the S-band and 2.27 dBm for the E-band. Based on our analysis, Figure 4.6
illustrates the GSNR profile for all CUTs, comparing three scenarios: (a) C+L-band,
(b) C+L+S-band, and (c) C+L+E-band with a C-E band gap of GB = 14 THz, for a
single span of 60 km in length. The work presented in [151] has demonstrated that
a C-E band gap of 14 THz provides a suitable bandwidth allocation with minimal
impact on the QoT of the existing C+L band. This observation is further supported
by Fig. 2.3, which shows that the Raman gain efficiency exhibits a peak intensity
around this frequency offset, rapidly decreasing for larger spectral distances. By
setting this gap, which represents unused spectrum, the channels in the E-band are
sufficiently spaced from the C-band channels, reducing the interaction between them
to a negligible level. While complete isolation cannot be achieved due to the long tails
of the Raman efficiency, this gap effectively minimizes the interaction between the
E- and C-band channels. Firstly, we confirm that employing this C-E band spacing
for the C+L+E-band solution results in insignificant impact on the QoT. The average
degradation of the minimum GSNR, considering all span lengths in the network,
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Fig. 4.6 GSNR profile versus frequency for C+L-, C+L+E- and C+L+S-band for a 60 km
long span.

is less than 0.17 dB. In the E-band, the GSNR varies between 24.5 and 28.0 dB.
Regarding the upgrade to the S-band, Fig. 4.6 highlights the impact (indicated by
green triangles) on the minimum GSNR in the C- and L-band. The degradation
in the minimum GSNR is 0.8 dB and 1.13 dB for the C- and L-band, respectively.
Additionally, the GSNR in the S-band ranges from 25.5 to 27.2 dB.

Figure 4.7 illustrates the minimum GSNR as a function of the span length, ranging
from 30 to 60 km, which represents the maximum span length in the considered
network topology. The values are presented separately for each band and for each
upgrade scenario. Analyzing the C-band (indicated by red curves), it can be observed
that adding the S-band to the existing C+L-band system results in greater degradation
compared to upgrading with the E-band. This difference is more significant for
shorter spans, reaching a maximum degradation of approximately 0.92 dB. For the
S-band upgrade (indicated by green curves), a similar behavior is observed with a
higher impact on smaller spans. The maximum degradation of 1.3 dB occurs for a
span length of 30 km. In contrast, the E-band upgrade shows negligible degradation
across all span lengths in the C-band, with a maximum value of 0.2 dB. Comparing
the QoT of the E-band and S-band upgrades, there is a nearly constant performance
difference with an average of 1.5 dB. Despite the superior QoT performance of the
S-band, the E-band can achieve comparable capacity by utilizing a wider bandwidth
and accommodating more channels.
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Band C+L+S
C+L+E

(E=146 channels)
GB=14 THz

C+L+E
(E=166 channels)

GB=12.5 THz

C-band 0.80 0.17 0.76
L-band 1.13 0.17 0.65

Table 4.1 Average GSNR penalty in dB per band/scenario.

Table 4.1 provides the average GSNR penalty for the different upgrade scenarios
depicted in Figure 4.7. In addition to the two previously discussed scenarios, a
third scenario is considered, where a smaller GB is employed, allowing an increased
number of channels in the E-band, totaling 166 channels in this band. This third
scenario aims to assess whether the addition of 20 channels, despite resulting in
higher GSNR penalties due to a more limited guard band, can improve the overall
network blocking probability. The results demonstrate that both the S-band upgrade
and the wider E-band with a smaller guard band lead to higher penalties compared
to the E-band with a 14 THz guard band, as presented in previous studies [151]. It
is worth noting that the additional third scenario, with a more limited guard band
but additional channels, explores the trade-off between GSNR penalties and the
reduction of network BP.
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4.2.2 Network upgrade assessment

The comparison between upgrades to the S-band and E-band is performed using a
custom-built event-driven C++ simulator [2]. The simulation considers a 30-node
Spanish backbone topology, as illustrated in Figure A.1f. The traffic follows a
Poisson distribution with a mean inter-arrival time of 1/λ . The mean connection
holding time is exponentially distributed with a value of 1/µ = 500 s. The traf-
fic load, expressed as λ/µ , is varied up to 7500 Erlang by adjusting 1/λ . The
simulation assumes dual polarization quadrature phase shift keying (DP-QPSK)
and dual polarization 16 quadrature amplitude modulation (DP-16QAM) with a
symbol rate of 64 GBaud. Requests for a net data rate of 400 Gbps are considered.
These requests can be routed using a single 400 Gbps DP-16QAM signal occupy-
ing a 75 GHz frequency slot or two 200 Gbps DP-QPSK signals with a 150 GHz
frequency slot allocated. The worst channel GSNR, considering cross-phase mod-
ulation, is assumed for each band. Threshold values for GSNR are determined
to achieve a maximum pre-FEC bit error rate of 3× 10−3, following the back-to-
back transceiver characterization in [79]. For DP-16QAM, the threshold is given
by THDP−16QAM = 16.1dB+M, and for DP-QPSK, it is THDP−QPSK = 9.5dB+M,
with M representing network margins accounting for factors such as aging [153].
Path computation is based on load balancing [154], and the FF policy is employed
for spectrum allocation (SA) within the chosen band. The preference is given to the
C-band, and if the spectrum continuity constraint cannot be satisfied in the C-band,
the L-band is used. The S-band or E-band are use when the spectrum continuity
constraint cannot be met in both the C-band and L-band. If the spectrum continuity
constraint cannot be satisfied in any of the C-, L-, S-, or E-bands, the request is
blocked. Upgrades to S- and E-band are compared in terms of both blocking proba-
bility and the number of reconfigurations required to guarantee QoT in C+L-band
when activating the new band.

Figure 4.8 illustrates the BP versus traffic load for three network upgrade scenar-
ios: C+L-band, C+L+S-band, and C+L+E-band (with guard bands of 12.5 THz and
14.0 THz between E-band and C-band) with no margins (M = 0). The exploitation
of the S-band or E-band leads to a significant reduction in blocking probability.
Interestingly, all three network upgrades exhibit similar blocking probabilities. For
instance, at a blocking probability of 10−2, the utilization of the E-band or S-band
allows for supporting nearly double the traffic compared to the C+L-band alone.
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When comparing the upgrade to the S-band with the upgrade to the E-band with a
14.0 THz guard band, although the latter exploits more spectrum (approximately
1.5 THz more), the GSNR in the E-band is lower than that in the S-band (around
1.0 dB for a single span). This difference in GSNR results in a higher utilization of
lower-order modulation formats in the E-band, which requires more spectrum per
request but balances the increased spectrum availability. A similar effect is observed
when comparing the two different upgrades within the E-band, with guard bands of
12.5 THz and 14.0 THz, respectively. Despite the additional channels in the E-band
with a smaller guard band, the blocking probability remains comparable. This is due
to the lower GSNR associated with the 12.5 THz guard band, resulting in a greater
impact of nonlinear effects and a higher usage of lower-order modulation formats.

Furthermore, it is important to note that the network upgrade may not always be
seamless, as it can require reconfigurations in the C+L-band due to the influence of
SRS when introducing a new band. Specifically, when upgrading with the S-band
or E-band and a 12.5 THz guard band, an impact is observed on the already active
channels in the C+L-band. Conversely, as mentioned earlier, it has been observed
that deploying the E-band with a 14.0 THz guard band does not necessitate any
reconfiguration of the channels in the C+L-band.
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Fig. 4.9 Margin M versus number of routes requiring reconfiguration when exploiting (a) S-
band, and (b) E-band with GB = 12.5 THz.

Figure 4.9a illustrates the number of routes that necessitate reconfigurations, such
as rerouting, modulation format changes, or bit rate reductions, as a function of the
margin value M when upgrading to the S-band. It should be noted that the simula-
tions assume a change in modulation format (always from DP-16QAM to DP-QPSK)
with a corresponding reduction in bit rate in cases where reconfiguration is required.
Alternatively, additional channels could be established to maintain the original bit
rate. With no margins (M = 0), only 4 out of 870 routes require reconfigurations in
the C+L-band channels when adopting the S-band upgrade. The number of routes
requiring reconfigurations increases with larger margin values, as the QoT require-
ments become more stringent. Consequently, more routes become critical, with a
GSNR close to the threshold, such that the GSNR variation caused by SRS brings it
below the THDP−16QAM threshold. For instance, with M = 1 dB, reconfigurations
would be necessary for channels along more than 40 routes. Similarly, the upgrade
to the E-band with a 12.5 THz guard band may also result in reconfigurations in the
C+L-band, as depicted in Figure 4.9b. Although no reconfigurations are needed for
the assumed scenario with M = 0, some reconfigurations are required when increas-
ing the margin. For example, with M = 1 dB, reconfigurations would be required for
channels along more than 20 routes. By comparing Figure 4.9a and Figure 4.9b, it
becomes evident that upgrading to the S-band leads to more reconfigurations in the
C+L-band compared to the upgrade to the E-band with a 12.5 THz GB.

Figure 4.10 depicts the blocking probability as a function of M at a load of
2500 Erlang. As anticipated, the blocking probability increases with larger margin
values, as the QoT becomes more stringent, resulting in the adoption of the less
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spectrally efficient DP-QPSK format, which requires a wider bandwidth (150 GHz
instead of 75 GHz). For the given load, the upgrade to the E-band with a 12.5 THz
guard band exhibits slightly better performance than the other upgrades when the
margins are limited (M ≤ 2 dB). However, with M = 3 dB, the upgrade to the E-
band with a 12.5 THz guard band demonstrates slightly worse performance. This
discrepancy can be attributed to two factors. Firstly, with a 12.5 THz guard band,
the GSNR in the E-band is lower compared to that of the 14 THz guard band due to
the influence of SRS. Secondly, a M = 3 dB margin imposes a higher threshold on
the GSNR. Consequently, the combination of a lower GSNR and a higher threshold
necessitates more frequent usage of DP-QPSK, resulting in the occupation of a wider
bandwidth and consequently a higher blocking probability.

The network simulations have demonstrated that upgrading to the E-band with a
well-chosen guard band between the E- and C-band may be more favorable compared
to upgrading to the S-band. On one hand, both upgrade scenarios in the E-band and
S-band achieve similar increases in traffic capacity, with the E-band allowing for
nearly double the traffic compared to the original C+L-band system. On the other
hand, upgrading to the E-band with a properly designed guard band (GB = 14.0 THz
in the specific scenario considered) does not require any channel reconfigurations
in the C+L-band, such as modulation format adjustments. However, the upgrade to
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the S-band or the E-band with a smaller guard band of GB = 12.5 THz may have
an impact on the quality of transmission in the C+L-band, necessitating channel
reconfigurations to maintain the desired quality of transmission. Future research
can explore network upgrades and reconfigurations in the presence of advanced
transmission systems, such as probabilistic constellation shaping, which offer more
refined trade-offs between optical reach and spectral efficiency.

4.3 Multi-band optical network design

In order to enable MBT upgrade, network design strategies need to be addressed in
terms of performance and costs, analyzing parameters such as amplification place-
ment and minimization of used interfaces. Several investigations have been carried
out on the design of optical networks, with and without the usage of MBT systems.
In [155], a network design strategy is presented for a geographically dependent,
fiber-based capacity upgrade using C- and C+L-band systems, whereas in [156] a
comparison between C+L-band systems and multi-fiber is reported, highlighting
that MBT upgrades are beneficial even in the case of low costs for fiber leases. An
amplifier placement strategy is carried out in [157], deploying additional amplifiers
in protected mixed-line rate optical networks. An optimized hybrid Raman/EDFA
placement is carried out in [158] in order to minimize the number of used 3R regen-
erators. In [159] three strategies for placing an L-band amplifier were analyzed to
extend the C-band system, showing a trade-off between spectrum efficiency and costs.
In this work, we consider the network design for the deployment of a fixed number
of new amplification site applied to a network upgrade from C+L to C+L+S system.
Moreover, due to band separation losses and costs associated with the deployment
of a new AS, we assume that each AS amplifies all used bands, unlikely to occur
with the work of [159]. Our analysis evaluates the overall network performance in
terms of delivered traffic, as well as costs in terms of transceiver interfaces and the
total number of amplifiers used. We compare this approach with the performance of
a network with multiple fibers (2 and 3 times), in order to determine the additional
capital expenditure (CAPEX) required to achieve the same performance as C-band
only systems.
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Fig. 4.11 Illustration of network and OLS abstraction for spans using C+L transmission
systems with 80 km and two possible C+L+S upgrade scenarios: (1) Regular, which keeps
the span length adding a S-band amplifier at the already deployed AS and (2) New AS, which
divides the span in half, adding a new set of amplifiers for the three bands in a new AS.

4.3.1 Design and upgrade strategies for multi-band transmission
networks

The multi-band upgrade beyond C+L systems is the use of the S-band spectrum,
adding an amplifier specific to this band to each AS, as shown in Fig. 4.11 by the
name of C+L+S Regular. This solution can increase the overall network capacity
with a limited increase in capital or operational expenditure (CAPEX/operational
expenditure (OPEX)). For spectral bands beyond the C+L-bands, the average fiber
attenuation is higher, and the amplification technologies lack maturity. Moreover,
due to the impairments that occur during wideband transmission, including nonlinear
interference generation and SRS effects (described in detail in Section 2.1), these
bands have different QoT values, producing a lower capacity per channel [14]. Due
to that reason, another possible solution for multi-band upgrading networks beyond
C+L is the addition of another AS, besides the same amplifier of Regular C+L+S
strategy, decreasing by half the span length. The first point of this strategy, shown in
Fig. 4.11 and named C+L+S New AS, is that instead of amplifying only the S-band,
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Algorithm 1 Network design for new AS distribution

Require: RSk=1: network route space
only for the shortest path (k = 1); L:
list of network links; p: percentage
of spans to receive a new AS;

Ensure: A: List of new AS per link.
1: t← 0
2: A,U ← /0
3: for all link l in L do
4: Al,Ul ← 0
5: Sl ← number of spans of link l
6: t← t +Sl
7: end for
8: n = t · p ▷ Total number of new AS

to distribute
9: t← 0

10: for all route r in RSk=1 do
11: for all link l in r do
12: Ul ←Ul +1
13: t← t +1
14: end for
15: end for
16: for all link l in L do

17: Al ← round(Ul/t ·n) ▷
Normalization times total number of
new AS

18: if Al > Sl then
19: Al ← Sl
20: end if
21: end for
22: s← 0 ▷ Spare ASs
23: if ∑l∈L Al < n then
24: s← n−∑l∈L Al
25: end if
26: while s > 0 do
27: l← link with higher usage Ul in

which Al < Sl
28: if (Sl−Al)≤ s then
29: s← s− (Sl−Al)
30: Al ← Sl
31: else
32: Al ← Al + s
33: s← 0
34: end if
35: end while

which presents the higher QoT penalties, we added amplifiers for all bands. The
amplification of only the bands with higher penalties is not justified, as most of
the CAPEX is on the extra amplification site infrastructure, not on the amplifiers.
Second, this approach drastically increases the overall network CAPEX/OPEX, as
each 80 km span requires an AS deployment, which can be unfeasible in terms of
costs.

This work proposes an allocation policy for a limited number of new ASs as
a result of the significant increase in terms of the cost of the C+L+S New AS
approach for all spans. The proposed network design is based on the network route
space (RS), as illustrated in Fig. 4.11 (left side) and described in detail in Alg. 1.
From our previous analysis, we found that focusing on the distribution of new AS
only among the shortest paths (route space of k = 1) is more beneficial, even if
during the allocation process we have k = 5 possibilities for each pair of nodes. The
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analysis performed on the usage of the route space (RS) only for k = 1. Moreover,
the algorithm requires the percentage of spans in the network in which the length is
halved. Firstly, we initialize the sets of the number of new AS per link (A) and link
usage (U) between lines 3 and 7, also counting the total number of spans (t) in the
network. With the total number of network spans, we can compute the total number
of ASs (n) which will be distributed among the links, as shown in line 8. Between
lines 10 and 15 we count the number of times each link, as well as the total number of
links (t), is used by the RS. The loop between lines 16 and 21 sets the amount of new
AS per link, multiplying the normalized usage set U/t times n and then checking if
this number is higher than the total number of spans in each link (line 18). As some
links present a high degree of importance, the result of this multiplication can lead
to the results that some links might receive more ASs than the number of spans. If
that occurs, the proposed algorithm sets all spans in this link to receive a new AS.
Moreover, in line 23 is evaluated if the total number of new AS (A) to be installed is
less than the total number defined in n, computing the number of spare new ASs (s).
Finally, the spare new AS that were not allocated are distributed among the links with
higher utilization that have not reached the maximum number of upgrades (between
lines 26 and 35). The proposed algorithm prioritizes the link with higher usage
among the shortest paths, focusing on links that are more likely to be used during
the connection allocation process in the network. Moreover, this allocation policy is
traffic-independent, meaning that even if the traffic pattern changes during network
operation, the distribution of new ASs may still be close to optimal. In this work, we
evaluate the impact of the upgrade from a C+L system to all spans using the Regular
upgrade, namely C+L+S 0% (indicating the percentage of network spans that will be
halved and receive a new AS). In addition, we test the allocation policy when 10, 20,
40, and 60% of all network spans receive an extra AS, in order to evaluate whether
with a limited CAPEX/OPEX increasing is possible to obtain the same or close to
the approach in which all spans lengths are halved (C+L+S 100%).

In order to assume a more realistic transmission scenario, if compared to the
simulations performed in previous sections, we add: 0.25 dB for connectors losses,
multiplexer (MUX)/demultiplexer (DEMUX) insertion losses in amplification sites
of 2 and 1 dB, respectively, ROADMs PDL of 0.5 dB/node traversed by the LP,
ROADMs filtering penalties as proposed in [160] and splice losses of 0.01 dB/km,
the latter in order to cope with fiber aging. Finally, the control plane sets a 1.0 dB
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Fig. 4.12 GSNR profile of a single span for all scenarios.

system margin to cope with other detrimental effects and the impact of aging before
choosing the supported modulation format for each lightpath.

It should be mentioned that the input power profile for all scenarios was obtained
by the tilt and offset strategy proposed in [9], with the aim of delivering the highest
and flat GSNR profile possible. Using this power optimization strategy, the C-only
case presented an average input power per channel of 0.0 dBm while in the C+L
scenario, we found an average power per channel of 0.3 and 0.6 dBm for the L- and
C-bands, respectively. On the one hand, in the C+L+S Regular scenario, the average
powers are −0.7, −0.6, and 3.0 dBm/channel for L-, C-, and S-bands, respectively.
Finally, the average power per channel decreases to −3.4 dBm for the C-band,
−2.9 dBm for the L-band, and −0.3 dBm for the S-band for the C+L+S New AS
scenario. The GSNR profile for C-only, C+L, and C+L+S Regular, after a single
80 km span, and for C+L+S New AS, after two 40 km spans, are presented in the
far right side of Fig. 4.12. First, the C-only scenario presents an average GSNR of
29.0 dB. The C+L transmission scenario presents an average GSNR of 28.1 and
27.0 dB for L- and C-bands, respectively. For the case in which the S-band amplifier
is only added at the end of the 80 km span (C+L+S Regular), we obtain GSNR
averages of 29.2, 27.0, and 23.8 dB for L-, C-, and S-bands, respectively. If we
compare the C+L and C+L+S Regular cases, we can see a small improvement in the
L-band GSNR average. This is caused by the additional channels in S-band, which
generates a higher power transfer due to the SRS, causing this band to require less
gain and consequently producing less ASE noise. Moreover, as the input power in
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L-band is reduced, if compared to the C+L system, to compensate for the SRS effect,
we are able to maintain the NLI levels, thus generating an increase in GSNR. Finally,
the new approach, where a new amplification site is put after 40 km (C+L+S New
AS), leads to improving the QoT in all bands. For example, the GSNR averages
after 80 km are 33.1, 31.7, and 29.5 dB for L-, C-, and S-bands, respectively. In
this approach, the GSNR values increased to 3.9, 4.8, and 5.7 dB in the L-, C-, and
S-band, respectively, compared to the C+L+S-band Regular. According to this plot,
adding an extra amplification site after 40 km can bring the S-band GSNR to values
comparable to the ones of the C + L systems, which can be used in this band for
more efficient modulation formats. However, this upgrade can greatly increase both
the CAPEX and the OPEX of the network, as each span in the network requires an
additional AS.

SNAP progressive-traffic analysis was performed for 1500 Monte Carlo itera-
tions, in which the network is progressively populated with connection requests
following the parameters used as input, such as request date rate (400 Gbps) and
nodes distribution (uniform and population-based) [1] until a threshold criterion is
achieved, in our case a maximum blocking probability of 5%. The SNAP control
routing policy used is the algorithm of k-shortest paths with kmax = 5 and FF as
wavelength assignment policy. All established connections are fully transparent and
the modulation format used, based on OpenZR+ MSA [147], depends on the absolute
path GSNR, supporting three modulation formats (QPSK, 8QAM, and 16QAM) and
four data rate values per channel (100, 200, 300 and 400 Gbps). The required GSNR
(RGSNR) for all data rates supported by our transceiver assumption and its respective
power consumption are reported in Table B.1. Besides all physical layer penalties
described in this section, the SNAP control plane adds a QoT system margin of
1.0 dB for each lightpath to ensure correct system operation. Finally, the network
assessment is performed for two network topologies: (1) Italian (Figure A.1d) with
21 nodes, 35 bidirectional links, an average link length of 209 km, and an average
node degree of 3.4; and (2) Japanese (Figure A.1e) with 25 nodes, 43 bidirectional
links, an average link length of 305 km, and an average node degree of 3.4.
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4.3.2 Network design results

RS k usage analysis

As described in Section 4.3.1, our proposed AS allocation algorithm is based on
RS, to determine the priority of the links for the allocation process. Moreover, is
also mentioned that the RS is composed of 5 shortest paths between each node
pair in the network. Regarding that, Fig. 4.13 presents a simulation using the C+L
scenario (with BPthr = 5 ·10−2) for Italian and Japanese topologies for uniform and
population-based traffic patterns, showing the ratio of which k-shortest path is used
during the allocation process. Logically, we notice that when the network is free and
starts to be populated with new connection requests, only the first k-shortest paths are
used. Additionally, when the network becomes more congested, the other RS paths
start to be used. Fig. 4.13 also presents (dotted lines) the lower percentage of k = 1
shortest path usage, varying between simulations from 75 to 58%, with the latter for
the Italian topology using a population-based traffic, shown by Fig. 4.13b. With these
results, it is clear that the ratio between the usage of the k = 1 path is higher than the
sum of ratios of the other paths during the lifetime of a network, with a significant
part of it using only the shortest path. As the new AS strategy improves the QoT,
and consequently will improve the performance in terms of usage possibility of high
modulation formats, if only a few numbers of them are available for allocation we
should prioritize the links that are more likely to be used during the network lifetime.
For this reason, our allocation strategy to deploy new ASs (described in Alg. 1) used
the RSk=1.

Traffic versus BP analysis

The first analysis carried out evaluates the BP (varying from 10−4 to 5 ·10−2) versus
the network total allocated traffic for the reference C+L scenario, C+L+S 0%, and
the cases where 20, 40, 60% and 100% of the network spans receives an additional
amplification site. Moreover, all the delivered traffic values described for BP = 10−2

are presented in Table 4.2 for easier comparison. Fig. 4.14a presents the results
for the Italian topology using the uniform traffic distribution. Notice that all men-
tioned delivered capacities for all scenarios are in the BP = 10−2. According to it,
whereas the C+L MBT configuration delivers 196.8 Tbps, the C+L+S 0% supports
306.5 Tbps. It is clear that exploiting the S-band leads to extending the network
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Fig. 4.13 RS k percentage usage versus traffic for C+L simulation for Italian topology, using
(a) uniform and (b) population-based traffic, and for Japanese topology using (c) uniform
and (d) population-based traffic with threshold BP = 5 ·10−2.

throughput by 56% compared to the reference C+L scenario. Moreover, C–2×
delivers 236.8 Tbps (20% increase) and C–3× scenario delivers 356.5 Tbps (81%
increase). In the C+L+S 100% case, the network capacity increases to 487.9 Tbps,
which is 148% more than the C+L scenario. This huge capacity extension is because
of the higher QoT of this MBT scenario, consequently supporting more efficient mod-
ulation formats of the transceiver used in this work. If the C+L+S 0% scenario is used
as a reference, the deployment of the new ASs in all network spans (C+L+S 100%)
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Fig. 4.14 Network overall delivered traffic versus blocking probability for Italian topology
with (a) uniform traffic and (b) population based traffic.

results in a traffic increase of 59%, maximum traffic increase possible by the de-
ployment of new ASs. Moreover, using the proposed deployment strategies, it is
possible to increase the network capacity by 20% (366.7 Tbps), 28% (366.7 Tbps),
39% (392.8 Tbps), and 56% (451.9 Tbps) when restricting the upgrade to 10, 20,
40, and 60% of the total number of spans, respectively. This means that using the
proposed site allocation policy, with 60% of the spans being halved, we can achieve
almost the same traffic increase as C+L+S 100% (solid yellow curve). Additionally,
receiving a new AS in only 10% of the network spans slightly outperformed the
multi-fiber system with the same amount of channels (C–3×). Fig. 4.14b presents
the analysis for the Italian network with a population based traffic node distribu-
tion. According to this figure, the network throughput in the C+L scenario is about
130.7 Tbps; Moreover, it grows to 209.9, 174.6, 264.2, and 291.1 Tbps by exploit-
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ing C+L+S 0%, C–2×, C–3×, and C+L+S 100% MBT configurations, respectively.
Comparing C+L+S 0% and 100%, the network capacity increases by 39%. For this
traffic pattern, considering the C+L+S 0% as a reference case, the proposed alloca-
tion strategy was able to increase the overall delivered traffic by 9%, 16%, 24%, and
32% for 10, 20, 40, and 60% scenarios, respectively. If we consider the difference
obtained from the C+L+S 0% to the C+L+S 100% scenarios as the maximum ca-
pacity enhancement possible, we achieve 61 and 82% of this enhancement with 40
and 60% in the new AS installed. Moreover, we can see that for this traffic pattern,
the New acas strategy was able to achieve the same performance as the C–3× when
40% of the spans are halved. According to two Figs. 4.14a and 4.14b, it is clear
that nonuniform traffic distribution presents a lower performance in terms of overall
delivered traffic, compared to the uniform scenario. This can be explained by the
population distribution and is a characteristic of the topology itself, as already shown
in [1] for other topologies. Overall, although the network throughput decreases when
applying a nonuniform traffic distribution to this network, the proposed method
shows its benefit on the capacity extension for both cases.

Next, we present the SNAP simulation for the Japanese network topology using a
uniform traffic pattern is presented in Fig. 4.15a. For BP = 10−2, delivered network
capacity is 314.8 (37% increase), 246.3 (7.0% increase), 375.4 (63% increase), and
475.6 Tbps (107% increase) for C+L+S 0%, C–2×, C–3× and C+L+S 100%, respec-
tively, compared with the C+L scenario, which achieved 234.4 Tbps. Compared with
the C+L+S 0% scenario, the network capacity gains achieve 9, 13, 30, 45, and 51%
for the scenarios using 10, 20, 40, and 60% and 100% of additional AS, respectively.
In this case, we can see that the performance of the C–3× scenario is between 20
and 40% cases. Moreover, by upgrading 60% of the spans we achieve 88% of the
traffic increase provided by all spans receiving a new AS. The last traffic versus BP
analysis is presented in Fig. 4.15b for the Japanese optical network topology with
population-based traffic pattern. The total traffic delivered is 203.6, 219.0, 334.2,
282.0, and 426.5 Tbps for C+L, C–2×, C–3×, C+L+S 0%, and C+L+S 100%, re-
spectively. Compared with the C+L+S 0% scenario, the proposed allocation obtained
a traffic increase of around 12, 16, 34, and 46% with 10, 20, 40, and 60% of spans
upgraded while this increase achieved 51% for C+L+S 100%. To be precise, the
total allocated traffic for the C+L+S 60% and C+L+S 100% MBT scenarios are
411.1 and 426.5 Tbps, respectively. Also, for this traffic pattern, the results show
that the proposed new AS allocation policy can achieve a network capacity close to



4.3 Multi-band optical network design 77

150 200 250 300 350 400 450 500
Traffic [Tbps]

10 4

10 3

10 2
B

lo
ck

in
g

 p
ro

b
ab

ili
ty

(a)

150 200 250 300 350 400 450 500
Traffic [Tbps]

10 4

10 3

10 2

B
lo

ck
in

g
 p

ro
b

ab
ili

ty

(b)

Fig. 4.15 Network overall delivered traffic versus blocking probability for Japanese topology
with (a) uniform traffic and (b) population based traffic.

C+L+S 100% case with 60% of the network spans receiving a new AS. Additionally,
the performance for the C+L+S 20% achieved almost the same performance as the
C–3×. Finally, the proposed allocation strategy presented good results for the two
topologies used with both traffic patterns tested, showing the benefits of using a
traffic-agnostic allocation policy.

Number of amplifiers versus number of interfaces

Next, we show in Fig. 4.16 the results of our new AS allocation strategy in terms
of the number of demanded interfaces and the total number of amplifiers used for a
specific delivered traffic point, corresponding to the traffic delivered for BP = 10−2

for the C+L scenario. Fig. 4.16a shows the results for the Italian topology for



78 Multi-band optical network upgrade and design

Table 4.2 Overall delivered traffic for all upgrade scenarios, topologies and traffic patterns
with BP = 10−2.

Traffic [Tbps]
Upgrade Italy Japan

Uni. Pop. Uni. Pop.

C+L 196.8 130.7 229.7 203.6
C-2x 236.8 174.6 246.3 219.0
C-3x 356.8 264.2 375.4 334.2
C+L+S 0% 306.5 209.9 314.8 282.0
C+L+S 10% 366.7 228.1 341.8 314.8
C+L+S 20% 391.3 243.6 356.8 325.9
C+L+S 40% 424.9 260.6 408.7 378.6
C+L+S 60% 477.2 277.6 456.2 411.1
C+L+S 100% 487.9 291.1 475.6 426.5

uniform, with allocated traffic of 196.8 Tbps, and for nonuniform, with allocated
traffic of 130.7 Tbps. The reference uniform C+L scenario requires the use of 676
optical interfaces and C–2× requires 595, whereas the reference population-based
C+L requires 420 and the C–2× 353, all cases using 332 optical amplifiers (166 for
each band/fiber). When considering the C+L+S 0% scenario, the uniform case uses
617 interfaces while the population uses 376, both using a total of 498 amplifiers.
Moreover, the C–3× required the same amount of interfaces as the C–2× using
the same amount of amplifiers as the C+L+S 0% scenario. The decrease in the
number of interfaces (C+L to C+L+S 0%) for both traffic patterns is a consequence
of slightly higher GSNR levels in the L-band and the specific traffic point, which, as
is not heavily loaded, does not use channels in S-band, due to the FF policy. The
numbers of interfaces required for the uniform scenario are 547, 518, 499, 492, and
492 for C+L+S 10%, 20%, 40%, 60%, and 100%, respectively, whereas these values
are 355, 338, 330, 326, and 326 for the population-based traffic. By Fig. 4.16a, we
can see that upgrading only 10% (526 amplifiers in total) of the network spans is
possible to achieve the same (population case) or lower (uniform case) number of
interface levels as the C–3× scenario. Moreover, for this topology, we notice that
the same interface count levels as the C+L+S 100% case are achieved when only
40% (610 amplifiers in total) of the spans receive a new AS. Fig. 4.16b presents
the results for the Japanese topology for overall traffic of 229.7 (uniform case) and
203.6 Tbps (population based case). Starting with the total number of amplifiers
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Fig. 4.16 Total number of amplifiers versus the number of used interfaces for (a) Italian for
uniform and (b) Japanese topologies.

for both scenarios, the values are 500, 750, 799, 848, 946, 1045, and 1242 for C+L,
C+L+S 0%, 10%, 20%, 40%, 60%, and 100%, respectively. For uniform traffic, the
C+L scenario used 944 interfaces and the C–2× reduced this count to 862, whereas
for the population traffic, these values are 833 and 761, both requiring 500 amplifiers
in total. Using the S-band or triple the number of fibers requires a total of 750
amplifiers (250 amplifiers per band/fiber). The number of used interfaces for the
C+L+S 0% are 879 and 773 for uniform and population-based cases, respectively.
Similarly to the Italian topology, upgrading 10% (16 new ASs) of the network spans
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overcomes the performance of the C–3× scenario. The demanded interfaces for
the uniform case are 829, 799, 721, 673, and 636 and for the population-based case
731, 704, 623, 585, and 547 for C+L+S 10%, 20%, 40%, 60% and 100% scenarios,
respectively. For the Japanese topology, the installation of new acpas in 60% of the
network spans did not achieve the same levels of used interfaces as the C+L+S 100%
case for both traffic patterns. Due to that, we added a scenario in which 80% os
spans are upgraded, with a total of 1143 amplifiers and 131 new ASs. Only for that
case we are able to achieve the best performance (C+L+S 100% scenario). Anyway,
if we consider the decrease from C+L+S 0% to C+L+S 100% as a reference, we are
able to achieve around 84% (both traffic patterns) of the maximum interface count
decrease with 60% of spans being upgraded.



Chapter 5

Conclusions

This thesis starts with a brief introduction of the history of optical transmission and
optical networks, from the first to the modern systems. It was also presented the traffic
demand continues to increase, stressing to the limit the traffic capacity provided by
todays systems. To tackle that problem, we shown the newest technologies which
are the most promissory ones to provide the required capacity increasing, focusing
mainly on MBT, but also discoursing about other possibilities.

In Chapter 2 three main topics were covered. Firstly, we start by describing all
the details of an optical line system, showing the main components, e.g. transmitters,
receivers, ROADMs, fiber and optical amplifier, presenting also how they impact the
optical transmission. Secondly, we discuss about the optical network architecture,
detailing about the geographic structure, the concepts of software-defined networking
and disaggregation, and how we can model a transport network, considering all the
physical layer impairments presented in it. We also presented the two main frame-
works used in this work, GNPy and SNAP, in order to proper emulate how optical
network operates. Lastly, we focus our attention in the main topic of this thesis, the
multi-band transmission systems, discoursing the main differences between it and
regular C-band systems, also showing the benefits an challenges.

Chapter 3 tackles the input power problem in MBT systems. We start by evaluat-
ing how consider the SRS is important in such systems and how this effect impacts
the quality of transmission of the system. In Section 3.1 it is shown that MBT C+L+S
transmission can decrease the QoT levels per band up to 2.4 dB, in average, per span
when single band input powers are used. This QoT degradation leads to a decrease
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in OLS capacity for multiple spans, achieving up to 6.4 Tbps less traffic, also com-
paring with single band transmission and shown in Section 3.1. Next, we present
our first set of results, applying the tilt/offset strategy per band using a brute-force
approach, in order to compensate the impairments raised in MBT. These first results
show how important the proper power control is in MBT systems, being able to
reduce the GSNR variation and improve the overall GSNR. Section 3.2.1 shows that
the tilt/offset strategy for the C+L+S scenario was able to increase the S-band GSNR
average by 0.6 dB and improve S-band flatness by 1.5 dB, while maintaining or
improving L- and C-bands, if compared with no input power strategy. We expand
our analysis to the network level, showing how the MBT can significantly improve
network performance, comparable with multiple C-band systems. In Section 3.2.2 it
is shown that MBT can achieve 94.8% of the delivered traffic of multiple C-band
systems in the worst case. The results of this section suggest that MBT can be
a viable solution for network capacity upgrade wit almost same performance as
multiple C-band fibers using C-band transmission with the advantage of no new
fibber deployment requirement. Finally, this chapter finishes with the application of
a multi-objective genetic algorithm applied to the previously presented strategy and
showed in Section 3.3. Our results show that this approach can decrease the number
of simulations for a C+L+S scenario by almost half, providing equal or better OLS
system performance. Specifically, the GA was able to maintain almost the same
GSNR average and flatness for L-, increase the GSNR flatness by 0.9 dB in C-band,
and, finally, increase the GSNR average by 0.5 dB in S-band.

In Chapter 4, we start by presenting our analysis with the usage of bismuth doped
fiber amplifier in E-band, in order to upgrade a C+L optical system. In Section 4.1,
our modelling results shown that the usage this type of amplifier presents a acceptable
performance, even with higher penalties presented by this band. Accordingly to our
results, an OLS of eight spans of 80 km still has enough QoT (12.7 dB) in E-band to
transmit using low order modulation formats of flexible transceivers. Moreover, we
show that adding this band presents a almost insignificant impact on C+L systems,
presenting an increasing in GSNR variation up to 0.4 dB. The second part of this
chapter, shown in Section 4.2, presents the analysis carried to evaluate two possible
MBT upgrade scenarios: add the S- or the E-band to a C+L system already in use.
Bringing this analysis also to the network level, our results show that the E-band
upgrade does not require any LP reconfiguration, and if high margins are required,
E-band upgrade provides a better performance. This chapter finishes by showing the
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latest results of our work, a MBT network design presented in Section 4.3, in which
limited number of additional amplification site are distributed withing the network,
in order to increase the overall system performance, as well as being able to reduce
the number of used transceivers. We performed a network assessment for a couple
of physical topologies and two traffic patterns, showing the benefits of deploying
new ASs, if is required a better performance of these MBT networks. We shown that
up to 40% of te network spans receiving a new AS is able to deliver the same traffic
performance as a network with multiple fibers using C-band systems. Moreover, it is
presented that with already 10% of new AS is possible to reduce the number of used
interfaces for a fixed traffic, also compare with C-band systems.
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Appendix A

Optical network topologies

All the optical network topologies use in this work are presented in Figure A.1, with
the main parameters described bellow.

• Figure A.1a – German topology (Dutch telecom – DT) composed by 17 op-
tical nodes, 26 links, average node degree of 3.0, and average link length of
236.6 km.

• Figure A.1b – US-NET topology composed by 24 optical nodes, 43 links,
average node degree of 3.6, and average link length of 833.7 km.

• Figure A.1c – European (COST) topology, composed by 28 optical nodes,
41 links, average node degree of 2.9, and average link length of 658.6 km.

• Figure A.1d – Italian topology composed by 21 optical nodes, 36 links, average
node degree of 3.4, and average link length of 270.8 km.

• Figure A.1e – Japanese topology composed by 25 optical nodes, 43 links,
average node degree of 3.4, and average link length of 291.3 km.

• Figure A.1f – Spanish topology composed by 30 optical nodes.
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(a) (b)

(c) (d)

(e) (f)

Fig. A.1 Optical network topologies used in this work. (a) DT, (b) US-NET, (c) COST,
(d) Italian, (e) Japanese, and (f) Spanish.



Appendix B

Fiber and devices characteristics

B.1 Transceivers characteristics

Table B.1 presents the flexible rate transceiver characteristics, i.e. modulation
formats, an their respective data rates, power, and required GSNR. These values are
reported in [147].

Table B.1 Transceivers modelling assumptions.

.

Modulation Data rate [Gbps] P [W] RGSNR [dB/0.1nm]

DP-16QAM 400 20 24
DP-8QAM 300 18 21
DP-QPSK 200 16 16
DP-QPSK 100 13 12.5
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