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Abstract

The search of novel alternative to traditional solvents has interested the scientific community

for many years. During the last years many systems were proposed: among these noteworthy

are Ionic Liquids (ILs) and Deep Eutectic Solvents (DES). The idea behind these novel liquids is

to enhance and improve the eco-compatibility of traditional solvents by using these materials

as viable, more environmentally friendly substitutes for conventional solvents or molecular liq-

uids. The peculiar physical and chemical properties exhibited by these solvents (as low melting

point, low volatility, large thermal and electrochemical window stability) are originated by the

extraordinary coordination occurring in the liquid phase: hydrogen bonding, for instances, plays

a crucial role on the stabilization of liquid phase in both ILs and DESs. In this thesis, with the

aim of understanding the innovative properties exhibited by DESs and ILs, we investigated by a

combined experimental and computational approach, the structure of many DESs. We performed

thermal analysis (DSC and TGA) and vibrational spectroscopy (FIR, MIR and, when necessary,

Raman spectroscopies). The bulk phase, for some systems, was also studied by Wide-angle X-Ray

scattering (WAXS). To better understand the interactions and conduct an accurate interpretation

of the experimental data, all systems were modelled by computational approaches, using DFT

and classical MD simulations. We also investigated on the interactions of ILs onto graphene sur-

face. The chemiadsorption was deeply investigated by computational approach: DFT calculation

and MD simulation provided a good description of the interaction between cation and anion and

between ILs and N-doped graphene surface. The studied ionic liquids presented an high capabil-

ity to reacts with CO
2
, making them a promising candidate as a CO

2
scrubber. With the aim of

characterize the thermodynamic of the chemiadsorption reaction we investigated by DFT on the

reaction mechanisms, characterizing each critical point, both for bulk and adsorbed ionic liquids.
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Chapter 1

Introdution

1.1 Soft matter

Soft matter is a useful definition used for materials that are neither simple liquids nor the crys-

talline solids investigated in other branches of solid state physics. Colloids, surfactants, liquid

crystals, certain biomaterials, polymers, and ionic liquid-based materials are examples of soft

materials[1, 2]. These materials have, in general, a weaker ordering compared to hard materials.

In soft materials, the absence of three-dimensional atomic long-range order found in crystalline

solids leads to a lower level of ordering. Nonetheless, soft materials consistently exhibit a degree

of local organization. The peculiar short range structural order between components is primarily

caused by the intermolecular interactions. The forces between the components can be rationalized

as a balance of attractive and repulsive interactions, essentially according to the Lennard-Jones

potential[3]. A highly practical model, which encapsulates a significant portion of liquid physics,

asserts that the repulsive potential becomes effectively infinite once the molecules overlap. How-

ever, it also accounts for a long-range attraction at greater separations This idealization is known

as a hard-sphere potential with long-ranged interactions. In soft matter research, a critical focus

lies on understanding the role of attractive forces in governing the organization of constituent

elements. These interactions significantly influence the overall structural properties of the mate-
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rials. The work done in this thesis centers on a comprehensive analysis of deep eutectic solvents

(DESs) and ionic liquids (ILs), aiming to characterize their structural properties and chemical re-

activity. The objective is to elucidate the molecular processes leading to the formation of these

liquid phases. From a chemical perspective, interactions in both DESs and ILs are character-

ized as secondary, involving non-covalent organization of molecules. These encompass hydrogen

bonding, van der Waals forces, ionic interactions, and hydrophobic repulsions[4, 5, 6, 7, 8, 9, 10].

Notwithstanding the structural differences between ionic liquids and deep eutectic solvents, both

materials share many chemical-physical properties. The primary objective of this thesis is to con-

duct a thorough fundamental investigation into the mechanisms governing the formation of these

classes of alternative solvents. The idea is to create a link between their structural characteristics

and their chemical-physical properties, with the ultimate goal of tuning them: this is critical for

practical and experimental application of these liquids. The underlying concept of both system

classes is to create a valid alternative to the traditional solvents, improving their solvent capabili-

ties and enhancing their eco-friendliness. Both DES and IL exhibit numerous similarities in terms

of physicochemical properties, such as low volatility, low melting point[4], and good electrical

conductivity[11, 12, 13]. Before presenting the results of the characterization of the structure and

reactivity of the studied systems, a brief overview of the main characteristics of ionic liquids and

deep eutectic solvents will be provided in the following paragraphs.

1.1.1 Ionic Liquids (ILs)

Ionic liquids (ILs) constitute a class of solvents entirely composed of ionic compounds that exist

in a liquid state at or near room temperature: to be defined as an ionic liquid, the salt must melt

below 100°C[9]. ILs are typically classified beased on their chemical structure and categorized

into protic ionic liquids (PILs) and aprotic ionic liquids (AILs). In PILs, proton transfer is respon-

sible for the formation of the ionic liquids. However, it was demonstrated that for some ILs, the

proton transfer process is not complete and quantitative. In 2007, Kanzaki and coworkers [14]

measured by experimentally approaches the autoprotolysis constant of ethylammonium nitrate
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(EAN). The experimental measurement showed that EAN possesses a small atoprotolysis con-

stant, sign that the proton transfer process is not complete. The ionic interactions, that involve

the electrostatic attraction between oppositely charged ions inside a crystal lattice or salt does

involve the largest possible number of ionic pairs. In this way, the spatial organization of ionic

components is more disordered than that observed in crystalline ionic solids. Traditional salts

exhibit a well-defined spatial organization and a strong stabilization is provided by the lattice

energy, which depends on the density of charge of each ionic species. Thus we need tosupply en-

ergy greater than the lattice one to melt the ionic compound. Notwithstanding ILs consist of ions,

their melting points is lower than traditional ionic salts as result of a lower energy interaction be-

tween ionic components. ILs consist in fact of large and asymmetric organic cations and anions.

The electrostatic potential of the ionic species is noticeably reduced for delocalization of electric

charge on the large ions.[15]. The asymmetry contributes further to decrease the lattice energy

and, consequently, decrease melting point. Notwithstanding their reduced lattice energy, a large

number of secondary interactions, in addition to ionic interactions, are active in such systems.

Among them, hydrogen bonding is found when the mixed components are hydrogen bond ac-

ceptors and donors. The presence of hydrogen bonding is responsible of important chemical and

physical properties, including low volatility, thermal stability, good electrical and thermal con-

ductivity, wide electrochemical windows, as well as catalytic and solvent capabilities[16, 17, 9].

Due to low environmental impact, ionic liquids find application in numerous eco-friendly appli-

cation, ranging from electrochemical contexts, where they serve as alternative electrolytes [18],

to catalytic applications. Of particular interest is their ability, as highlighted in recent years, to

act as adsorbent systems for CO
2
, one of the primary greenhouse gases in the atmosphere[19, 20].

The distinctive characteristics these systems manifest when engaging with carbonaceous materi-

als, including graphene and its derivatives, are exceptionally captivating. A wide number of ILs

was combined with carbon materials, as nanotubes[21, 22], fullerenes[23] and graphene[24] to

develop electrochemical devices as batteries, solar cells and supercapacitors[25]. We have thus

undertaken an investigation by computational methods on the capacity of an amino acid-based
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ionic liquid to capture CO
2

by chemisorption analysing the reaction and its mechanism both in

bulk and when liquid is adsorbed onto graphene surface.

1.1.2 Deep Eutectic Solvents

In the last years the attention has increasingly shifted towards the development of novel classes

of solvents as alternatives to traditional ionic liquids. Ionic liquids, as previously mentioned,

have remarkable physicochemical characteristics that make them attractive candidates for a wide

range of scientific and technological applications, but their synthesis is a quite difficult process.

Furthermore, their purification and the elimination of water, often obtained as byproduct of their

synthetic reactions, could be not straightforward. For these reason the so-called deep eutectic

solvents (DESs) are good candidates to address the problems aforementioned. The term deep

eutectic solvents refers to a novel class of solvents made up of binary mixtures composed by non-

toxic or with low degree of toxicity chemicals with low environmental effect. In some recent

publications[26] the toxicity and green behaviour of DESs were evaluated by toxicological study.

The study revealed that some DESs (Deep Eutectic Solvents) exhibited a completely different tox-

icity compared to the starting materials. In fact, some of these systems proved to be ecotoxic,

even though their precursors showed no level of toxicity. The toxicity of each systems, should,

therefore, evaluated on a case-by-case basis. The formation of stable liquid phase is driven by

the formation of secondary interactions between the components, particularly through hydro-

gen bonding[5, 6, 7, 8]. In comparison to ILs, the synthesis is very simple because no chemical

reactions are required. In fact, the DESs are in general prepared by mixing the precursors in the

proper molar ratio, paying attention to atmospheric water contamination and, if feasible, oper-

ating under anhydrous conditions or in a protected environment. Deep eutectic solvents can be

classified based on their structure. In the literature the generic formula Cat
+
Y

–
zY is reported to

provide a general formulation of these systems. In the formula Cat
+

is the cation, Y
–

the anion

and Y the hydrogen bond donor. Traditionally DESs are classifiable as reported[7]:

• Type I: metal halides and quaternary ammonium salts
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• Type II: metal halides hydrates and quaternary ammonium salts

• Type III: quaternary ammonium salts and hydrogen bond donors

• Type IV: metal halides hydrates and hydrogen bond donors

Figure 1.1: Common components involved in the formulation of typeIII DESs. Figure from ref.[4]
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The four types of DESs here described are ionic, as their formulation includes a metallic or

organic salt, in an anhydrous or hydrated form. A considerable number of systems was proposed

in recent years with the aim of conducting fundamental research on their mechanisms and sug-

gesting numerous applications. In recent years, particular attention has been given to a new class

of DES, defined as the fifth type, formed by the combination of non-ionic species. Unlike the other

classes, almost always composed of at least one ionic species, these fifth-type DESs are character-

ized by strong hydrogen bonding interactions between uncharged species[27]. Despite the loss of

ionic contributions, they still exhibit noticeably low melting point. In this case, it is evident that

hydrogen bonding plays a significant role in lowering the eutectic point of the mixture[28, 27].

1.1.2.1 Thermodynamic behaviour of Deep Eutectic Solvents

A eutectic composition melts at a specific temperature, which is the absolute lowest of all possible

values obtained by mixing components A and B in any combination. Moreover the eutectic com-

position melts in a single phase: to the right or left of this point, the solidification process occurs

with the accumulation of one of the two components, depending on the region observed in the

graph (see figure 1.2). Deep eutectic solvents, on the other hand, display an additional character-

istic: the term ”deep,” in fact, indicates an additional depression of the melting point beyond what

is expected for the same mixture in the case of ideal behavior. This implies that the solution devi-

ates negatively from ideality. The deviation is particularly evident for the TypeV DESs[28] where

we observe a substantial lowering of the melting point. The most well-known example of Type

V DES was proposed in 2021 by Coutinho and coworkers[28]. They investigated a mixture com-

posed by thymol and menthol: the melting point was measured at 60°C, below the value expected

for an ideal mixture. Many physicochemical properties of these systems, such as thermal stability

and viscosity, for example, are strongly influenced by deviations from ideal behavior. Therefore,

it is particularly important to study the solid-liquid phase diagram (SLE) under ideal conditions

to appreciate deviations from ideality . To achieve this, various methods can be employed, in-

cluding computational simulations (COSMO-RS) and classical thermodynamics approaches. It
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Figure 1.2: Generic phase diagram of an ideal (blue) and real (dashed red) bynary mixture

was demonstrated that such deviations depend on the strength of the intermolecular interactions

that occur in the liquid phase. The choice of the hydrogen bond donor and acceptor strongly

influences the non-ideality of the mixtures, as well as the formation of additional intermolecu-

lar interactions, such as halogen bonding and van der Waals interactions, can further contribute

to enhance deviations from ideality. The complexity [27] of such mixtures forces us to carefully

characterize their structure focusing on a meticulous analysis of the intermolecular interactions

involved in the mixing. As reported in several previous works, the liquid phase is usually inves-

tigated by experimental techniques: infrared and Raman spectroscopy are currently applied to

study the interactions between components[29, 30] whereas X-Ray and neutron diffraction [31]

gives information on the spatial distribution of the components in the bulk. Thanks to the recent

advanced computational resources, even the most complex and resource-demanding simulations

can be performed in a significantly reduced time frame. A reliable modelization of the liquid can
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be obtained by combining the accurate description of the short-range intermolecular interactions

obtained from quantum mechanical methods [32, 33, 31], along with the description of long-range

effect, that drive the distribution of the components, obtained form classical molecular dynamics.

1.1.3 Aim of the work

As described above, ionic liquids and deep eutectic solvents enclose a great number of compounds

and applications, in continuous expansions. The knowledge of their physical and chemical prop-

erties, essential for rationalizing their tunability and potential applications, is still quite limited.

In this thesis, we explore some properties of ionic liquids through combined approaches that in-

volve the comparison of theoretical and experimental results. The thermal behaviour, structural

and spectroscopic aspects of some DES have been investigated using various experimental tech-

niques and computer simulations, with a background to the principles given in Chapters 2 and 3.

Chapter 4 provides a detailed description of the results obtained from the structural and ther-

mal characterization of systems classifiable as deep eutectic solvents. The main purpose of this

chapter is to shed light on the nature of the intermolecular interactions between the components,

in order to determine in detail the mechanisms that lead to the formation of the liquid phase.

To achieve this, numerous systems were proposed. We initially investigated the role of hydro-

gen bonding in systems classified as Type III DES, by changing both the acceptor and the donor.

The results obtained motivated us to characterize a system classifiable as Type V DES, aiming

to elucidate similarities and differences with the previously mentioned systems. The phase dia-

grams and thermal stability were obtained through differential scanning calorimetry (DSC) and

thermogravimetry (TGA). The spectroscopic characterization was conducted by infrared and Ra-

man spectroscopies. In the case of acetate-based systems, an additional analysis was conducted

in the far-infrared (FIR) region, with the aim to measure the hydrogen bond vibrational modes

and follow how the distribution of different conformers changes with temperature. The FIR mea-

surements were performed at AILES beamline of SOLEIL synchtron facility in Paris. The Raman

spectra were obtained in collaboration with prof. Paola Benassi at Department of Physical and
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Chemical Sciences of University of L’Aquila. Additionally, some of the proposed systems were

characterized through X-ray scattering in collaboration with Prof. Olga Russina at the Depart-

ment of Chemistry, Sapienza University of Rome. All systems were then modeled using molecular

dynamics simulations and DFT calculations. In Chapter 5 we presented a computational study on

an aminoacid based ionic liquid and its capacity to scrubble CO
2

by chemisorption. We studied the

adsorption of the liquid on a pyridinic graphene surface. The nature of the interaction with the

surface was investigated through molecular dynamics simulations and DFT calculations, focusing

on the electron density and its changes due to adsorption. The total intermolecular interactions

was factorized into electrostatic, exchange, induction and dispersion components. The liquid here

presented exhibits good affinity for CO
2
, and thus, we conducted a mechanistic study of the CO

2

fixation reaction by quantum mechanical methods in both the bulk and the adsorbed liquid.



Chapter 2

Computational methods

The progressive development of computer sciences in recent years provided more efficient and

faster computational resources, capable of performing heavy and complex calculations. Compu-

tational problems that were prohibitively expensive until a few decades ago because they were

very time-consuming and required extensive hardware resources can now be done in just a few

hours on friendly sources such as personal computers or portable laptops. Computational chem-

istry can provide different information and the choice of the appropriate simulation method is

driven from the complexity and size of the systems and from the accuracy required of the in-

vestigated property. Among several computational techniques now available, we can broadly

distinguish two main branches: the methods based on quantum mechanics, known as QM, and

those less expensive based on classical mechanics (MM). These two approaches differ not only in

the computational costs but also in their accuracy levels: QM methods, starting from an electronic

description of the system, very often provide accurate molecular geometries, reliable thermody-

namic properties and meaningful spectroscopic properties, such as infrared, Raman, UV and NMR

spectra[34]. Starting point of the QM methods are the wave function, the formulation of the ap-

propriate Hamilton operator and the search for the eigenfunction of the Schrödinger equation.

Since this problem may be exactly solved only for very few cases, over the years several solution

methods were developed by introducing different degrees of approximation. A brief description of
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these methods will be given in the following paragraphs. Despite the high efficiency of modern

computational resources, quantum methods are often still too challenging for simulating large

molecular aggregates. An alternative and less expensive approach for very large molecular sys-

tems are the MM methods. Intra and intermolecular interactions are described by a molecular

potential, called ”force field,” that is parameterized on the basis of experimental measurements

(NMR, IR, or other) or results of quantum chemical calculations. Many force fields are available

and are chosen according to specific needs. The dynamics of the investigated molecular system

can be described by both QM and MM methods to predict the time evolution of some properties

by molecular dynamics simulations (MD).

2.1 Quantum calculations

The calculation of the electronic structure necessarily relies on the quantum formulation of the

molecular problem. Quantum mechanics claim the system state is totally described by the asso-

ciated wavefunction Ψ and solvable by the Schrödinger equation, which can be expressed using

the Dirac formulation as described in eq. 2.1

Ĥ |Ψ⟩ = E |Ψ⟩ (2.1)

where E is the eigenvalue of Hamiltonian operator and represents the total energy of the studied

system: the |Ψ⟩ is the eigenvector of Ĥ . In other words, the wavefunction can be expressed as

a complex vector in a Hilbert space. By considering the classical definition of the Hamiltonian

function given in equation 2.2,

H(q̇, q, t) = T (q̇, q, t) + U(q̇, q, t), (2.2)

we can deduce the physical interpretation of the Hamiltonian operator, Ĥ , as the operator that

describes the total energy of the system written as:

Ĥ = T̂ + Û (2.3)
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where T̂ and Û are respectively the kinetic and the potential energy operators. In this description

we will not consider the temporal dependence of the Schrödinger equation. For more details see

the specialized textbook [35]. Physico-chemical systems are indeed more complex than hydrogen

atoms, and their QM solutions typically require the introduction of numerous approximations.

In the case of a single molecule, we start from the Hamiltonian operator that describes electrons

and nuclei written as the sum of the kinetic energy of electrons T̂el(r⃗) and nuclei, T̂nuc(R⃗) and

the potential energy operator, V̂ (r⃗, R⃗), where R⃗ and r⃗ are respectively the nuclear and electronic

coordinates. Glossing over the analytic details we can write the Scrhödinger equation for a mul-

tielectronic object as:

Ĥ(r⃗, R⃗) |Ψ(r⃗, R⃗)⟩ = E |Ψ(r⃗, R⃗)⟩ (2.4)

The electrostatic non relativistic potential operator includes the coulombic interactions between

electrons (electron-electron), electron-nuclei and nuclei-nuclei. By the analytical form of the

Hamiltonian operator, we can observe that terms including both nuclear and electronic coor-

dinates are absent, except for the electron-nucleus attraction term. Therefore, the Hamiltonian

can be formally divided into two distinct contributions: one relative only to the nuclear compo-

nent and the other that describes the electrons moving into a field where the nuclei, much heavier,

can be essentially considered stationary. This implies that we can reasonably neglect the dynamic

coupling between electrons and nuclei. If the Hamiltonian is separable, we can rewrite the equa-

tion 2.4 as two independent equations, one for the electronic component and one for the nuclear

part: this useful approximation is commonly known as Born-Oppenheimer approximation and is

widely used in computational physics and chemistry.

Ĥnuc(R⃗) |Θnuc(R⃗)⟩ = E |Θnuc(R⃗)⟩ (2.5)

and

Ĥel(r⃗) |Φel(r⃗)⟩ = E |Φel(r⃗)⟩ (2.6)

The total wavefunctionΨtot(R⃗, r⃗), can be written as 2.7 as well as the total hamiltonian, Ĥtot(R⃗, r⃗)

as 2.8
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|Ψtot(R⃗, r⃗)⟩ = |Θnuc(R⃗)⟩ · |Φel(r⃗)⟩ (2.7)

Ĥtot(R⃗, r⃗) = Ĥnuc(R⃗) + Ĥel(r⃗) (2.8)

The quantum chemical problems consists predominantly in the solution of electronic components

of the Scrhödinger equation: many methods were proposed in the last years. In general we can

differentiated these methods into two big classes:

• ab initio methods: the idea is to solve ”directly” the Schröndinger equation of the system,

although introducing the necessary approximations. Depending on the type and the degree

of the approximation used different modelling methods can be identified

• Density Functional Theory: the electronic formulation of a many-body system is performed

using a functional directly related to the density matrices. In general these methods can be

more faster than ab initio ones, altough their accuracy can be lower.

In this thesis we will provide a brief overview of the fundamental principles of density functional

theory. However, for a detailed explanation of ab initio methods, we recommend referring to

specialized texts [36].

2.1.1 Density Functional Theory

The ab initio methods are based on the idea that the properties of a physical system can be obtained

by the approximate solution of the Schrödinger equation. In the second half of the last century

many efforts have be done to discover an alternative approaches to ab initio calculation: although

these methods are able to provide excellent predictions in terms of molecular geometry, ener-

gies, thermodynamics and spectroscopy, they are often noticeably computational expensive for

large molecules or solid state. For these reasons the introduction of the Density Functional The-

ory (DFT) in the computational chemistry revolutionized the electronic calculations. The main

idea behind DFT methods consists in the description of the electronic properties of atoms and
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molecules through the electron density ρ(r) and its energy functional E[ρ(r)]. A conceptual par-

allelism between the wavefunction Ψ and the electronic density ρ(r) appear evident. The strong

theoretical efforts was correlate the electronic density ρ(r)with the total energy of the systems: in

other words we can rewrite the Scrhödinger equation adapted to the formulation through density

functional. Many models was proposed[37]. Historically the first one was formulated by Thomas

and Fermi in 1927, which proposed an approximated functional for the electronic energy based

on a system of non-interacting electrons with uniform density (Thomas-Fermi density, TFD). The

electron density was described using the TFD and the energy was computed by means of its

minimization, exploiting the variational principle. The variational principle is one of the most

useful mathematical techniques which is utilized in quantum mechanics consisting on a search of

approximated eigenstate of a ground state or some excited states. The method consists of choos-

ing a trial-wavefunction and finding the lowest expectation value of the energy. The variational

methods can be formalised as follow:

ϵ[Ψ] =
⟨Ψ| Ĥ |Ψ⟩
⟨Ψ|Ψ⟩

(2.9)

and the variational method affirms:

• ϵ ≥ E0 with E0 the lowest energy eigenstate of the hamiltonian

• ϵ = E0 if Ψ is equal to the exact wavefunction of the system.

For a more detailed description see the specialist text [35]. The Thomas-Fermi approach involves

two general problems. The first one is theoretical, in that the variational method is used without

any theoretical base. The second one is the bad description of the molecular systems: The Thomas-

Fermi (TF) approach yields accurate results for describing isolated atoms and solid-state systems

whereas, on the contrary, TF predicts that atoms always repel each other and molecules tend to

strongly dissociate. For these reasons the TF approach remained shelved for several years. The

interest was aroused when Hohenberg Khon successfully developed a solid theoretical framework

for DFT. In particular they pinpointed two fundamental theorems.
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First theorem: The electronic density ρ(r) completely and unequivocally describes the

properties of a polyelectronic systems, in a similar manner to what occurs in quantum mechanics

with the wave functions.

If in quantum mechanics theory Ψ0 represents the ground state of a generic system, then there

must exist a function of ρ(r) that allows to calculate the expectation value for each physical ob-

servable, as generalized in the equation 2.10:

ρ(r) = ⟨Ψ(ρ)| Ô |Ψ(ρ)⟩ = O[ρ(r)] (2.10)

The equation 2.10 in other words demonstrate the relation between Ψ and ρ(r) and can be imag-

ined as the link between the wavefunction-based formulation and the density functional-based

formulation of quantum mechanics. One of the greatest strengths of DFT theory is its ability to

reduce the dimensionality of the system, because the density function ρ(r) is defined in three

dimension (x,y,z), unlike the wavefunction. Furthermore, the generic O[ρ(r)] functional does not

directly depend on the system but is defined as universal. It is clearly that its functional form is

not always known, but its existence is certain. A compelling example can be observed considering

the mono-electronic operator for which the the functional can be written as:

Ô[ρ] =

∫
Ô(r)ρ(r)dr (2.11)

The generic functional Ô[ρ] just described must exists for each operator acting on |Ψ⟩ and there-

fore also for the Hamiltonian operator. Taking in account the brief introduction at the quantum

mechanics reported in the previous paragraph, we can write:

E[ρ] = ⟨Ψ| Ĥ |Ψ⟩ = ⟨Ψ| T̂ + V̂ + Ŵ |Ψ⟩ = ⟨Ψ| T̂ + Ŵ |Ψ⟩+ V [ρ] (2.12)

Observing the equation 2.12 it can affirm that the E[ρ] has the form of:

E[ρ] = FHK [ρ] + V [ρ] (2.13)

where FHK is the universal functional, also known as bielectronic term and V [ρ] is the func-

tional of the systems.
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Second theorem: The minimization of the density functional can be performed using the

variational theorem.

This theorem is rigorously valid only in the case of FHK is exact: regrettably this is not the case

in practical applications. However it is important to acknowledge that the variational theorem,

in the context of the conventional wavefunction formulation, is always valid, but the search of

the minimum energy is frequently a challenging and intricate procedure.

2.1.1.1 Khon-Sham approach

Notwithstanding the theoretical progress introduced with the Hohenberg-Khon approach, the

high number of approximation has made the DFT scarcely used. The interest revived in 1965

when Khon and Sham introduced two important considerations:

• the electronic density can be formulated through orbitals

• the problem can be simplified considering a system composed by non-interacting particles

As a direct consequence of these two assumptions we can rewrite the Hamiltonian omitting the

W term of the equation 2.12 that considers the interactions between the particles, leading to the

Hamiltonian of the following form:

Ĥs = T̂ + V̂s (2.14)

Assumed the validity of the Hohenberg-Khon theorems and the existence of a functional that

describes the energy, we can rewrite the E[ρ] as:

Es[ρ] = Ts[ρ] +

∫
vs(r)ρ(r)dr (2.15)

In equation 2.15 the term Ts is the universal functional of non-interacting systems. As previously

mentioned, the exact functional of the universal functional is not known, but it is possible to

recur at approximated forms. The solution of the equation 2.15 for a molecular system consists

in a Slater determinant of N spin-orbit functions and the density function corresponding at this
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determinant is:

ρ(r) =

N∑
i=1

|ϕ(r)|2 (2.16)

The Khon-Sham equation arises starting by the consideration that TS is a good description of the

kinetic energy. The energy functional has the form of:

E[ρ] = FHK + V [ρ] (2.17)

At this point the universal functional FHK can be expressed, reintroducing the W contribute as:

E[ρ] = Ts[ρ] + J [ρ] + V [ρ] + V [ρ] + Exc[ρ] (2.18)

where Exc is commonly defined as correlation-exchange functional and has the form of:

Exc[ρ] = W [ρ]− J [ρ] + T [ρ]− Ts[ρ] (2.19)

This term contains non-classical terms of correlation-exchange energy and it is important to em-

phasize that the term T −Ts cannot be calculated because the exact value of Ts is not known. The

original idea when this approach was developed was to minimize this difference as negligible as

possible. The resulting pseudo-Schödinger equation arising from these theory can be now written

as: [
− 1

2
∇2 + VKS

]
|ϕi⟩ = ϵi |ϕ⟩i (2.20)

where the quantum states described by the ket are konwn as Khon-Sham orbitals and the term

between the square brackets are known as Khon-Sham hamiltonian. The groundwork laid by the

approach proposed by Khon and Sham has made DFT a powerful computational tool with lower

computational costs compared to traditional ab initio methods. This makes DFT a suitable tool for

studying more extended systems. Another interesting aspect lies in the fact that the correlation-

exchange term can be further developed and tailored to specific computational requirements. The

different ways to express the Exc lead to different approximation degrees:

• Local Density approximation (LDA): the Exc depends only by the local density and often the

description of chemical systems results inaccurate. An example of this approximation is

the Slater exchange functional.
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• Generalized Gradient Approximations (CGA): they depends simultaneously by the density

value and by its gradient. Many arbitrary parametres are added to improve the accordance

between experimental and theoretical results. Among these we can identify the Becke ex-

change functionals [38] and the Lee, Yang and Parr correlation functionals [39], which give

rise to the group of functionals commonly referred to as BLYP.

• Meta-generalized gradient approximation (MGGA): the functional also depends on the second-

order derivative of the density. This approach allows a bigger flexibility in the description

of interactions and molecular properties. An example can be the TPSS functional (Tao-

Perdew-Staroverov-Scuseria) [40]

• Hybrid functionals: they are a new class of functionals introduced in the last years. A frac-

tion of exchange correction defined at the Hartree-Fock level is added to the Khon-Sham

functional. The most used hybrid functional is B3LYP[41], containing three Becke parame-

ter of correlation and Lee, Yang and Parr parameter for the exchange terms.

2.1.2 Molecular properties obtainable by DFT calculations

In the previous paragraph some theoretical basis of DFT methods was explained with the aim to

supply a general background on this computational technique. Thanks to their high computa-

tional scalability and good reliability in predicting molecular properties, most researchers adopt

DFT methods to determine reaction energies, equilibrium geometries and molecular spectra.

2.1.2.1 Geometry optimization

The molecular geometry can obtained by minimization of the potential energy calculated by some

of the QM methods previously described. Various algorithm are available to this purpose and one

of the most common, applied both in molecular mechanics and quantum mechanics methods,

is known as steepest descendent algorithm. Starting from a reasonable initial nuclear configura-

tion, the potential energy surface (PES) is computed by solving the electronic component of the
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Schrödinger equation: its the analytical form depends therefore on the specific method chosen to

describe the electronic component. In general we can distinguish two general approach:

• Global methods: deterministic methods that explore the PES allowing the geometries to

overcome potential energy barriers; the new geometric configurations in each cycle are

obtained from the output of the previous one

• Stochastic methods: methods that modify the molecular geometries varying the struc-

ture with random and casual increments. One of the most known stochastic methods is

Montecarlo method.

More in general the minimization algorithm are classified based on the basis of the order of the

derivatives of PES calculated with respect to the geometrical coordinates.

• Zero order: in methods such as the simplex method, the derivatives are not calculated di-

rectly, but the optimal solution is sought by evaluating and comparing the objective func-

tion values at different points in the parameter space.

• First order: the search of the minimum is driven by the calculation of the first order deriva-

tive. One example can be found in the steepest descendent method.

• Second order: Newton-Rapshon method, which computes the first and second order deriva-

tives.

The value of the first or second derivatives of PES with respect to each nuclear coordinate drive

the changing of all the coordinates in order to decrease the potential energy. The newly obtained

geometry is used as input for the subsequent step, initiating an iterative procedure that stops

when the convergence criteria (typically pre-set by the software but customizable by the user)

are reached. The stationary point determined on PES can be:

• the absolute minimum: the equilibrium structure

• a local minimum: a stable structure alternative to the equilibrium one
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• a saddle point: an unstable structure of the molecule (transition state if critical point is

first order saddle point).

The nature of each critical point is characterized by the calculation of the second derivatives of

the potential and by the analysis of the sign of the vibrational frequencies. A minimum structure

shows all real frequencies while transition states should possess one and only one imaginary

frequency.

2.1.2.2 Vibrational frequencies

The study of the molecular vibrations is a fundamental step in the structural determination. The

internal motions of a molecule are analysed in terms of normal mode (NMA) by describing small

oscillation around its equilibrium geometry. Starting from a potential energy function expressed

in terms of 3N cartesian coordinates, with N equal to the number of nuclei, we can describe the

molecular vibrations as a set of 3N coupled harmonic oscillators. The initial coordinates can be

linearly combined to give a new set of coordinates (normal modes) that allow to describe the

molecular vibrations as a set of independent harmonic oscillators. The vibrational frequencies

are obtained by classic mechanics as solution of the equation of motion as follows. The matrix

form of the vibrational kinetic energy is reported in equation 2.21

K =
1

2
ẋTMẋ (2.21)

where ẋ is a 3N-dimensional vector of the velocities, M a square 3N-dimensional matrix whose

diagonal matrix represent the nuclear masses and T represent the transpose matrix. Similarly, the

potential energy can be expressed as reported in equation 2.22

V = E0 +
1

2
xTHx (2.22)

where E0 is the value of the potential energy at the minimum and H the hessian matrix, whose

elements are the second derivatives of the potential energy (force constants) with respect to the

3N cartesian coordinates .

Hij =
∂2E

∂xi∂xj
(2.23)
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In order to lightening and simplifying the calculations the problem is currently rewritten intro-

ducing the mass weight coordinates

√
mixi: with this reformulation the matrix M in the equation

2.22 disappears. The equation of motion for each coordinate is given by the following equation:

ẍ = −
3N∑
j=1

Hijxj (2.24)

considering that the hessian matrix now can be rewritten as
Hij√
mimj

. The nuclear oscillations

near to the equilibrium positions can be expressed with an harmonic functions, as reported in the

equation 2.25

xi = Aicos(
√
λt) + ϕ (2.25)

and consequently the system of 3N equation is expressed with 2.26

3N∑
j=1

Aj(Hij − δijλ) = 0 (2.26)

Solutions of the previous equation, written in matrix form, leads to the eigenvalue problem

det|H − λkI3N | = 0 (2.27)

with I equal to the 3N × 3N identity matrix and the eigenvalue λk related to the vibrational

frequencies by 2.28

ωk =
√

λk (2.28)

The normal mode coordinates are the set of the eigenvectors qk of eigenvalues problem 2.27.

2.2 Molecular Dynamics methods

Despite the remarkable accuracy, QM methods give a static description of the molecular system

without including any dynamic effect. Furthermore, the high computational demand required

from QM methods compel to reduce the size of the systems investigated, leading very often to a

bad description of long-range effects, that play a crucial role in determining the properties of con-

densed phases. As alternative approach, liquids or disordered materials are simulated by classical
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molecular dynamics. Quantum mechanics and classical mechanics should be therefore viewed

as complementary rather than mutually exclusive approaches. A handful strategy is to describe

the short range effects (intra and intermolecular interactions) by QM methods by studying small

molecular clusters and to reproduce the long range effects by the studying the bulk and dynamic

properties by MD simulations of boxes containing a few thousand of molecules. MD is based on

classical physics and statistical mechanics. The theory underlying molecular dynamics simulation

requires a lengthy and complex description. This section is intended to provide an introductory

overview of the theoretical background and a brief explanation of the simulation methods used

in this thesis. The energy of a physical system can be formulated by classic mechanics through

the Langrangian formalism:

L(q̇, q, t) = T (q̇, q, t)− U(q̇, q, t) (2.29)

or using the Hamiltonian function:

H(q̇, q, t) = T (q̇, q, t) + U(q̇, q, t) (2.30)

where the U and T are respectively the potential and kinetic energetic contributions. These two

expressions of the energy depend by the impulse (q̇), the position (q) and the time (t). In MD

calculations, the potential energy was often referred to as a force field (FF). Over the past year,

numerous FFs have been developed with a focus on the physical properties required for specific

applications. Efforts have been made to refine the functional forms of the FFs with the goal of

better capturing the intricacies of molecular systems and their interactions. These developments

were aimed at improving the predictive capabilities of MD simulations and enabling more accurate

modeling of complex molecular behavior in various applications. Before describing the most used

FF in soft matter studies, we can analyze in general a FF as follows:

U = UINTRA + UINTER (2.31)

where UINTRA is the potential energy term arising from intramolecular contributions (bonds,

planar and solid angles) and UINTER is the term arising from the intermolecular interactions
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(Coulombic and Lennard-Jones potentials). The total potential can be written in the following

formula:

U = Ubond + Uang + Udihead + UCoulomb + UL−J + Uimpr (2.32)

Each term given in the previous equation has an analytical form. Ubond refers to the bond energy

and can be simply expressed by an harmonic potential. Considering the general i-j couple of

atoms, we can write the bond potential as:

Ubond(rij) =
1

2
kij

(
rij − aij

)2

(2.33)

where kij is the force constant and aij the equilibrium bond distances. Analogously we can define

the potential related to the angular contribution as an harmonic potential, as follows:

Uang(θijk) =
1

2
kij

(
θijk − aijk

)2

(2.34)

where kijk and aijk are the force constants and the values of the equilibrium bond angles, re-

spectively. The form of the third therm is different: we can indicate the potential related to the

dihedral angles as reported in the following equation.

Udihead(ϕijkl) =
1

2
p

(
1 + cos(nϕ+ ϕs)

)
(2.35)

A dihedral angle can be defined as the solid angle formed by the connection of four atoms. p is

a torsional barrier, ϕ the phase angle and n represents the periodicity of the function. Switching

to the intermolecular terms, we can express the electrostatic interaction as a classical coulombic

potential.

Ucoulomb(qi, qj , rij) =
qiqj
εrrij

(2.36)

where qi and qj are the charges of the two interacting particles, rij is the distance between the

charges and εr is the dielectric constant.

The Lennard-Jones potential describe the attractive and repulsive interactions established be-

tween the particle. This empirical potential is strongly dependant by the distance.

ULJ(rij) = 4γij

((
σij
rij

)12

−
(
σij
rij

)6
)

(2.37)
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In the last expression γij is the depth of the potential well, σ is the radius of the sphere used

to approximate the atoms or molecules and rij is the interparticle distance. The van der Waals

interaction are considered in this potential and are described by the six-order term. The twelve-

order term describes the repulsive interaction, typically established at short distances. In ionic

liquids and deep eutectic solvents (in general in the condensed phases) one of the most important

interaction is hydrogen bonding. In several molecular systems hydrogen bond network is indeed

the most important interaction that leads to the formation of the condensed phase. For this reason

this term must be included in the force field and in the last years various FFs have been developed

with this aim. An analytical form often used is the following:

Uimpr = EHB

[
5

(
RHB

RDA

)12

− 6

(
RHB

RDA

)6]
cos4(θDHA) (2.38)

where θDHA is the hydrogen bond angle, RDA is the distance between acceptor and donor atoms.

EHB and RHB are the energy and distance of hydrogen bond, respectively. This last term of FF

is a three body potential. From classical physics, the forces acting on an object could be ob-

tained by the calculation of the first order derivatives of the potential energy. The force field are

parametrized by quantum chemical calculation or, rarely, using experimental data.

2.2.1 Common Force Fields involved in soft matter investigation

As mentioned in the previous section, the research on the best force field has interested the sci-

entific community in the last years. Some force fields included in the most common and used MD

packages (GROMACS[42], for instance) have been developed for biomolecular applications. How-

ever they are usually used also in MD simulations of soft matter where the situation is slightly

different. In these systems one of the biggest problems concerns the presence of non-standard

residues in the force field. Maintaining the parallelism with biomolecules, we know that the pro-

teins are predominantly made by aminoacids and the most common FFs in general include all

aminoacids or other biological fragment composing the biological systems. For this reason we

do not need to parameterize these fragments every time. Soft matter are instead composed by
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innovative materials and often by new synthesized components that require specific parameteri-

zation procedures before to start MD simulations. The first step often concerns the values of the

atomic charges that are obtained by ab initio methods and transferred to the FF. Sometimes, in

order to improve the agreement between experimental results and theoretical models, especially

when the comparison is done with X-ray results, the charges are scaled by a specific factors as

illustrated in many studies [43, 44, 45]. Atomic charges are calculated by different methods, often

on the basis of the restrained electrostatic potential (RESP)[46].

2.2.1.1 Fixed charges and polarizable FF

In most MD studies the charges remain fixed and constant during the simulation. The main ad-

vantages of this approach are an easy procedure of parameterization of the FF and a quite fast

MD simulation. An important disadvantage is the fact that the electrostatic interactions are often

overestimated with consequent excessive rigidity of the systems. The force field should be take

into account that the molecules could undergo structural deformations during the simulation,

modify the electronic distribution and consequently change the values of atomic charges. This

polarization effect can be therefore an important factor in the description of the condensed phase

and polarizable force fields have been introduced to take into account this dynamic polarization.

Some examples can be found in AMOEBA (Atomic Multipole Optimized Energetics for Biomolec-

ular Applications[47]) force field and the Drude polarizable force field[48]. Unlike fixed charge

force fields, polarizable force fields allow the charges to vary in response to the local electric field.

This provides a more accurate description of the electrostatic interactions and can capture phe-

nomena such as induced dipoles and charge transfer. One advantage of polarizable force fields

is their ability to accurately model systems with significant charge redistribution, such as ionic

liquids, metal ions, and polar solvents. Unfortunately, polarizable force fields are computationally

more demanding compared to fixed charge force fields due to the additional parameters required

to describe atomic polarizability. In addition, the initial parameterization and validation can be a

complex and demanding task.
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For all these reasons we preferred to use fixed charges FFs for all the MD simulations described in

this thesis. In particular we adopted some of the most applied FFs such as GAFF[49], GAFF2[50]

and OPLS-AA[51]. In particular, the generalized atomic force field (GAFF) is based on Amber force

fields for protein and nucleic acids and was developed with the aim to introduce the parameter for

organic molecules and unconventional residues. This potential is particularly flexible and allows

the calculation of a large ensemble of atoms (H,C,N,O,P,S, halogen and other heteroatoms). The

good performances of this FF made GAFF a good candidate for studying ionic liquids or more in

general liquid systems, as demonstrated by the high number of works published in the last years.

2.2.2 MD simulation of liquids

In the perspective of conducting an accurate simulation and obtaining reliable results, the molec-

ular dynamics simulations were carried out following the scheme depicted in Figure 2.1. The

initial configuration has been obtained by a random distribution of the components into a box

with an appropriate software (i.e. Packmol[52]). The parametrization of the system started with

the calculation of the atomic charges at QM levels using the Restrained electrostatic potential

atomic partial charges algorithm[46]. The molecules were then parametrized with the typical pa-

rameters of the selected force field (angle, dihedrals, bond distances). Many thousands of energy

minimization cycles are required to remove the geometric stress or molecular overlap due to ran-

dom distribution. At this point the system is ready for the dynamic simulation: the box has never

been coupled with any thermal bath and the temperature can be formally considered to be 0K.

The first round of simulations, in general at temperature higher to the physical conditions (550K),

can be exploited to pre-equilibrate the systems and to generate velocities and kinetic energies.

We refer this procedure as NVT to indicate a system with number of particles (N), volume (V)

and temperature (T) as constants. The high temperature allows to increase the fluidity of the liq-

uids, improving the equilibration procedure. After this short NVT, the system can be simulated

introducing the coupling with pressure (NPT ensemble), in order to calibrate the density (possibly
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Figure 2.1: Proposed MD procedure

with the experimental value). The temperature can be decreased following two approaches:

• step by step: the temperature can be decreased step by step, choosing a program of tem-

perature and performing several NVT (or NPT) simulations.

• by annealing (SA): the temperature is progressively and continuously varied. SA allows

for a better equilibration; generally one or more cycles are required to achieve good SA

performances.

When the correct temperature was achieved, the system was simulated for several nanoseconds

and the trajectories were sampled: longer trajectories are always better approximations to the

ergodic limit.
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The ergodic hypothesis postulates that, over a sufficiently long time, a system will explore all

possible states in the phase space with equal probability, providing a statistical average that is

equivalent to a time average. The Liouville theorem affirms that in conservative systems the flow

of probability densities in phase space remains constant over time. The constancy ensures that

the trajectories explore all possible states. On these bases, we can consider the time average ob-

tained by MD simulations compatible with the average in the microcanonical ensemble (NVE).

However, to better reproduce the real systems is more convenient to perform simulations on other

statistical ensemble, as NVT and NPT. In order to maintain volume or pressure constant during

simulations various computational strategies are employed, enabling the simulation of barostats

and thermostats. Among various implementations of barostats and thermostats proposed so far,

in liquid simulations the most used ones are the Nosè-Hoover chain thermostat and Parrinello-

Rahman.

The idea behind the Nosè-Hoover chain thermostat is to couple the system with an external ther-

mal bath (reservoir), according to the statistical thermodynamic definition. The implementation

introduces a fictitious degree of freedom with the aim to retro-regulate the kinetic energy. By dy-

namically adjusting the fictitious variables and heat bath coupling, these thermostats ensure that

the system’s temperature remains close to the specified target during the simulation time[53].

Similarly, the Parrinello-Rahaman barostat employs a feedback control mechanism: the barostat

introduces a fictitious variation in the volume of the system and couples it to a pressure tensor.

This enables the system to adjust its volume to maintain a desired pressure[54].

2.2.3 Structural properties obtained by means of MD simulations

The MD simulations carried out in these thesis were performed with the aim to determine the

structural properties of the liquids. By observing the evolution of an observable in time, we can

obtain its time-averaged value. For example, the temporal evolution of the nuclear positions dur-

ing the molecular dynamics yields essential insights into the average geometrical properties of

the system, as angles, dihedral angles and bond lengths. The high number of particles in motion
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in the simulation box does not allow for a direct and visual analysis of molecular coordination

through the screenshot of the simulation and force to recur to an analytical approach. The dis-

tribution functions are a good and useful approach to understand the intermolecular interactions

and structural properties in the liquid bulk. The radial distribution functions (RDFs or gAB(r)) are

defined as reported in equation 2.39

gAB(r) =

〈
ρB(r)

〉〈
ρB
〉
local

=
1〈

ρB
〉
local

1

NA

NA∑
i∈A

NB∑
i∈B

δ(rij − r)

4πr2
(2.39)

where ρB is the particle density of B at a distance r around A, ⟨ρB⟩ is the normalized density over

the total space around to A with rmax as the maximum distance. The radial distribution function

g(r) describes how the density of matter varies as a function of the distance from a given reference

point and quantifies the probability density of finding other particles at different distances r from

the reference particle. It is evident that g(r) is zero at r=0 and tends to one at infinite distances, as

demonstrated by the limits reported in the system 2.40
lim
r→0

g(r) = 0

lim
r→∞

g(r) = 1
(2.40)

An important observable directly obtainable from g(r) is the coordination number, obtained through

the 2.41

n = 4π

∫ r2

r1

r2ρgAB(r) dr (2.41)

that can be obtained integrating the g(r) multiplied by the number density within the volume,

imposing the extremes of the peak (r1 and r2) as limits of integration[55].

As we will discuss more extensively in the next chapter, liquids and more in general soft matter

can be efficiently studied by means of X-ray diffraction or neutron scattering: these techniques,

indeed, enable the investigation of the spatial arrangement of components in the bulk. The struc-

tural information is obtained through the experimental determination of the so-called structure

function I(q) which is formally related to the total radial distribution function (in distance domain)
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through a Fourier transform relationship. The analysis of the molecular dynamics trajectories fa-

cilitates the interpretation of the experimental I(q) functions, as it allows for the direct calculation

of the radial distribution function. The analytical form of the I(q) is reported in the equation 2.42

I(q) =

N∑
i=1

xif
2
i (q) +

N∑
i ̸=j

xixjfi(q)fj(q)
sin(qrij)

qrij
(2.42)

where the variable q is the scattering variable and is approximately related to the distance through

the following relation q = 4π
r . rij is the interatomic distance, f the atomic scattering factor and

xi the number concentration of i-th specie.

2.3 Computational approaches employed for investigating the pro-

posed systems

Quantum chemical calculations

The computational investigations carried out in this doctoral thesis were primarily performed to

characterize the structure of the deep eutectic solvents and ionic liquids investigated. The compu-

tational analyses conducted in this doctoral thesis were performed to characterize the structure of

the proposed deep eutectic solvents and ionic liquids. The investigation involved the application of

multiple computational models and the execution of DFT calculations at various theoretical levels,

elucidating both geometries and interaction energies. According with the different dimension of

the molecular clusters and the diverse nature of the different chemical nature of the components

in the mixtures, various functionals were chosen for investigating the systems. All calculations

were performed by means of Gaussian16[56] and Spartan20[57] packages. The equilibrium geom-

etry, energy association, and theoretical vibrational spectra of choline chloride-imidazole, tetra-

butylammonium bromide-imidazole, as well as Phenol-Cyclohexanol, were modeled using the

Minnesota meta-hybrid Generalized Gradient Approximation (meta-GGA) functional M062X[58]

employing the 6-311G** basis set. The vibrational spectra and equilibrium geometries of the mix-

tures composed by choline acetate and tetrabutylammonium acetate with ascorbic, citric, and



2.3. Computational approaches employed for investigating the proposed systems 31

maleic acid were modeled at the B3LYP[41]/6-31+G** level of theory. The conformational search

(in the case of ChAc-MA) was carried out at the molecular mechanics level using the routines

available in the Spartan20 software. The obtained geometries were subsequently optimized at

the B3LYP/6-31G** level of theory. The vibrational spectra were calculated only for the struc-

ture within a maximum range of 5 kJ/mol from the absolute minimum. The quantum chemical

analysis of the interaction between ionic liquids and N-doped graphene sheet, as discussed in

Chapter 5, was performed using the hybrid functionals ωB97X-D [59] with a 6-311++G** basis

set. This functional incorporates long-range exchange effects along with a semi-classical London-

dispersion correction The functional was selected to consider the improved efficacy in describing

extended π-conjugated systems. We have decided to use different methods and levels of calcula-

tion, taking into account various systems, the different sizes of simulated molecular clusters, and

their specific characteristics. All calculation were performed including an implicit solvent model

(PCM) and evaluating the effect of the polarity: although some published paper[60, 61] demon-

strated that a good εr for ILs and DESs can be expressed with εr values ranging from 10 to 20, we

decided to asses the effect of the polarity by varying the dielectric constant between 15 and 40.

The electronic interactions were characterized using various computational approaches. Atoms

in molecules (AIM) were conducted by means of AIMALL software[62], charge transfer between

graphene and IL was studied by Visualization Structural Analysis program[63] and evaluated from

Bader charge [64] analysis. The reduced density gradient (RDG) was carried out by MultiWFN

package [65]. The symmetry-adapted perturbation theory (SAPT [66, 67, 68]) was conducted at

SAPT0/6-311++G** level using the Psi4 software [69].

Molecular Dynamics Simulation

Both DESs and ILs were also studied by means of classical molecular dynamics (all atom force

field), performing the calculation using GROMACS2019.6 sofwtare[42] In this case a more uniform

approach was chosen for all systems. All systems were parameterized with Generalized Amber

Force Field (GAFF) force field[49, 50]: the partial atomic charges were computed using the Restrain
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Electrostatic Potential (RESP [46]) algorithm at HF/6-31G* level of theory. The use of HF/6-31G*

RESP charges, as reported in previous works, is a promising approach for the parametrization of

ionic systems in the liquid phase and RESP charges exhibits a high compatibility with the GAFF

force fields[70]. The input files (coordinates and topologies) were prepared using Antechamber

and Leap available in Amber2018 tools[71]. Electrostatic interactions were computed using the

Particle Mesh Ewald (PME) method under periodic boundary conditions and all bonds involving

hydrogen atoms were constrained with Linear Constrain Solver (LINCS)[72]. Cutoff-radii for van

der Waals was imposed to be 10Å. In figure 2.1 we reported a schematic representation of the

MD protocol proposed for the simulation of liquids. The starting configurations were generated

putting randomly the components in cubic boxes using Packmol[52]. All simulated boxes con-

sisted of 1000-2000 molecules of liquid, respecting the desired molar compositions. The energy of

the starting boxes was minimized through 10
5
-10

7
iteration cycles. All simulations started with a

preliminary shorts NVT simulations (1ns) at 550K, in order to increase the fluidity of the liquids,

ensuring a better mobility of the components. The structural inhomogeneities were corrected by

short NPT simulation (1-2 ns). All systems were cooled at 400K and their densities were calibrated

by NPT simulations. Final trajectories were obtained by long NVT simulation at 400K (20-50 ns)

and collected every 1000 steps. The trajectories were analyzed using TRAVIS software [73].



Chapter 3

Experimental Methods

3.1 Vibrational Spectroscopy

The theoretical background of molecular spectroscopy lies in the theory of the interaction be-

tween electromagnetic radiation and matter. The electromagnetic spectrum spans a continuous

range of energy, and each energy value corresponds to a wave travelling at the speed of light. In

simpler words, electromagnetic waves can be considered as a propagation in the space through

an oscillation of the electric and magnetic fields. In general a wave is characterized by its wave-

length, amplitude and frequency. The amplitude represents the maximum size of the wave, which

corresponds to the intensity of the signals. The wavelength λ corresponds to the distances be-

tween two adjacent maxima (or minima) of the wave and the frequency ν is the number of the

oscillation per unit of time, that is inversely proportional to λ. The energy of an electromagnetic

wave is directly linked to its frequency and is expressed by the Planck relations:

E = hν (3.1)

where h is the Planck constant and its value is 6.62 · 10−34J · s. Electromagnetic waves can also

be described through wavenumber (ν̄), which represents the number of waves per unit of lengths,
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as described in the equation 3.2:

ν̄ =
1

λ
(3.2)

ν̄ is in general expressed in cm
−1

, especially in infrared and Raman spectroscopies. The portion

of the electromagnetic spectrum relevant for vibrational spectroscopy corresponds to wavenum-

bers ranging from approximately 20 cm
−1

to 8000 cm
−1

. This encompasses the spectral regions

commonly known as far IR, or FIR (20-700 cm
−1

), mid-IR or MIR (700-4000 cm
−1

) and near IR

or NIR (up to ∼ 12500 cm
−1

). From a physical standpoint the interaction of light with matter is

a quantum mechanical phenomenon. The absorption of a photon by molecules involves discrete

energy levels, leading to quantized energy states. Consequently, when irradiating a molecule in

a given state (state 1) with a monochromatic beam, the radiation is absorbed, causing the system

to transition to state 2. By placing a detector capable of capturing the radiation after the inter-

action with the molecule, we observe a reduction in light intensity. When employing a white

beam, which consists of polychromatic radiation containing a range of wavelengths and ener-

gies, the molecular systems selectively adsorb radiation with frequencies predicted by equation

3.1. Other frequencies remain unaltered, leading to the generation of an absorption spectrum. The

emission spectrum is obtained recording the inverse processes, collecting the radiation associated

with the process of returning from the excited state 2 to the relaxed state 1. Considering elec-

tromagnetic radiation composed by photons exhibiting a spectrum of energy and frequency, the

interactions with matter generates different types of transitions, including electronic, vibrational

and rotational. These transitions represent the fundamental physical phenomena investigated

by different spectroscopic techniques. Each technique is distinguished by the energy of the ab-

sorbed photon and, consequently, the type of transition it induces. In this thesis we will provide

a brief theoretical overview of the fundamental principles and some technical aspects of infrared

spectroscopy.
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3.1.1 Infrared Spectroscopy

The fundamental phenomenon on which infrared spectroscopy is based, as briefly mentioned, is

the molecular vibration. Considering a generic molecule, denoted as A-B, the absorption of an

incident photon causes a deformation in the interatomic distance, thereby instigating a vibrational

motion within the chemical bond. In the first instance this concept can be described trough a

classical model, considering the chemical bond as a classical spring. In other words the problem

can be formalized using the classical theory of the harmonic oscillator. The molecular system

A-B in absence of perturbation effects is at the equilibrium distance req and the compression or

extension can be treated as due to an elastic force given by the Hooke’s law:

f = −k(r − req) (3.3)

where k is the force constant and r the internuclear distance, respectively. The functional form of

the harmonic potential is:

U =
1

2
k(r − req)

2
(3.4)

An elastic bond, describable as a spring, vibrates at a proper frequency determined by the masses

of the two particles (atoms, in the molecular case):

ω =
1

2

√
k

µ
(3.5)

where µ is the reduced mass

(
µ = m1m2

m1+m2

)
. However, when studying objects on the atomic scale,

a more realistic description must be formulated by quantum mechanics. Skipping over the detailed

solution of the Schrödinger equation of the quantum harmonic oscillator, (see the specialized

textbook for a detailed description [74, 35]) the energy associated to a quantum oscillator can be

written as reported in equation 3.6

En =
(
n+

1

2

)
hω (3.6)

where n correspond to the vibrational quantum number. It is evident that, contrary to the classical

description, the energy at the fundamental level (n=0) is not equal to zero: this important feature
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is known as zero-point energy, meaning that there is no system with zero vibrational energy,

even when the system is in its ground state. The model can be refined given that the harmonic

formulation of the potential poorly describes the systems under examination. In reality, especially

for large vibrational levels, the potential is better described by an anharmonic form, providing a

much more realistic description of the vibration of a molecule. One of the issues with the parabolic

model is that it does not account for the possibility of chemical bond dissociation at high values

of n. The most considered correction to the harmonic model is the Morse potential, an empirical

function whose analytical form is reported in equation 3.7

UMorse = Deq[1− eα(req−r)]2 (3.7)

where α is a constant of a specific molecule and Deq , the depth of potentiall well, is the dissoci-

ation energy. Introducing the Morse potential into the Schrödinger equation significantly com-

plicates the solution, to the point that resorting to numerical methods or variational strategies

becomes necessary.

Figure 3.1: Comparison between the harmonic potential (left) and the Morse potential (right): the

black lines correspond to the vibrational levels

As observable in figure 3.1, two evident differences emerge between the two potential forms.
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The first concerns the form of the functional: the depth of the curve, denoted as Deq , corresponds

to the dissociation energy of the molecule. This implies that as the molecule vibrates at high

frequencies (with a high vibrational number) it tends toward dissociation. The second important

difference is visible observing the distances between the vibrational levels: in the case of the

harmonic potential the level are equally spaced, while in the Morse potential they tend to converge

(the energy difference is reduced) at high ν values. In other words for the low values of ν the

harmonic and anharmonic potential are essentially equivalent. In both cases, the solution of the

Schrödinger equation leads to formulate the first selection rule of the infrared spectroscopy. The

selection rules in spectroscopy is a set of criteria that determines whether a particular transitions

between two energy states is allowed or forbidden. These rules are based on conservation laws

and symmetry considerations. For the simpler case (harmonic approximation) it can be written

as:

∆ν = ±1 (3.8)

In the case of the anharmonic oscillator the selection rule formulated in equation 3.8 is partially

modified, since we can also consider possible transitions involving non-adjacent vibrational lev-

els (0 → 2, 0 → 3, etc.). This statement is evident, as the vibrational levels are not perfectly

equidistant and the molecules are able of absorbing photons at different energies.

∆ν = ±1,±2,±3 (3.9)

Skipping over the formal mathematical demonstration [75], the population of each level can be

calculated by the Boltzmann distribution: this leads to predict the intensity of the bands associated

to each transitions.

• Large intensity: 0 → 1, ∆ν = ±1

• Small intensity: 0 → 2, ∆ν = ±2

• Negligible intensity: 0 → 3, ∆ν = ±3
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∆ν =1 originates the fundamental transitions while the others (∆ν= 2, 3) are known as first

and second overtones, respectively. The second selection rule of IR spectroscopy states that a

transition is IR-active if and only if there is a change in the molecular dipole moment and can be

rationalized as:

∆µ ̸= 0 (3.10)

This selection rule derives from the quantum mechanically description of the molecular system:

⟨Ψ| µ̂ |Ψ⟩ ≠ 0 (3.11)

where µ̂ is the dipole operator and Ψ the wavefunction associated to the molecular system.

The model so far described could be further refined introducing the terms associated to the

rotational coupling. However, for a comprehensive understanding of the theory related to this

effect, references should be made to specialized texts [75].

3.1.2 Molecular infrared spectroscopy

Vibrational molecular spectroscopy is a powerful tool for probing the structural properties of

matter. In particular, infrared spectroscopy is widely used to investigate molecular structures

at various level (intermolecular contacts, secondary interactions, in addition to its more tradi-

tional role in molecular recognition). Each functional group exhibits a distinct and well-known

vibrational frequency, corresponding to a distinct peak with a specific shape in the IR spectrum.

It is also widely known that the vibrational frequencies are influenced by the other substituent

present in the molecule (intramolecular effects) or through coordination with other molecules

(intermolecular effect): both effects manifests through the shift of spectral lines. The number of

lines depends essentially on the molecular structure, the molecular symmetry and the presence of

possible overtones and combination bands. For a molecule containing N-atoms, 3N geometrical

coordinates are identifiable since the molecule can move in a 3N-dimension space. Considering

the mechanical constrains generated by the presence of the intramolecular bonds, the number of
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the degrees of freedom is reduced to 3N-6 for the non linear molecules and 3N-5 for the linear

ones. The typical vibrational movement of the molecule consist in the stretching of the bonds and

in the deformation of the angles (bending) and both can be symmetric or asymmetric.

3.1.3 Fourier Transform Infrared spectroscopy (FT-IR)

The modern procedure to perform infrared spectroscopy measurements is recurring to the Fourier

Transform Infrared (FT-IR) spectrometers. In contrast to older grating spectrometers, the most

important part of a FT-IR is the Michelson interferometer. In figure 3.2 a general scheme illus-

trating the operation principles of a Michelson interferometer is provided. The light coming from

the source encounters the beamsplitter, where it is divided into two paths: a transmitted and a

reflected part. The transmitted one impacts on a fixed mirror placed at a distance D from the

beamsplitter and is back-reflected towards the beamsplitter. The reflected one reaches the mobile

mirror and is back-reflected. The two beams are originated by the same source and are, therefore,

coherent; when two beams recombine at the beamsplitter, interference occurs between the waves,

which now present an optical path difference. The recombined beam is then sent to a detector

that measures the intensity as a function of the displacement of the mobile mirror, creating an

interferogram. The advantages of FT-IR spectroscopy over dispersive spectroscopy are numerous:

among these, it is certainly worth emphasizing that operating in Fourier transform allows for a

high spectral resolution and fast data acquisition, in addition to being more sensitive.

The signal is discretely sampled in N points. The spectra is obtained from the Fourier transform

of the interferogram and is again discrete. The discrete Fourier transform gives rise to a N-point

spectrum, where the first N/2 points compose the attended spectra and the other ones compose

the specular image of the spectrum. This phenomenon is known as aliasing, which essentially

consists of a peculiarity of the numerical processing of signals, stemming from the inherently

discrete nature of the signal sampling and the Fourier transform used to generate the spectrum.

The maximum frequency νmax measurable with a FT-IR spectrometer is a consequence of the
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Figure 3.2: General scheme of the Michelson interferometer

aliasing and can be expressed with the following mathematical relationship:

νmax =
1

2∆x
(3.12)

where ∆x is the displacement of the mobile mirror. In the event of spectral components lying

beyond the designated range, they undergo symmetrical reflection around νmax. Hence it is im-

portant to employ light radiation exhibiting negligible components beyond the intended spectral

range for measurement. This achievement is realized through the proper modulation of filters,

beamsplitters and light-sources. As stated in equation 3.12, the maximum measurable frequency

is contingent on the sampling range size, ∆x, and is established by analyzing the interference

fringes of a laser beam, usually a He-Ne laser, traveling along the same optical path used to mon-

itor the movement of the mobile mirror, alongside the radiation emanating from the source. In

the IR interferogram a data point is captured at every interference peak of the laser radiation,
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Figure 3.3: Effect of the discrete Fourier transform: (a) expected spectral shape; (b) spectrum and

mirror image; (c) effect of aliasing

resulting in a sampling interval equal to twice of the laser wavelength. Since the wavelength of

the He-Ne laser is equal to 632.8 nm (6.328 · 10
−5

cm) the νmax measurable is:

0 ≤ νmax ≤ 1

2∆x
= 7899cm−1

(3.13)

Another problem connected to the use of discrete Fourier transform can arise from the trun-

cation of the interferogram: the signals are in fact measured in a wide range of optical paths.

Furthermore, in the interferogram, there are additional maxima apart from the main maximum.

To address these issues the signals are corrected multiplying the interferogram with apodization

functions, which can have various analytical forms (rectangular, triangular, etc.)[76].

3.1.3.1 Optical material used in the IR measurements

As briefly mentioned in the precedent paragraphs an IR spectrometer comprises several optical

components that must be transparent or reflective to infrared radiation: a crucial part of the

instrument that requires transparency is the sample holder. Depending on the physical state of

the sample, many experimental strategies can be adopted. The measurement performed in this
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thesis were conducted mainly on liquid and solid systems. Liquid samples were measured putting

a drop between two optical windows (thin liquid film between two optical windows) while, for the

solid ones, dissolving the powder in transparent material (KBr and polyethylene). The material

chosen primarily depends on the spectral region one aims to measure because the transparency

range varies among different materials. In table 3.1 the principal optical materials applied in

infrared spectroscopy are reported with their spectral region.The spectra acquired for this thesis

were measured with optical diamond windows for liquid samples in both FIR and MIR spectral

regions and with KBr and Polyethylene (PE) for solid ones, in MIR and FIR regions, respectively.

Table 3.1: Principal transparent materials commonly used in infrared spectroscopy

Material Wavenumber range (cm−1) Spectral zone

Potassium bromide (KBr) 250-47000 MIR-UV

Polyethylene (PE) 10-700 FIR

Diamond produced by CVD 5-45000 FIR-UV

3.1.4 Synchrotron radiation

The most commonly used light sources for infrared spectroscopy consist of Nernst filament in-

candescent lamps (composed of Zr, Y, and Th oxides), Globar bulbs (made of SiC), or quartz lamps.

In addition to these sources, which have the advantage of being usable directly in the laborato-

ries, one can opt for synchrotron light, which proves to be much more efficient in terms of light

quality, power and beam collimation. The use of this light source presents various advantages:

• white spectrum, composed of electromagnetic waves between far infrared and hard X-Ray

spectral regions

• high brilliance

• extremely high collimation in the direction of particle flight
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• linear polarization in the plane of the orbit and elliptical polarization outside: the elliptical

component can be used for dichroism experiments

A synchrotron is a large circular particle accelerator which comprises a combination of linear

(LINAC) and circular accelerators (booster). In principle the particles used in these facilities com-

prises positron and electrons, although electrons are notably easier to operate. The role of the

LINAC is to pre-accelerate the electrons into an energy range spanning from MeV to GeV. At

this point they can enter into the circular accelerator (booster) which provides them the proper

energy to circulate in the storage ring, where the synchrotron light is produced. Some of the mea-

surements conducted for this doctoral thesis were performed at SOLEIL synchrotron in France

(Paris). The radiation is emitted by electrons with energy of about 2.75 GeV, which travel in a

storage ring of 354 m of circumference. The LINAC at the SOLEIL facility is 16 meters long and is

capable of accelerating electrons to approximately 100 MeV while the booster takes them to 2.75

GeV. When introduced in the accumulation ring the trajectories of the relativistic electrons are

controlled by magnets (bending magnets and undulators). The modern facilities, in fact, employ

the undulators to control the trajectory of the electrons, guiding them along sinusoidal or spiral

paths with the aim of increasing the distance covered by the electrons. At each curvature the

electrons loss energy. In the storage ring radiofrequency cavities are incorporated to impart a

controlled impulse to the electrons during each orbit. This is required to mitigate any undesired

energy losses due primarily to collisions with residual gas atoms, resonance effects and repulsive

interactions between the electrons (Toushek effect, known as intra-beam scattering). These elec-

trons traveling along a circular orbit undergo continuous centripetal acceleration, which tends to

deflect their trajectory. According to the theory of relativity, an accelerated charge emits electro-

magnetic radiations. As a result, these electrons, in losing energy, emit highly collimated light,

the so-called synchrotron light. The emission of radiation can be explained using classical physics

formalism, but considering that the electrons move at a speed close to that of light, it becomes

necessary to introduce relativistic effects. Considering that the electrons have electric charge e
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and linear momentum p, the radius of curvature ρ can be calculated through the Lorentz force:

ρ =
p

Be
(3.14)

where B is the magnetic field of the undulator. The energy associated to a particle moving at the

speed of the light is:

E2 = p2 + c2 +m2 + c4 ≈ p2c2 (3.15)

where c is the speed of the light and m the rest mass of electron. Through manipulation of the

equation 3.14, it can be derived that the radius of curvature of a relativistic particle can be calcu-

lated as:

ρ =
E

cBe
(3.16)

In contrast to a conventional light bulb, which emits radiation in all directions, synchrotron light

is emitted within a very narrow solid angle: this is the reason why it is feasible to achieve a highly

focused beam of light. This phenomenon strongly depends on a relativistic effect. Skipping over

the formal mathematical derivation it is possible to assert that the radiation is emitted in a cone

with angle equal to:

χ =
2

γ
(3.17)

where χ is the angle between the direction of acceleration and propagation and γ is the Lorentz

factor representing the relativistic speed of the electron. The emitted power is maximum in the

direction orthogonal to the acceleration and zero in the parallel one. The mathematical form is

reported in equation 3.18.

γ =
1√

1− v2

c2

(3.18)

and is approximately equal to 100 µrad. It should be noted that these equations are applicable

when a reference system is chosen to be fixed with the electron. The light generated in the stor-

age ring can be diverted and sent to the experimental lines, the beamlines, where it is used as light

source to conduct scientific experimental. It appears quite obvious that to avoid undesired scat-

tering phenomena between the relativistic electrons and the other particles (gas) present in the
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accumulation ring, this compartment is constantly maintained in ultra-high-vacuum conditions

(P=10
−10

-10
−11

mbar).

Figure 3.4: Scheme of SOLEIL synchrotron facility: 1) LINAC, 2) booster, 3) storage ring, 4,5,6)

bending magnets and undulators, 7) beamlines
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3.2 Thermal Analysis

Thermal analysis represents a powerful experimental approach employed to investigate how a

material responds to temperatures variations. These methods holds particular significance across

various scientific and technological branches. The most common techniques include differential

scanning calorimetry (DSC) and thermogravimetry analysis (TGA).

3.2.1 Differential Scanning Calorimetry

Differential Scanning Calorimetry (DSC) is a thermal analysis method that measures the quantity

of heat required to raise the temperature of a sample relative to a reference material, recorded

as a function of temperature. The differential measurements are exceptionally valuable because

the resulting thermogram can be analyzed with confidence that the observed thermal process

are specific to the sample under examination, completely independent of the experimental con-

ditions. This guarantees a high level of reproducibility in DSC experiments. Furthermore, unlike

Differential Thermal Analysis (DTA), DSC enables the quantification of the thermal process (it is

possible determine from the curves the amount of heat exchanged and deduce quantities such as

enthalpy or specific heat of samples). The DSC curves reflects the energy variations of the studied

materials, represented in characteristic signals in the DSC traces. It is possible to determine the

temperature associated with various physical process such as melting, solidification, glass transi-

tions, cold crystallization. Analysing the form of the peak is also possible to determine the degree

of crystallinity and the level of purity of a specific material. An explanatory description of the

operation of the instrument is reported in figure 3.5. From the scheme is possible to identify the

two crucibles, one containing the sample and the other used as reference, usually empty. The

furnace is equipped with several thermocouples that measure the temperature of samples and of

reference, with the aim to regulate the heat flux, allowing a controlled heating or cooling of the

sample and the reference. Furthermore there is a connection for the cooling system and an inlet

for the purge gas (usually Ar, N
2

or another inert gas). Ideally a calorimeter can be imaging as

an isolated thermodynamic system, with the sample and the surrounding environment exhibiting
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variances of only few hundredths of a degree.

Figure 3.5: General scheme of a DSC furnace
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From a thermodynamic standpoint the DSC trace can be explained taking into account the

heat flow,
dQ
dt , acting on sample and reference compartments, as reported in equation 3.19

∆

(
dQ

dt

)
=

(
dQ

dt

)
S

−
(
dQ

dt

)
R

=

(
dT

dt

)[(
dQ

dT

)
S

−
(
dQ

dT

)
R

]
(3.19)

where the subscripts S and R indicates respectively the sample and the reference. From equation

3.19 results evident that the term
dT
dt is a kinetic parameter linked to the scanning speed which

can be indicated as β = dT
dt . According to classical thermodynamic the term

dQ
dT corresponds to

the heat capacity, cp. Taking into account these evidences, the equation 3.19 can be rewritten as:

∆

(
dQ

dt

)
= β

(
mscp,S −mrcp,R

)
(3.20)

where mS and mR are respectively the mass of sample and reference. The baseline of the thermo-

gram is obtained considering the first term (terms with s subscripts) of the equation 3.20. When

a process with variation of enthalpy occurs, a contribute reported in equation 3.21:(
dQ

dt

)
= ∆Hpms

dα

dt
= β

(
∆Hpms

dQ

dT

)
(3.21)

must be added to equation 3.20, where ∆Hp is the variation of enthalpy and α the degree of

the advancements of the process. This provides the formal rationale for the sigmoidal shape of

the thermal process curve, deviating from the baseline of the thermograms. Integrating the area

under the peak allows for the determination of the enthalpy associated with the process. Based

on the sign of the enthalpy, and consequently, the direction of the peak (upward or downward),

it is possible to differentiate between endothermic and exothermic processes. The equations in

this paragraph evidences the importance of the scan rate, as the dependence on β is evident.

If the rate is too high, it can cause inaccurate estimations of transition temperatures or even

produce curves that lacks transitions. Hence it is crucial to compare measured data from various

samples using thermograms acquired with identical temperature rates and programs. In figure

3.6 the principal transitions observable in DSC experiments are reported, following the ”exo up”

convention, in which exothermic transitions are shown as peak pointing upwards. Ttrans, Tc and

Tm corresponds, respectively, to the temperature of solid-solid transitions, crystallization and
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melting. Tg , on the other hand, is the glass transition temperature associated with a second-order

phase transition, commonly observed when supercooling a viscous fluid.

Figure 3.6: Principal transitions observed in DSC experiments

3.2.2 Thermogravimetry

Thermogravimetry (TGA) is a thermo-analytical technique used to investigate the thermal stabil-

ity and the decomposition process of materials. TGA encompasses the concurrent measurement

of variation in mass and temperature of a sample subjected to a controlled heating in an inert

atmosphere. In many cases, in addition to mass and temperature, heat fluxes are concurrently

measured. Similar to DSC, TGA is widely used in material sciences to thermally characterize the

sample under examinations and they are often coupled. The core of a TGA instrument is com-

posed by a furnace, two crucibles and an accurate balance. The furnace heats the sample placed in

an inert crucible (the other is used as reference, with the aim to counterbalancing the mass on the

balance rod and serving as a reference, as in DSC, for heat measurements). The balance records the
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mass variation of the sample when heated according to a predefined temperature program. The

instrument can also operate in isothermal condidition. Since many instrument can reach temper-

atures of about 1000-1550°C, the measurements are conducted under inert atmosphere, in order

to avoid any oxidation process or reaction with atmospheric components. However, especially in

the study of material oxidation, gases and mixtures can be introduced. Some instruments have

the capability to operate under vacuum conditions. The experimental response of TGA consists

of a thermogram with the variation of the mass (∆m) or its percentage on the y-axis and the

temperature on the x-axis. In figure 3.7 the result of a generic TGA-DTA experiment: it is evident

that all process involving phase changes of the system (glass transitions, solidification, melting)

do not lead to a change in the mass of the sample (the TG curve is constant). The TG line starts

to deviate when the thermal decomposition begins.

Figure 3.7: Comparison between DTA (black line) and TGA (blue line) curves
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3.3 Experimental procedures applied in the study of the proposed

systems

Sample preparation

The samples studied in this thesis were prepared using starting materials with a high degree of

purity (≥98-99%). Each compound underwent vacuum drying for 8 hours before samples prepa-

ration. The mixtures were prepared by mixing the precursors according to the proper molar ratio

through magnetic stirring for 4 hours at 70-80°C, achieving homogeneous liquid phases. The re-

sulting mixtures were stored in dried glass vials. Prior to measurements, a vacuum treatment

to remove traces of atmospheric moisture was performed; all samples were stored under inert

atmosphere (Ar or N
2
) and sealed with Parafilm.

Thermal Investigation

The thermal analysis was conducted both by means of differential scanning calorimetry (DSC)

and thermogravimetry (TGA). DSC measurements were carried out using a DSC 3 Star System-

Metter Toledo instrument equipped with a Huber TC100 Cryocooler. 10-20 mg of samples (mix-

tures or pure components) were put in a drilled aluminium crucible. The temperature rate was

always 5°C/min, apart in the case of some phenol-mixtures, where it was necessary to use a rate

of 0.6°C/min. The thermal stability was investigated by thermogravimetric analysis by means of

a Setaram Setys Evolution 1200 TGA: measurements were conducted between room temperature

and 850°C using rate of 10°C/min with an argon flux of 60 mL/min and initial masses of about 20

mg.
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Vibrational spectroscopy

Infrared spectra were acquired both in the far (FIR) and medium (MIR) infrared regions. In the

far infrared range, we used the IFS125 spectrometer (Bruker, Billerica, MA, USA) of the AILES

beamline of Soleil Synchrotron with a Mylar beamsplitter and a bolometer as detector. In the MIR

region we used an Agilent 660 spectrometer equipped with a DTGS detector, a KBr beamsplit-

ter and a Specac Variable Temperature cell. For both configurations, the sample was placed in a

vacuum tight cell for liquids equipped with diamond optical windows, in order to avoid contam-

ination from air or moisture. The spectral resolution was fixed to 1 cm
−1

for both spectrometers.

The liquid samples were measured putting the liquid between two diamond optical windows. The

solid materials was measured dissolving the powder in KBr (MIR) or polyethylene (FIR) in a ra-

tio of about 1:100. Some samples were measured using a FT-IR Spectrum Two by Perkin Elmer

spectrometer in Attenuated Total Reflection (ATR) mode. Raman spectra were measured using a

LABRAM confocal-microscope spectrometer by HORIBA Jobin Yvon equipped with a He-Ne gas

gas laser (λ = 632nm) operating at 10mW power with a 20X optical microscope.



Chapter 4

Structural characterization of Deep

Eutectic Solvents

In this chapter we reported the principal results obtained in the characterization of deep eutectic

solvents; we studied, by a combined experimental and theoretical approach, two ”type III” and

one ”type V” examples of deep eutectic solvents.

4.1 Choline chloride-Imidazole and Tetrabutylammonium bromide-

Imidazole

The structures of two deep eutectic solvents where imidazole, IM, (H-bond donor) is coupled with

either choline cloride, ChCl, or tetrabutylammonium bromide, TBABr, (H-bond acceptors) were

studied by infrared and Raman spectroscopy and X-ray diffraction. The microscopic distribution

of the components in both liquids was investigated by DFT level (M062X/6-311G**) calculations

and molecular dynamics simulations (GAFF FF).
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DSC results

The phase diagram of both systems was previously studied by Hou and coworkers in 2008 [77]:

they found the eutectic point at 7:3 molar ratio (7 parts of imidazole and 3 parts of quaternary

ammonium salts, ChCl or TBABr). We measured the DSC curves of both eutectic mixtures and

observed the melting transitions at 26°C and 56°C for TBABr-IM and ChCl-IM, respectively. The

curve on heating of TBABr-IM shows a glass transitions at -50°C and a cold crystallization around

0°C, immediately followed by the melting.

Figure 4.1: DSC curves of ChCl-IM (a) and TBABr-IM (b).

Quantum chemical modelling

The molecular arrangements of the components of both DESs were preliminary investigated by vi-

brational spectroscopies (MIR and Raman), measuring the spectra of pure components and their

mixtures and simulating their vibrational spectra by DFT calculations. Imidazole has a crystal

structure where the molecules are interconnected by endless chains through strong N · · ·HN hy-
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drogen bonds[78], as observed in previous works[79, 80, 81]. With the aim to simulate a plausible

structure of pure solid imidazole, we decided to optimize a cyclic trimer where each NH group is

interconnected with hydrogen bonds to N atom of another molecule of IM. In ChCl and TBABr

we expect anions strongly connected to cations, as already observed in many studies. The struc-

tures reported in figure 4.2 are therefore representative of the molecular arrangements in the pure

components.

Figure 4.2: ChCl ion pair (a), TBABr ion pair (b) and imidazole trimer (c) optimized at the M062X/6-

311G** level. ∆E is the interaction energy between cation and anion.

Our simplest representation of ChCl is an ion pair: the most stable structure shows the coor-

dination of the chloride anion through OH· · ·Cl hydrogen bond and two CH· · · Br interactions.

This result agrees with the structure of ChCl determined at different levels of theory in previous

studies [82, 83]. Ion coupling is substantially different for TBABr: the cation is larger, more flexi-

ble and has not OH groups and therefore interaction with the Br anion involves only electrostatic

terms and specific CH · · ·Cl interactions of the alkyl chains. The binding energy (-365 kJ/mol) is

lower than that of ChCl (-442 kJ/mol). Simple models to simulate the local interactions between

different components in the mixture at 1:1 molar ratio are the complexes of Fig. 4.3. The opti-

mized structures show a strong tendency of imidazole to interact with bromide or chloride ions,

forming NH· · · Br and NH· · ·Cl hydrogen bonds. The interaction energy between IM and the

ion pairs was assessed by computing difference between the total energy of the complex and the
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sum of the energies of imidazole and the corresponding ion pair with halide. The binding energy

was corrected for the Basis Set Superposition Error (BSSE) by the Boys and Bernardi cointerpoise

method [84], which consist in a correction applied in QM calculations to account for the over-

counting of electron-electron interactions when separate basis sets are used for different parts of

a molecular system, such as in the calculation of interactions energies between two or more frag-

ments. The corrected binfing energies and the coordination geometry suggest that cations and

anions continue to be coupled also in presence of imidazole. We therefore expect local structures

in the mixtures where halide coordinates imidazole molecules and cations simultaneously. To be

honest, these result appears quite straightforward when 1:1 complexes are considered.

Figure 4.3: ChCl-imidazole complexes (a,c,d) and TBABr-complex (b) optimized at the M062X/6-

311G** level. ∆E1 is the interaction energy between imidazole and ion pair calculated as

E(complex) -[E(imidazole)+E(ion pair)]

As a matter of fact both mixtures exhibit an eutectic composition at 7:3 molar ratio. For a more

realistic modelization of our mixtures. a larger complex was furthermore examined comprising

three ChCl ion couples and seven imidazole rings. The geometry and the vibrational frequencies

were computed at M062X/6-31G* level of theory and its structure is reported in figure 4.4. Given

the complexity and the high number of degree of freedom, we cannot be sure whether we are

describing the global minimum over the potential energy surface of this complex. Nevertheless,

some characteristics of this structure may offer insights into potential interactions between com-
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ponents in the mixtures. As for the 1:1 complexes, imidazole may again interact with the chloride

anion; however we cannot exclude OH· · ·N hydrogen bonding between choline and imidazole as

well as NH· · ·N bonds between imidazole molecules. The model here proposed is still too small

to reproduce all the possible coordination sites.

Figure 4.4: ChCl-imidazole (3:7) complex optimized at the M062X-6-31G* level.

Spectroscopic results

The vibrational spectra (IR and Raman) were measured to investigate the intermolecular contacts

in the pure components and in the mixtures. From a direct comparison between the spectra of pure

components and mixtures we noted only slight spectral shifts that can be attributed to various

factors; the most significant one is the different physical state of the compared samples. All

spectra were measured at room temperature: in the case of TBABr-IM DES, the pure components

are solid while the mixture is liquid. It is widely known that the positions and the shapes of

vibrational bands are strongly dependent on the physical state of the sample. In the case of solids,

particularly those with a crystalline structure and high molecular order, bands appear narrower

and more defined. Conversely, in liquid, the bands tend to be broader [85, 86]. The comparison
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between the experimental IR spectra of ChCl, IM and ChCl-IM is reported in fig. (4.5) and the

assigment of the main bands were conducted combining the theoretical results with previous

studies.

Figure 4.5: Experimental IR spectra for IM (red), ChCl (blue) and mixture (green). ν = stretching,

δ = in plane bending, ρ = rocking, γ = out of plane bending
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The spectral pattern of imidazole in the high frequencies region results complex, showing a

multiplet at about 3000 cm
−1

, which comprises two νCH and multiple characteristic bands of νNH ,

similar to those generally seen for NH groups that are strongly engaged in hydrogen bonding

[87, 88, 89]. Regarding the ChCl spectrum it is evident that it is largely dominated by the signal of

νOH . In the spectrum of the mixture, νOH results partially overlapped with the νCH of imidazole

and the OH stretching is not drastically perturbed by the coordination: the shape and position

of the spectral lines suggest that the coordination with cation and anion continues to be coupled

in the mixture as it was in pure ChCl. The assignment of the bands in the other spectral zones

resulted straightforward: the provided description of the normal modes is approximated, as these

vibrations are mixed for each molecules. These bands appear however substantially unaltered

in the mixture, compared to the pure components. Some slight shifts were observed for δNH

and γNH and for δOH and νC−O of ChCl, suggesting that the coordination involves OH and NH

groups. In the TBABr-IM mixture we observed some changes only in the high frequency region,

where the absorption bands of the NH (imidazole) seems to be shifted between red and green

curves (figure 4.6). The other main band remains almost unchanged, except for those concerning

the vibrations of the NH group of imidazole, where small shifts are observed. The Raman spectra

show essentially the same results of IR ones: we have not observed significant lines shifts between

pure components and mixtures, with the exception of δNH vibrations, that appear again slight

changed in the mixtures. Both techniques show that for both the mixtures imidazole interacts

through NH group. For choline chloride it is instead quite hard to appreciate changes in the OH

vibration since this absorption overlaps with other bands.

X-ray and MD simulation

The structure of both eutectic mixtures were characterized experimentally by X-Ray diffraction.

The structure functions q·I(q) obtained from experiment were compared with the theoretical

curves derived from MD simulations as reported in figure 4.8. The analytical form of I(q) is re-

ported in equation 2.42, where q is defined as scattering variable. X-ray diffraction measurements
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Figure 4.6: Experimental IR spectra for IM (red), TBABr (blue) and mixture (green). The assigna-

tion of lines for IM is reported in figure 4.5

Figure 4.7: Experimental Raman spectra: ChCl-IM and pure components (left) and TBABr-IM and

pure components (right)

on liquids allow to determine from an experimental standpoint the spatial organization which the

components assume in the bulk liquid. The I(q) function, defined in the q domain, is in fact strictly

connected with the radial distribution function, g(r), defined in the distance domain, through a

Fourier transform relationship. It should also be noted that a relation approximately links the



4.1. Choline chloride-Imidazole and Tetrabutylammonium bromide-Imidazole 61

Figure 4.8: Theoretical and computational structure functions q·I(q) of ChCl-IM (a) and TBABr-IM

(b)

q-domain to r-domain:

q ≈ 2π

r
(4.1)

More detailed descriptions of the X-ray diffraction and I(q) function can be found in specialized

texts[55]. The curves of ChCl-IM and TBABr-IM reproduced in figure 4.8 appear noticeably dif-

ferent. Both systems are characterized by the presence of the main peak at about 1.5Å
−1

which

correlates with distances at about 4Å: this pattern was found in several liquid systems (ILs and

DESs) and is due to intermolecular interactions that in our cases can induce an alternating pattern

of cations and anions in the liquid. The experimental curve of ChCl-IM shows another weaker

peak at about 2.5Å
−1

which correlates with a distance in the direct space of about 2.5Å and can

be assigned to intermolecular contacts and is in agreement with the values of the O · · ·Cl and

N(H) · · ·Cl predicted by our models. Some inconsistencies appear instead in the region of low

q due to an overestimated strength of hydrogen bonding between cations and anions and to the

small accuracy of the GAFF force field employed in our simulations. In addition the procedure of

analysis of the experimental data to extract the I(q) curve requires the knowledge of the density

of the mixtures. Since ChCl-IM is solid at room temperature, its density was estimated only as

a weighted average of the values of the pure components, ChCl and IM. The diffraction curve of
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TBABr-IM in figure 4.8 shows an additional peak measured at q values lower then 1 Å
−1

(about

0.65Å
−1

). Many works discussed the nature of the pre-peaks and most of them attributed the

peak to the formation of a medium range order due to the segregation of butyl tails of TBA in the

bulk liquids. Although our model clearly overestimates the intensity of this peaks, we observed

a correct prediction of its q-value. With the aim to strengthen our interpretation, the theoretical

I(q) was divided into partial contributes (anion, aliphatic chains and imidazole, each of them com-

puted for intramolecular and intermolecular contributions), as shown in figure 4.9. We observe

that the pre-peak is influenced by the presence of intermolecular components within the alkyl

terms, while the intramolecular ones remains inactive in the same low q values region. Moreover,

the intermolecular factor of the the alkyl partial I(q) contributes also in the region of the main

peak. Furthermore, the pre-peak is influenced by both the alkyl terms and interactions among

anions, as well as the intermolecular characteristics of imidazole. These assumptions results com-

patible with the hypothesis of the existence of an alternating pattern of components in the liquid

bulk.

Figure 4.9: Partial structure function for TBABr-IM: comparison between the total I(q) (red) and

alkyl intramolecular term (green), alkyl intermolecular term (blue), anionic-anionic term (ma-

genta) and imidazole term (cyan)
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Molecular dynamics analysis

In addition to the theoretical I(q), the analysis of the molecular dynamics trajectories has also

allowed for a more detailed investigation of the morphology of the bulk phase of the liquids.

The intermolecular contacts were investigated computing some characteristic pair radial distri-

bution function, g(r). The significant structural differences between the two cations influence the

structural configurations within the ionic pairs. Choline cation is an asymmetric quaternary am-

monium cation with an hydroxyl substituent, while TBA is larger and more symmetrical than Ch,

with four equivalent butyl chain; therefore, we do not aspect any preferential interaction site in

TBA. In figure 4.10a we reported the pair radial distribution functions computed between choline

and chloride (Cl · · ·H(O), Cl · · ·N and Cl · · ·O) to investigate how the ion couple is arranged in

presence of imidazole. The reported g(r)s reveal that the OH group of choline coordinates the

chloride anion through sharp Cl · · ·H(O) hydrogen bonds, as predicted by DFT calculations. The

weak peak around 4Å in g(r) of N · · ·Cl distance suggests that the coordination marginally re-

gards the polar heads of choline. Moreover, the coordination of the OH group with the chloride

anion excludes any interaction with imidazole since the RDF of the (O)H · · ·N intermolecular dis-

tance does not show peaks at values below 4Å. Figure 4.10b shows the RDF of the Br · · ·N(TBA)

distance: the most intense signal is the sharp peak at about 4.8Å in agreement with a marked

localization of the bromide anion at distances close to that predicted for the ion pair optimized

at DFT level of theory. Imidazole is an aromatic heterocycle with two different interaction sites:

NH can behave as hydrogen bond donor while N as acceptor. The RDFs reported in figure 4.10c

show a strong tendency exhibited by imidazole to establish hydrogen bonding with Br and Cl.

The arrangement of chloride or bromide anions in relation to cations and imidazole was observed

through the spatial distribution functions depicted in figure 4.11. Figures 4.11a and 4.11b demon-

strate that the anions are tightly clustered around the H(N) group of imidazole in both liquids.

The distribution of bromide exhibits a considerable symmetry in relation to the TBA cation (figure

4.11c), while chloride is predominantly concentrated around the OH group of the choline cation

(figure 4.11d).
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Summarizing all the result obtained from this study we can conclude that imidazole shows a pro-

nounced tendency to form hydrogen bond coordinating the anions. Both cations, although with

different sites (hydroxyl in choline and butyl chains in TBA) are linked to the anions. These liquids

exhibit a high degree of structuring, attributed to the presence of a dense network of hydrogen

bonds formed between their constituents. The vibrational spectra of the pure components and

their mixtures, although not displaying pronounced shifts, yield important insights into the na-

ture of interactions involved in the liquid phase formation. Notably, shift are discernible in the

NH vibration bands of imidazole. This observation strongly supports the hypothesis that imida-

zole can act as a hydrogen bond donor, a conclusion subsequently reinforced by our calculations.

Both ion couples, indeed, are capable of accepting the hydrogen bonds, exploiting their anion.

A bridge-like structure is consequently formed, wherein the anion occupies the central position,

coordinating both the cation and the imidazole. Furthemore, this arrangement leads to the for-

mation of an alternating structure in the liquid phase, as confirmed by X-ray measurements. The

results obtained sparked an interest in investigating deeper into the analysis of the roles that HBD

and HBA have in the formation of DES. The chemical structure and size of an anion can influ-

ence its capacity to accept hydrogen bonds, while the chemical nature of a hydrogen bond donor

(e.g., alcohol, carboxylic acid, aromatic NH) certainly modifies its ability to behave as HBD. For

these reasons we proposed other systems, composed by Tetrabutylammonium Acetate (TBAAc)

and Choline Acetate (ChAc) and three different natural organic acids, namely Ascorbic acid (AA),

Citric acid (CA) and Maleic acid (MA). Fixing the nature of the cation, we select organic acids with

different size and different HB donor groups with the aim to modulate the strenght of hydrogen

bonding.
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Figure 4.10: RDFs computed for ChCl-IM. (a) Distances between Cl and H, N, O atoms of choline.

(b) Distances between N of TBA and Br. (c) Distances between Br · · ·H(imidazole) and Cl · · ·

H(imidazole). (d) Distances between imidazole rings in TBABr-Im (black) and ChCl (red)

Figure 4.11: Spatial distribution functions of Cl with respect to imidazole (a) and choline (c) and

Br with respect to imidazole (b) and TBA (d)
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4.2 Choline acetate and Tetrabutylammonium acetate-Natural or-

ganic acids

The thermal and structural characterization of these natural organic acid based systems were car-

ried out by considering two different variables, namely the typology of acid and its concentration

in the mixture. The three acids here studied have OH groups with different acid properties and

they are therefore HBDs of different strength. Varying the nature of acid and its concentration in

the mixture can be therefore a valid procedure to analyse how the properties and the structure of

the liquid are affected by the strength of intermolecular hydrogen bonding. In detail, we inves-

tigated mixtures with L-ascorbic acid (AA), citric acid (CA) and maleic acid (MA). In particular,

Figure 4.12: Molecular sketch of L-ascorbic acid, citric acid and maleic acid

AA is the only one that has no carboxylic function and contains three distinct hydroxyl groups;

maleic and citric acids are substituted with two and three carboxylic substituents, respectively.

Additionally, CA possesses an extra hydroxyl group. Following the definition of hydrogen bonds

established by the International Union of Pure and Applied Chemistry (IUPAC) in 2011[90], it is

plausible to draw a correlation between the strength of the hydrogen bond and the acidic prop-

erty of the components (pKa and pKb). Several mixtures were obtained by mixing one of the

two acetate samples with each acid at different molar ratios: the obtained samples (choline ac-

etate based systems), their molar ratios and labels are reported in table 4.1. TBAAc-based systems

were labeled analogously.
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Table 4.1: Labels and molar ratios of the studied samples

Acetate Acid Molar ratio acetate:acid Sample Label

ChAc Maleic 2:1 ChAc-MA 2-1

1:1 ChAc-MA 1-1

1:2 ChAc-MA 1-2

Ascorbic 2:1 ChAc-AA 2-1

1:1 ChAc-AA 1-1

1:2 ChAc-AA 1-2

Citric 2:1 ChAc-CA 2-1

1:1 ChAc-CA 1-1

1:2 ChAc-CA 1-2

Thermal analysis results

Figure 4.13 shows the thermal behaviour of the pure components (ChAc and acids) and their mix-

tures. While for ChAc and acids, it is easy to determine the melting transitions (≈80°C for ChAc,

and 198°C, 158°C and 143°C for ascorbic, citric and maleic acids, respectively), the situation for the

mixture appears quite complex. All the studied mixtures exhibit a strong tendency to form glass

Figure 4.13: DSC curves measured on heating for ChAc based systems: (a) ChAc-ascorbic acid,

(b) ChAc-citric acid and (c) ChAc-maleic acid. The DSC curves of pure components were also

reported.



4.2. Choline acetate and Tetrabutylammonium acetate-Natural organic acids 68

phases and indeed demonstrate glass transitions at relatively low temperature with the transition

temperatures that rises proportionally with the concentration of the acid in the mixtures. GT is

measured between -44°C and -17°C for ChAc-AA, between -60°C and 3°C for ChAc-CA and be-

tween -79°C and -32°C for ChAc-MA samples. Although evaluated only qualitatively, it is worth

noting that the viscosity of these liquids is particularly high, which elucidates their propensity to

undergo vitrification. At high temperatures the DSC curves show exothermic peaks, attributed to

the decomposition process. In the light of verifying our interpretation, we measured the thermal

stability of each sample (pure components and their mixtures) by thermogravimetry. The TGA

curves reported in figure 4.14 show the mass loss (∆m/m%) as a function of temperature. On

the basis of the decomposition temperature (Td), defined as that for which a ∆m/m% of 5% was

detected, we observe that ChAc and AA are more stable than their mixtures, exhibiting Td equal

Figure 4.14: TGA curves for ChAc based systems: (a) ChAc-ascorbic acid, (b) ChAc-citric acid and

(c) ChAc-maleic acid.

to 173°C and 202°C respectively, while the decomposition of their mixtures begins around 150°C.

While the thermal decomposition pattern observed for ChAc-CA is similar to that of ChAcAA

(the mixtures are less stable than their components), the situation appears completely different

for the MA-based mixtures that show an increased thermal stability of the mixtures. A summary

of the principal thermal process discussed in this section is reported in table 4.2

The situation appears slightly different for TBAAc-based systems: the curve of TBAAc indicates

the presence of a glass transitions at -53°C, and a melting process that occurs in three subse-
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quent steps between 69°C and 96°C. This can be explained by considering that the cation has

a higher structural complexity and TBAAc can show polymorphism in the solid state. In gen-

eral, the DSC profile (figure 4.15) of the mixtures composed by TBAAc is more complex than

those involving ChAc and the presence of glass transitions was observed in many samples. All

TBAAc-AA mixtures exhibit a glass phase below -44°C and -19°C (the lowest GT was observed

for 2-1 composition). After passing the glass transition, TBAAc-CA based systems show exother-

mic peaks, occurring up to 0°C. This is attributed to the cold crystallization process, followed by

melting between 65°C and 75°C. In conclusion MA-based mixtures present glass transition only

for 1-2 composition. The 1-1 mixture undergoes melting at 63°C, while the 2-1 mixture melts with

a two-step process between 75°C and 100°C. Although is not easy to measure the exact melting

temperature of all the samples through this thermal characterization, it is still possible to observe

a general lowering of the melting point in the mixtures as compared to pure components.

Figure 4.15: DSC curves for ChAc based systems: (a) ChAc-ascorbic acid, (b) ChAc-citric acid and

(c) ChAc-maleic acid.
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Table 4.2: Characteristic temperatures of the principal thermal process for ChAc-based mixtures

(left) and TBAAc-based mixtures (right)

Sample Tg (°C) Tm (°C) Td (°C)

Choline Acetate - 80 173

ChAc-AA 2-1 -44 - 157

ChAc-AA 1-1 -19 - 164

ChAc-AA 1-2 -17 - 146

Ascorbic Acid - 194 202

ChAc-CA 2-1 -60 - -

ChAc-CA 1-1 -17 - 146

ChAc-CA 1-2 3 - -

Citric Acid - 158 181

ChAc-MA 2-1 -79 181 178

ChAc-MA 1-1 -74 - -

ChAc-MA 1-2 -32 - 194

Maleic Acid - 143 143

Sample Tg (°C) Tcc (°C) Tm (°C)

TBAAc -53 - 69, 80, 96

TBAAc-AA 2-1 -11 - 94

TBAAc-AA 1-1 20 - -

TBAAc-AA 1-2 4 - -

Ascorbic Acid - - 194

TBAAc-CA 2-1 -38 8 74

TBAAc-CA 1-1 -42 1 65

TBAAc-CA 1-2 -29 - -

Citric acid - - 181

TBAAc-MA 2-1 - - 75, 100

TBAAc-MA 1-1 - - 63

TBAAc-MA 1-2 -36 - -

Maleic Acid - - 143
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Medium Infrared spectroscopy (MIR)

Figure 4.16: MIR spectra of acetate-based systems: (a) ChAc-ascorbic acid, (b) ChAc-citric acid

and (c) ChAc-maleic acid; (d) TBAAc-ascorbic acid, (e) TBAAc-citric acid, (f) TBAAc-maleic acid
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Infrared measurements, in the MIR region, were conducted to investigate the coordination

between the various components. With this aim we compared the IR spectra of the pure com-

pounds with those of the mixtures in figure4.16. We expected interactions to occur between the

carboxylate and acids through the formation of hydrogen bonding and therefore we focused on

the bands susceptible to this interactions, i.e. stretching modes, ν, of the carboxylic and hydroxyl

groups. The spectra of each acid and ionic couple were assigned on the basis of quantum chemical

calculation and previous assignments [91, 92, 93, 94, 30]. From the low frequency of the stretch-

ing modes of the carboxylic (1579 cm
−1

) and hydroxyl groups (3200 cm
−1

) we can affirm that the

ionic species in ChAc are strongly coupled. This strong coupling is also confirmed by theoreti-

cal calculations. The spectrum of AA measured in solid phase, figure4.16a, shows a complex OH

stretching region: the band is splited in four sub-bands in the range comprised between 3200-3500

cm
−1

due to the presence of four different OH substituents in the molecule. Upon observing the

spectra of ChAc-AA mixtures, discernible effects of coordination between ChAc and AA emerge.

The OH stretching bands exhibit a notable shift towards higher frequencies with increasing acid

concentration. Specifically, the lowest OH frequencies were recorded at 3198 cm
−1

for ChAc, 3252

cm
−1

for the 2-1 mixture, 3350 cm
−1

for the 1-1 mixture, and 3404 cm
−1

in ChAc-AA 1-2. These

findings suggest that in the mixture, the ion pair remains coupled and the interactions with AA

marginally destabilize the hydrogen bond between cation and anion. This effect is also evident

in the stretching modes of the carboxylic group (νC=O) of ChAc: the most intense peak slightly

shifts to higher wavenumbers with increasing molar ratio of acid (1578 cm
−1

in ChAc, 1584 cm
−1

and 1589 cm
−1

for ChAc-AA 2-1 and 1-1, respectively). The νC=O of AA is measured at higher

frequencies (around 1700 cm
−1

); the stretching of C=O shifts from 1755 cm
−1

in pure AA to 1720

cm
−1

in the ChAc-AA 1-1 and ChAc-AA 1-2 mixtures. This spectral change can be attributed

to the coordination of functional groups in the liquid phase. A similar trend was also observed

for other ChAc-based mixtures: typically, we measured a blue shift of the OH band as the ratio

of acid in the mixtures increases. Notwithstanding the spectral feature of the νC=O vibrations

results much complex, the slight shifts in the bands of the acids are indicative of a rearrangement
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in the coordination of these groups between the pure acid and the mixtures.

The spectra of TBAAc were acquired by means of the ATR technique, in order to facilitate the

sample treatment. Notwithstanding the structural differences between the choline and tetrabuty-

lammonium cations in the coordination with anion, the frequencies related to the carboxylic vi-

brations are essentially the same observed in ChAc (≈ 1580 cm
−1

). As concerning the νOH modes

in the TBAAc-AA 1-2 spectrum (figure 4.16d), the bands included in the 3500-3200 cm
−1

range

are substantially the same as those of pure AA. In the 1-1 and 2-1 mixtures the band structuring

observed in 1-2 disappears and the bands are in general red shifted. Regarding the νC=O vibra-

tions, the highest wavenumber is measured in pure AA and in TBAAc-AA 1-2 (1753 cm
−1

); in

the equimolar mixture, the νC=O band appears splitted into two contributions (1728-1780 cm
−1

).

The same is observed in TBAAc-AA 2-1 although the intensity of the second peak is quite small

(1715-1770 cm
−1

). The νC=O of TBAAc is barely visible in 2-1 mixtures and probably covered by

the νC=C band in other mixtures. Some analogies can be found for other TBAAc-based mixtures.

From the analysis of the MIR spectroscopy results, several noteworthy observations can be made.

The low frequency of νOH and νC=O vibrations of choline acetate suggests a strong binding

within the ionic couple. When mixed with acids, νC=O slightly shifts to higher wavenumbers;

conversely, νOH undergoes blue shifts proportional to the acid content. The νC=O frequency of

the acid appears to be primarily influenced by coordination, as it progressively undergoes a red

shift with decreasing acid concentration in the mixtures. These general considerations also apply

to TBAAc-based mixtures. All these results seem to demonstrate the presence of a strong network

of H-bonds in the mixtures. For these reason, to deeply investigate on the H-bonds, we performed

measurements in the far infrared spectral region (20-600 cm
−1

).

Far infrared spectroscopy (FIR)

Far-infrared (FIR) spectroscopy, although necessitating a sophisticated and expensive experimen-

tal setup, have provided fascinating insights into the interaction of hydrogen bond and dispersion

forces[95]. In the case of water, FIR spectra reveal, around 100K, two distinct bands at approx-



4.2. Choline acetate and Tetrabutylammonium acetate-Natural organic acids 74

imately 230 and 160 cm
−1

, corresponding to the stretching modes of intermolecular hydrogen

bonds in different directions[86]. Additional information can be obtained by collecting FIR spec-

tra as a function of temperature: the spectral changes can be related to possible intermolecular

rearrangements due to phase transitions. Moreover the amplitudes of the low frequency inter-

molecular vibrational modes increase at low temperature; for example the H-Bond directionality

increases and its vibrations are better detectable and resolved in the FIR region. The measure-

ments described here were conducted at the AILES beamline of the synchrotron SOLEIL, using

a cryogenic system to control the thermal cooling and heating rates of the samples. Due to the

(a) 2-1 composition

(b) 1-1 composition (c) 1-2 composition

Figure 4.17: MM/B3LYP/6-31G** conformational analysis for each composition

high complexity of this spectral region, the interpretation of the experimental results was assisted

by DFT calculations. The computational procedure for FIR spectrum assignment involves a pre-

liminary conformational analysis at molecular mechanics level of theory, to explore all potential

configurations assumed by the systems under analysis. The structures obtained from the explo-
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ration of the potential surface were optimized at B3LYP/6-31G* level of theory. The conformers

were selected on the basis of their energy, only including the configurations found within 6 kJ/-

mol above the most stable one, as reported in figure 4.17. Only for this subset of structures, the

Hessian matrix was computed for simulating their IR spectra. The contribution of higher en-

ergy conformers to the Boltzmann population has been omitted since negligible. In figure 4.18

Figure 4.18: Experimental and theoretical FIR of ChAc-MA, measured as a function of temperature

we reported the experimental (upper panel) and computational (bottom panel) FIR spectra. The

experimental spectra were acquired as a function of the temperature between room temperature

and 120K. We reported the spectra measured on heating at the highest and lowest temperature

for each mixture. The temperature was varied according to the same heating/cooling cycle used

in the DSC measurements (at a rate of 5°C/min). The spectra collected at different temperatures



4.2. Choline acetate and Tetrabutylammonium acetate-Natural organic acids 76

do not show significant differences in the positions of the bands: this is in accordance with the

formation of glass phases on cooling, as observed by DSC (figure 4.13). The experimental spec-

tra show a broad peak at about 100 cm
−1

and another broader one at about 160 cm
−1

, similarly

to what previously observed for protic and aprotic ionic liquids [96, 97, 98, 99, 100] and respec-

tively ascribed to the dispersion forces and the highly directional H-bonds, typically found in

these liquids. Indeed, the bands at 160 cm
−1

can reasonably be interpreted as the stretching of

an highly directional hydrogen bond, as confirmed by DFT calculations. Conversely, the band at

about 100 cm
−1

appears more challenging to be interpreted. The computational models suggested

that these bands are generated by the superposition of numerous contributions related to inter-

molecular interactions and skeletal movements of the components. Moreover, the calculations

reveal that one component can be attributed to hydrogen bonding, specifically in the bending

mode. As expected, the bands in the low-temperature spectra exhibit greater structuring and ap-

pear narrower. Experimentally, it is noteworthy that a hypsochromic shift of both the bands was

observed as the concentration of the acid in the mixtures increase: this is rationalizable as an in-

crease in the strength of the hydrogen bond at high acid concentrations, since the described bands

are attributed to the movements of the hydrogen bond. It is also noteworthy that, based on the

conformational analysis, an increase in acid concentrations in the mixtures leads to a reduction

in the number of configurations. An initial interpretation was given by hypothesising that the

acid, being able to donate multiple hydrogen bonds, forces the components to fix their positions

in a more rigid structure. It is therefore possible to state that a higher quantity of acid is able

to crosslink more efficiently, providing a greater number of hydrogen bonds and resulting in a

stiffer structure. However, it is possible to further analyze the configurations present in the mix-

tures. The relative weight of each configuration depends on the Boltzmann distribution. As the

temperature changes, the population of each level changes until the formation of glassy or solid

phase, where the evolution of configurations no longer follows the Boltzmann population. In the

experimental spectra as a function of temperature, especially for the measurements performed

on the 2-1 composition, we observe the presence of an asymmetric band around 350 cm
−1

, whose



4.2. Choline acetate and Tetrabutylammonium acetate-Natural organic acids 77

shape noticeably varies with temperature. At low temperatures, a structured peak is observed

in which two or three distinct contributions can be distinguished. The relative weights of these

bands change as the temperature increases, and at temperatures close to RT, the contributions

are almost indistinguishable. Our DFT investigation suggested that the band around 350 cm
−1

is

due to the superimposing contributions coming from different conformers. Although the univo-

cal assignment of bands based on theoretical spectra is challenging, these spectra clearly indicate

that in this frequency range each of the configurations obtained from the DFT calculation gen-

erates a band, mainly due to movements of the choline acetate but also involving maleic acid.

The experimental band can be decomposed into different contributions by performing a decon-

volution, with three Gaussian functions respectively centered at 340, 360 and 380 cm
−1

, after a

baseline correction. To investigate if changes in temperature of the band intensity are given by

different conformations that superimpose their absorption bands and change their distribution

with temperature, we chose to conduct a detailed analysis of the band profile as previously car-

ried out on other systems[96]. In a liquid, the ratio (r) of a specific configuration concentration is

proportional to the ratio of the intensities of its bands. The ratio r is defined as:

r =
[Cconf2]

[Cconf1]
(4.2)

The thermodynamic equilibrium constant K between configurations is proportional to r and de-

pends on ∆G0
:

−RTlnK = ∆G0 = ∆H0 − T∆S0
(4.3)

which can be rearranged in:

lnK = − 1

T

∆H0

R
+

∆S0

R
+ c (4.4)

Plotting ln(r) vs 1/T allows to verify the van’t Hoff dependence of the concentration from the

temperature evolution; ∆H0
can be also obtained by the slope of the best fit line. A linear relation

of ln(r) vs 1/T is clearly observed from room temperature to approximately -90°C (figure 4.19)

while a notable deviation from linearity is observed below this range. This can be attributed to the
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Figure 4.19: (a) ChAc-MA 2-1 experimental FIR spectra as a function of temperature and spectral

deconvolution. (b) van’t Hoff fit

formation of a glassy phase, consistently with the temperatures measured by DSC, and described

in the preceding paragraphs. The energy separation between the configurations is about 2kJ/mol,

slightly more pronounced than the energetic difference obtained from the DFT calculations. In

figure 4.20 we reported the same analysis performed for the 1-1 composition. Fitting the peak

between 280 and 400 cm−1
with the same Gaussian functions used in the previous analysis, a

more linear trend in van’t Hoff plot was observed up to T≈-90°C and the values of ∆H0
obtained

was again about 2kJ/mol. In addition, it should be specified that the error of ∆H0
reported in

both plots is a parameter obtained from the fit, derived from the χ2
test and rationalizable as the

standard deviation of the fit. In the composition 1-2, the analyzed band did not exhibit significant

variations with changing temperature, when compared to the other compositions: the spectra are
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Figure 4.20: (a) ChAc-MA 1-1 experimental FIR spectra as a function of temperature and spectral

deconvolution. (b) van’t Hoff fit

reported in figure 4.21. The relative weights of the bands remained practically unchanged: this

means there is no population redistribution , as confirmed by the DFT calculation, which indicated

the presence of a single conformer. These results are in agreement with our hypothesis that the

a higher amount of acid in the mixtures forces the system into a more rigid configuration, as it

enhances crosslinking. The values of the energy separation between the configurations obtained

from the fit of the experimental data, in good agreement with those arising from the DFT data,

further enhances our interpretation.
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Figure 4.21: (a) ChAc-MA 1-2 experimental FIR spectra as a function of temperature

Molecular Dynamics analysis

With the aim of confirming the conclusions obtained from the infrared spectroscopy data, we de-

cided to simulate all the mixtures and the two salts (ChAc and TBAAc) using classical molecular

dynamics. The experimental results described in the previous paragraphs show that all the mix-

tures are characterized by a strong presence of hydrogen bonding. The idea was to investigate in

detail all the possible distances that can be involved in these bonds (OH and C=O groups), com-

paring the obtained g(r) for each mixture, so as to verify a potential concentration effect. In Figure

4.22, we present the radial distribution functions (g(r)) computed for the ChAc-AA mixtures. Fig-

ure 4.22a illustrates g(r) between the hydroxylic hydrogen of choline (H3) and the oxygen atoms

of acetate. In pure ChAc, the ionic couple is formed through a strong hydrogen bond between

choline (donor) and acetate (acceptor). The observed distance of 1.6Å is consistent with a strong
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Figure 4.22: Radial distribution function g(r) computed for distances between H3 (choline) and O

(acetate) and hydrogen atoms of AA and O-acetate (a). (b) composition 2-1, (c) composition 1-1

and (d) composition 1-2.

H-bond length. As indicated by infrared measurements, the interactions with AA do not signifi-

cantly alter the coordination of the ion pair. The interaction between AA and ChAc involves the

establishment of additional hydrogen bonds: AA contains four hydroxyl groups that can serve

as H-bond donors. Therefore, we computed g(r) between the hydroxylic hydrogen atoms (H5,

H6, H7, H8) of AA and the oxygen atoms of acetate (see figure 4.22b,c,d). All the considered hy-

drogen atoms can act as H-bond donors, with a notable preference for H6. The highest integral

value for these peaks is obtained for the 1-2 composition, where the number of AA molecules is

the largest one. This observation indicates that the acid acts as hydrogen bond donor: the g(r)s

reported in figure 4.22 demonstrate that all the OH groups can act as HBDs, but higher integrals

are observed the most acidic proton H6 (atomic labels are reported in figure 4.23). These consid-

erations can be extended to the other ChAc-acids compositions. The coordination of the ionic

couple remains unchanged regardless of the coordinating acids. In both cases, CA or MA act as

H-bond donors, coordinating the anion through their most acidic hydrogen. In the case of the

citric acid based mixtures, the most intense peak is related to the H5 proton, an alcholic proton

stabilized by many resonance effects. Maleic acid curves, instead, reveal the occurrence of an
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Figure 4.23: Atomic labels of acids

equiprobable interaction between H1 and H2 protons as a consequence of the symmetry of MA

(the rdfs curve for ChAc-CA and ChAc-MA were reported in figure 6.3, in the Appendex section).

The scenario appears quite different for TBAAc-based systems: unlike choline, TBA cation lacks

OH groups and couples with the cations through CH· · ·O interactions. In figure 4.24, the radial

Figure 4.24: Radial distribution function g (r) computed between the center of mass of TBA and

Ac (a), TBA and AA (b) and TBA and TBA (c)

distribution function (g(r)) was calculated between the centers of mass of the cation (TBA) and

anion (acetate). This analysis reveals a significant contact at around 4.3 Å in pure TBAAc (red

curves). This contact is only weakly destabilized by coordination with the acid, and it remains
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substantially unchanged in the mixtures. The acids in the mixtures are situated approximately 6Å

from the center of mass of the cation, as depicted in figure 4.24. The most interesting observation

can be done observing the distances between the CM of the cations, which are increased when the

ratio of acid rises: starting from the lowest values registered for the pure TBAAc (7.30Å) the dis-

tances increases at about 9.6-10.2Å in the mixtures. These results, as observed in all the mixtures

with TBAAc, indicates that the ion pair remains substantially unaltered by the acids coordina-

tion, which can interpose between the ion pairs. As observed in ChAc-AA mixtures, ascorbic acid

(AA) displays a strong tendency to act as a hydrogen bond donor, employing its four hydroxyl

substituents. From the analysis of RDFs shown in figure 4.25, we indeed observe robust H-bond

interactions. Specifically, AA forms a strong hydrogen bond with the acetate anion, with a length

of approximately 1.6 Å. This interaction is consistently present across all ChAc-AA mixtures (see

figure 6.2 in Appendix). As previously described, AA coordinates with the anion by employing

the most acidic hydrogen, H6, which exhibits the highest integral. The microscopic arrangements

described in TBAAc-AA mixtures are recurrent across all studied systems. In both TBAAc-AM

and TBAAc-AC (as shown in figures 6.3 in Appendix), the coordination with acids leads to an

increase of approximately 2Å in the distances between the centers of mass of the TBA molecules

(TBA–TBA distance). On average, the acids are coordinated at a distance of approximately 9-10Å

from the center of mass of the TBA, forming an alternating pattern of ionic pairs and acids. The

coordination with acids occurs via hydrogen bonding at approximately 1.6-1.7Å. In Appendix

section, figure 6.1 we reported the g(r)s for the distances between the centers of mass for both

systems.
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Figure 4.25: Radial distribution function g(r) computed between the hydroxyl hydrogens of ascor-

bic acid and oxygen atoms of acetate. (a) composition 2-1, (b) composition 1-1 and (c) composition

1-2

4.3 Phenol-Cyclohexanol

The results discussed in the previous paragraphs pertain to Type III deep eutectic solvents, specif-

ically those in which the hydrogen bond is formed by quaternary ammonium salts. In both the

discussed systems it is evident that the role of HBD is carried out by the anions: both imida-

zole and organic acids donate hydrogen bonds to the anions, which in turn are coordinated in a

bridging structure with the cations. Many experimental and computational results suggest that

the mixtures present in general a higher degree of disorder with respect to the starting mate-

rials, especially in the systems based on tetrabutylammonium. This disorder is reflected in the

thermal properties of the systems and can also observed from the molecular dynamics analysis.

The X-ray and the g(r) functions, in fact, suggest that the liquid phases are organized in an alter-

nate pattern of the components. In all systems the presence of hydrogen bond interactions has

been observed through experimental and computational techniques. In recent years, alongside

the formulation involving ionic H-bond acceptor, non-ionic systems, called type V deep eutectic

solvents were proposed. Our idea, therefore, in light of what was studied for type III DESs, was to

investigate the possible differences in the formation of these polar and neutral mixtures, whose
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HBA structures are significantly different from those used in type III. The most compelling type

V DESs was proposed by Coutinho and coworkers[28] and consists in the 1-1 thymol-menthol

mixtures. This system shows a strong deviation from thermodynamic ideality: deviations from

ideality are originated from the strength of the hydrogen bond between different components. The

system proposed by us consists in DESs formed by cyclohexanol and phenol, which differs from

the thymol-menthol system in that the starting components have no substituents on the rings.

Therefore, the idea is to investigate how the substituents may influence the spatial arrangement

of the components and how these can impact the thermodynamic properties.

Phase diagram by means of DSC investigation

The eutectic point of the studied binary mixture was initially estimated by thermodynamic mod-

elling of the ideal solid-liquid equilibrium phase diagram (SLE) solving equation 4.5 equation [31]:

ln(ai) =
∆Hm

R

(
1

Tm
− 1

T

)
(4.5)

where ai is the activity of the i-th component, Tm and∆Hm the melting temperature and enthalpy

of the pure compound, respectively. It is noteworthy that in equation 4.5 we considered negligible

the differences in molar heat capacity of the i-th component in the liquid and solid phase. The ide-

ality behaviour is obtained imposing the activity coefficient equal to molar ratio (ai=xi). The ideal

SLE suggest that the eutectic composition is expected at molar ratio of cyclohexanol (xc) equal to

0.8. Based on this premise, we investigated the phase diagram of the PheOH-CycOH system using

differential scanning calorimetry (DSC), preparing mixtures with compositions in close proxim-

ity to this particular value. Figure 4.27 illustrates the DSC curves for both pure cyclohexanol and

pure phenol, as well as ten of their mixtures. As shown in figure 4.27 cyclohexanol melts at 25.6°C,

although the curve exhibits additional endothermic peaks, which are attributed to transitions of

the polymorphic structure of cyclohexanol [101, 102, 103]. Phenol melts at 45°C. According to

thermodynamics, an eutectic composition refers to an homogeneous phase that undergoes melt-

ing at a precise temperature. For mixtures that deviate from the eutectic composition, we expect
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Figure 4.26: DSC curves measured on heating for cyclohexanol and phenol pure components and

for their mixtures at different compositions

to observe two melting transitions: one close to the eutectic melting and another associated with

the phase containing an excess of one of the two components. Indeed, in our system we observe

two melting processes for the non-eutectic compositions with xc ̸= 0.85. It is interesting to note

that the ∆T between the two peaks for each composition decreases as it approaches the eutectic

composition. For example, in xc=0.98 the first transition is at 17°C and the second at -28°C, in

xc=0.95 the first is centered at 6°C and the second one at -28°C. The other composition exhibits

the same trend: this is explainable considering the transition at lower temperature originated

by the melting of a composition close to the eutectic composition (quasi-eutectic) and the other

related to the melting of a composition containing an excess of one component. The scenario

appears different for composition with lower concentration (xc ≤ 0.75). with only one clear en-
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dothermic peak observed, whose temperature increases as the concentration approaches that of

pure phenol. All the mixtures show the presence of a cold crystallization process. The interme-

diate compositions (0.80 ≤ xc ≤ 0.93), when measured at the same temperature scanning rate

(5°C/min) used for the other mixtures, do not show clear phase transitions. In xc ≥ 0.95 and xc ≤

0.75 it was also observed the absence of crystallization, sign that the crystallization of samples is

slow and can be suppressed or retarded at high temperature rates. Hence, for samples where 0.80

≤ xc ≤ 0.93, DSC measurements were conducted again at a significantly lower temperature scan-

ning rate (∆T/∆t=0.6 °C/min), which is nine times slower than the previous rate. Apart for the

mixture at xc=0.85 the melting transitions is composed of two differentiated process: the lowest

Tm, -35°C, was found for the composition xc=0.85, which reasonably corresponds to the eutectic

composition.

Figure 4.27: Comparison between heating process of 0.85 samples: 5°C/min (blue line) and

0.6°C/min (red line)
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Table 4.3: Melting temperature and Cyclohexanol Molar Ratio

Cyclohexanol Molar Ratio (xc) Temperature (°C)

1 25.6

0.98 17

0.95 6

0.93 -28

0.90 -32

0.87 -33.7

0.85 -35

0.80 -34.1

0.70 -18

0.60 0.7

0 45

Quantum chemical modelling

The phenol-cyclohexanol system was modelled by QM calculations, proposing a series of com-

plexes where both molecules (phenol, PheOH and cyclohexanol, CycOH) interact between each

other with different geometries: these calculation were conducted to characterize the energetic

and geometrical features of the interactions between the components. For these reasons, we ini-

tially studied models to describe the interactions between the pure components, optimizing cyclic

tetrameric structures of cyclohexanol and phenol at the M062X/6-311G** level of theory within

S4 symmetry. It is quite evident that these models do not accurately describe the structural or-

ganization in either the crystalline or liquid phases. Furthermore, cyclohexanol, due to its poly-

morphic structure, exists in two configurations in the solid phase. Nevertheless, each tetramer

here proposed describes a structural arrangement expected in condensed phase where molecules

simultaneously act as both donors and acceptors of hydrogen bonding. For phenol we found

two stable structures: the first one sees a cyclic tetramers were the four phenol groups interacts

only via H-bonds; the second one shows a further π-π interaction between two phenolic rings
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which stabilize (27 kJ/mol) the structures. When mixed, both molecules can interact via hydro-

gen bonding. To analyze the hydrogen bonds resulting from the interaction, we introduced two

heterotetramers with S2 symmetry. These consisted of two CycOH and two PheOH molecules,

arranged in an alternating and cyclic manner, as reported in figure 4.28. The O · · ·H distances

Figure 4.28: Tetramers of phenol, (a and b, S4 symmetry), cyclohexanol (c, S4 symmetry) and

phenol-cyclohexanol (d, C2) symmetry)

computed for the homotetramers suggested that, although PheOH is an excellent HBD, CycOH

promotes a more efficient H-bond: CycOH, in fact, can donate and accept the hydrogen bonding

better than PheOH, which is a good HBD but can scarcely behave as HBA. thus the better HBD

property of PheOH mixed with the better HBA property of CycOH gives the formation of the

shortest intermolecular O · · ·H distances (1.665 Å).

A complementary way to describe the nature and strength of the interactions can be obtained

from the Atom in Molecules theory (AIM): this method lays the foundation on the topological

analysis of the molecular electron density surface. The characterization of intramolecular and

intermolecular bonds is made by localizing bond critical points (rc) on the bond path between the
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acceptor and donor, and analysing the values of electron density (ρ(rc) and its Laplacian ∇2ρ(rc)

at the bond critical point. Hydrogen bonds can be classified on the basis of the values of ρ(rc) and

∇2(rc). Our calculations suggested that CycOH forms H-bonds more stable than ones formed by

PheOH. In addition the negative values of the total electron density (potential and kinetic electron

densities) H(rc) suggested that the H-bond in both homoclusters can be classified as strong, with a

slight preference for CycOH molecules. Regarding the heterocluster, instead, PheOH and CycOH

are linked via stronger H-bonds, as suggested by AIM analysis. The results are summarized in

table 4.4.

Table 4.4: Hydrogen bond geometry (Å), topological analysis (a.u.) and interaction energy ∆E

(kJ/mol) obtained at the M062X/6-311G** level for the tetramer models.

PheOH (4.28a) PheOH(4.28b) CycOH PheOH+CycOHa

ρ (rc) (a.u.) 0.0372 0.0356 0.0411 0.0494

∇2
(rc) (a.u.) 0.1346 0.1277 0.138 0.1467

H (rc) (a.u.) -0.0007 +0.0003 -0.0022 -0.0064

rO · · ·H (Å) 1.756 1.788 1.738 1.665

∆E(kJ/mol) -71 -79 -77 -82

a
Only PheOH · · · O values are reported

The association energy (∆E) in each molecular cluster was evaluated computing the differ-

ence between the total energy and the energy of each monomer and corrected by the basis set

superposition error (BSSE)[84]. The results presented in Table 4.4 indicate a stronger hydrogen

bonding between PheOH and CycOH in the heterotetramers compared to the homoclusters. It

is important to note that while hydrogen bonding is undoubtedly the primary intermolecular in-

teraction in both pure and mixed components, weaker van der Waals interactions can also play

a substantial role in stabilizing the systems. The reported energy interaction values consider all

components comprehensively. In order to better characterize the different energy contributions

to the stabilization of the structures we applied the Noncovalent Interaction (NCI) approach: this
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computational tools, also known as reduced density gradient (RDG) allow to discriminate van

der Waals, hydrogen bonds and steric repulsion in a complex [104]. The isosurfaces obtained for

the tetramers are reported in figure 4.29: each contribution is represented by a proper color (blue

corresponds to highly attractive interactions, i.e. hydrogen bonds, green corresponds to weak

interactions, such as van der Waals contribution and red indicates strong repulsion)[65]. In the

PheOH tetramer case (figure 4.29a), the intermolecular association is defined by a specific inter-

action site in the OH· · ·O region, revealed by the presence of a hydrogen bond (shown in blue).

Additionally, there are regions (highlighted in green) with limited extension, indicating van der

Waals interactions involving the hydrogen atoms of the benzene ring and the oxygen of the OH

group. In the PheOH tetramer shown in figure 4.28,b, when the benzene rings are aligned to pro-

mote π-π interactions, a substantial van der Waals region is found between the two rings. This in-

teraction contributes to the greater stability observed in this tetramer, as mentioned earlier. In the

CycOH tetramer depicted in figure 4.29, in addition to the hydrogen bond sites, we observe green

areas over an extended region, indicating a stabilizing interaction between cyclohexyl rings. In

the PheOH-CycOH tetramer in figure 4.29 we once again see hydrogen bonds between molecules,

with more prominent spots in the OH· · ·O region where phenol acts as the hydrogen bond donor,

in line with expectations. Additionally, there are smaller green spots, suggesting that the interac-

tions between benzene and cyclohexyl rings are weaker than those between cyclohexyl rings in

the CycOH tetramer. The AIM analysis combined with the NCI study indicates therefore that het-

eroassociation is energetically preferred with respect to homoassociation in the PheOH-CycOH

system because hydrogen bond is stronger between different components, however van der Waals

interactions between cyclohexyl rings have a significant role in self association of cyclohexanol

beyond the localized hydrogen bond.

Infrared spectra

As previously discussed for deep eutectic solvents, infrared spectroscopy was demonstrated to be

a valid approach for studying the effects arising from intermolecular interactions. In the phenol-
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Figure 4.29: NCI analysis for the PheOH, CycOH and PheOH-CycOH tetramers.

cyclohexanol system, the main interactions occurred through hydrogen bonding between two al-

coholic molecules. Although the bands related to the movements of the OH group in phenol and

cyclohexanol are distinguishable, evaluating the shifts of these bands in their mixtures becomes

practically impossible. Therefore, we decided to calculate the theoretical vibrational spectra, as-

signing the bands, and analyze the experimental spectra in light of the computational spectra.

Initially, we compared the vibrational spectra calculated for the PheOH, CycOH, and PheOH-

CycOH tetramers, previous described. The assignment of the primary bands, determined through

the analysis of normal modes, is presented in figure4.30. In the spectrum of the PheOH-CycOH

complex, we distinguished the bands associated with each component using different colors. No-

tably, in the high-frequency region the OH stretching modes are clearly influenced by the co-

ordination pattern between the components. Upon heteroassociation, the νOH frequencies shift

from their values calculated for the PheOH and CycOH homotetramers. Specifically, the νOH

mode of PheOH, acting as a hydrogen bonding donor, shifts to a lower frequency, whereas the

νOH of CycOH, acting as a hydrogen bond acceptor, moves to a higher frequency. This spectral

pattern aligns perfectly with the strengthening of hydrogen bonding between components due to

mixing. Consequently, the frequency shifts of the νOH mode can serve as a diagnostic indicator
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for changes in the strength of the intermolecular interaction. Additionally, the remaining vibra-

tional modes of the OH group—namely, the in-plane (δ) and out-of-plane (γ) bending modes—also

exhibit frequency values that are sensitive to the strength of the O(H) · · ·O interaction. When

different components are mixed, the δOH frequency of PheOH increases while the δOH of CycOH

decreases. This aligns with the formation of a stronger hydrogen bond. The same, and even more

pronounced, effect is found for the γOH modes. In light of the results obtained from the theoret-

ical spectra, we proceeded to analyze the hydrogen bonds between different components based

on the spectral changes observed in the infrared spectra after mixing. In figure4.31, we present a

Figure 4.30: Theoretical infrared spectra calculated at M062X/6-311G** level of theory for the

tetramers of PheOH, CycOH and PheOH-CycOc.
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comparison between the experimental IR spectra of pure PheOH and CycOH components and the

spectrum of the liquid mixture at the composition xc=0.85. The assignment of the main bands is

based on information obtained from our calculated spectra and from literature sources for CycOH

[105, 106, 102] and PheOH [107, 108]. The OH stretching absorption exhibits a broad band in the

spectra of the pure components, with frequency maxima observed at about 3364 cm
−1

for PheOH

and 3328 cm
−1

for CycOH. This band appears slightly broader in the mixture compared to the

pure component spectra, suggesting a potential variation in the coordination of the OH group.

Due to the challenge of assigning the overlapping νOH bands of each component in the mixture

spectrum, the absorption band was deconvoluted into two Gaussian-shaped components (figure

4.32). The band profile is reproduced by two Gaussian components peaking at 3254 cm
−1

and

3396 cm
−1

, indicating a small alteration in the vibration stretching frequency of the OH groups.

In the mid-frequency range, the δOH absorption of phenol manifests as a shoulder to the more

pronounced νCO band, both in the pure phenol spectrum and in the mixture spectrum. The δOH

absorption of cyclohexanol is clearly discernible in both pure and mixed states, and its frequency

remains largely unchanged. The spectra maintain a high degree of similarity in the low frequency

range, where the γOH frequency of cyclohexanol appears to be rather unaffected by the mixing

process. Conversely, a slight blue shift is observed for the γOH frequency of phenol. The infrared

spectra confirm that the majority of absorptions in the PheOH and CycOH mixture at eutec-

tic composition closely align with the frequencies of the pure components. Only marginal blue

shifts are evident in the δOH and γOH vibrations of phenol, which qualitatively corresponds to

the spectral characteristics of the discussed tetramers.

X-ray and MD simulations

The computational models described so far, while providing valuable insights into the intermolec-

ular coordination of the components before and after mixing, are too limited in scope to capture

the long-range interactions present in the bulk phase of the eutectic liquid. Indeed, the spec-

troscopic characterization has enabled a comprehensive exploration of hydrogen bonding inter-
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Figure 4.31: Experimental infrared spectra

Figure 4.32: Deconvoluted OH stretching band of the PheOH-CycOH mixture IR spectrum
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actions, necessarily omitting the other factors that contribute to the formation and stabilization

of the liquid phase (van der Waals, π-π stacking, etc.). As demonstrated in the examples of the

other DES described in the previous paragraphs, an investigation of this kind can be carried out

through a combined theoretical-experimental approach. This involves conducting wide-angle

X-ray diffraction measurements and comparing the structure functions I(q) with those obtained

from molecular dynamics calculations. Both experimental and theoretical curves (figure 4.33 are

dominated by the main peak at about 1.4 Å
−1

which correlates with distances at about 4.5 Å due

to several intermolecular terms that mainly involve the C · · ·C contributions. A second weaker

peak at about 3.2 Å
−1

correlates with distances at about 2 Å in the direct space due to intramolec-

ular contacts. We observe good agreement for the primary peak arising from intermolecular

contributions (1.4 Å
−1

) and for the remaining pattern. However, the accuracy of the theoreti-

cal simulation decreases for the X-ray diffraction curve at low q values. The X-ray curve also

reveals a small prepeak at approximately 0.5 Å
−1

, which is barely discernible in the theoretical

simulation. The presence of a prepeak situated at q values below 1 Å
−1

has been interpreted

as evidence of medium-range order, attributed to the presence of heterogeneities or clustering

phenomena induced by hydrogen bonding [109, 110]. This phenomenon was also documented

in 1:1 Thymol-Menthol mixtures, where the rings of menthol and thymol hinder the develop-

ment of an extensive network of hydrogen bonds. This allows molecules to aggregate into small,

hydrogen-bonded clusters ([111]). Moreover, there is a significant probability of oligomer forma-

tion, which may include molecules of thymol, menthol, or a combination of thymol and menthol,

particularly in a liquid with equimolar composition. In our mixture of PheOH and CycOH, X-ray

diffraction and MD simulations were conducted at the eutectic composition. Here, cyclohexanol

is present in a substantial excess, and its ring does not have any alkyl substituents that might pro-

mote clustering phenomena. This is fully confirmed by the analysis of the intermolecular contacts

through the calculation of the radial distribution function (g(r)). Self-association of PheOH and

CycOH, as described through the g(r) of the O · · ·O contacts (figure 4.33a), highlights that inter-

actions among cyclohexanol molecules, being the most abundant component, clearly dominate
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over those between phenol molecules. Furthermore, the relative peak is sharper and observed at a

shorter distance. This is consistent with the fact that hydrogen bond between CycOH molecules is

stronger than that between PheOH molecules, in agreement with the geometries of the tetramers

discussed in the previous section. The presence of hydrogen bonds between different components

is clearly indicated by the O(CycOH) · · ·O(PheOH) peak, which occurs at distances quite similar

to that of the O(CycOH) · · ·O(CycOH) peak. The nature of the O(CycOH) · · ·O(PheOH) inter-

molecular contact is further elucidated by the RDFs of the H · · ·O distance shown in figure 4.33b:

the peak corresponding to the OH(PheOH) · · ·O(CycOH) distance is sharper and more intense

than that of the OH(CycOH) · · ·O(PheOH) distance. This aligns with the fact that the oxygen of

PheOH acts as a more effective hydrogen bond donor, as previously observed in the geometry of

the heterotetramer in figure 4.28. A particularly convenient way to study the relative orientations

of the two rings of the components in the mixture is to calculate the radial distribution functions

between their center of mass positions. We observed that the CycOH-CycOH peak was relatively

symmetrical and centered around 6Å . The PheOH-PheOH and CycOH-PheOH peaks exhibited

maxima at very similar distances, with a slight shoulder at lower values (approximately 5Å ). This

subtle asymmetry could have arisen from the fact that PheOH, being a planar molecule, might

have approached CycOH more closely than CycOH approached PheOH. The low concentration

of phenol in the mixture at the eutectic composition, coupled with the absence of peaks at around

4Å in the center of mass RDFs, seemed to rule out any π − π interaction between the benzene

rings.

Structural characterization of deep eutectic solvents: discussion

The results described in this chapter demonstrate that the studied systems exhibit a strong propen-

sity to interact, forming a dense network of intermolecular hydrogen bonds. Examining the type

III-DESs provided in this chapter it becomes apparent that, despite the chemical, physical and

structural distinctions among the starting materials, some common features can be identified. In

these ionic DESs, the anion assumes the role of hydrogen bond acceptor and is coordinated by the



4.3. Phenol-Cyclohexanol 98

Figure 4.33: Upper panel: Experimental and theoretical I(q) ·q curves of the PheOH-CycOH mix-

ture at eutectic composition. Bottom panel: RDFs of the O · · ·O (a) and OH· · ·O (b) distances

and RDFs of the centre of mass positions (c).

HBD through strong H-bonding interactions: this coordination does not deeply alter the geometry

of the ionic couple, as observed by spectroscopic results and confirmed by all the computational

models here presented. In the systems where the HBD consisted of molecules with multiple HBD

groups (as in the case of acetate-based systems, where polyfunctional organic acids were cho-

sen on the basis of number and chemical properties of the OH groups), the donation of H-bonds

preferably occurs from the more acidic proton, aligning with the acid-base theory, as indicated in

the definitions proposed by the IUPAC[90]. In any case the structures formed in the liquid phase

see the anion bridged coordinated between the HBD and the cation. The notable structural differ-
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ences between the two cations here studied (cholinium and tetrabutylammonium) manifest in the

microscopic properties of the liquids: various spectroscopic and computational results clearly re-

veal that the TBA-based systems are more disordered than cholinium ones. As an example, X-ray

diffraction results of TBABr-IM show the presence of pre-peaks: these pre-peaks are indicative

of a substantial separation of alkyl segments, resulting in the formation of localized regions of

inhomogeneity. This increased microscopic complexity is also reflected in the macroscopic prop-

erties, as evident from the thermal profiles (DSC) measured for the TBA-based systems and in

particular for TBA-acetate. Indeed, when comparing mixtures composed by the same acid with

choline acetate and TBA acetate, it is observed that the thermograms for the TBAAc-based sys-

tems exhibit a more complex thermal profile: this includes transitions related to processes like

cold crystallization and melting, which are not observed in the samples with choline acetate.

Hence, after assessing the similarities and distinctions among the previously described systems,

we sought to understand the nature of interactions in the liquid phase for systems where both

components are neutral (Type V DES). As known from the literature, these systems exhibit a sig-

nificant deviation from the ideal thermodynamic behaviour: the most important example of this

non-ionic deep eutectic solvents is the thymol-menthol eutectic mixture. In order to investigate

how the interactions between these molecules lead to the formation of a deep eutectic, we con-

sidered a system composed of non-substituted structural analogues of thymol and menthol. It is

important to note that thymol and menthol have alkyl groups attached to both rings. From the

experimental phase diagram, it can be observed that the obtained eutectic composition does not

deviate from the thermodynamic ideality condition. This indicates that the alkyl substituents on

the rings play a key role in the spatial organization of the components in the liquid bulk. For

these reasons, following similar approaches to those described for other systems, we conducted

a structural characterization of the eutectic composition and its starting components. Despite

the structural differences between the components of Type III and Type V DES, our analyses led

to the identification of numerous similarities between the two types of systems. Once again all

experimental results point towards a dense network of hydrogen bonds however, the hydrogen
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bonding interactions in the mixtures here proposed are not sufficient to produce deviations from

ideality. The alkyl substituents on thymol and menthol provide an additional stabilizing factor due

to the establishment of van der Waals interactions. The provided example highlights the crucial

importance of conducting a thorough structural characterization. This is fundamental because

the microscopic properties are affected by the specific geometries assumed by the components in

the liquid phase, which can directly influence their thermal properties. Consequently, it becomes

clear that a comprehensive understanding of the structures and mechanisms governing the for-

mation of these liquid phases allows us to effectively customize the properties of these liquids.

This, in turn, enables us to refine and optimize these systems for the specific practical application

required.



Chapter 5

Adsorption of ionic liquids on

graphene surfaces

In the previous chapter we thoroughly discussed the structural characterization of pure deep eu-

tectic solvents. Recently, the scientific community has increasingly focusing on studying the in-

teractions of ionic liquids and deep eutectic solvents with nanomaterials, such as pristine graphene

and its derivatives, carbon nanotubes and fullerenes[23, 24, 21, 22]. These nanomaterials are fre-

quently at the foundation of technological applications: they are often used in energy storage sys-

tems, catalytic applications, as well as in the fabrication of membranes and sensors[12, 24, 112],.

Many applications also involve the chemical absorption properties of pollutants and greenhouse

gases. Perhaps one well-known application of these systems relates to the development of innova-

tive electrochemical devices, such as in the realization of unconventional electrodes, electrolytes,

or actuators (bucky gels, a physical gel obtained by a mix of nanotubes and ionic liquids[113, 114]).

We focused on studying the adsorption properties of liquid systems capable of adsorbing pollut-

ing gases like CO
2

on structural derivates of graphene. To reduce the complexity of the studied

systems, we initially proposed an investigation of the interaction of a bio-ionic liquid composed

of Choline cation [Ch] and Phenylalanylate anion [Phe] with polyaromatic hydrocarbon-shaped

graphene (N-pyridine graphene). Such liquid shares numerous chemical-physical properties with
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deep eutectic solvents and possesses a less complex structure (1:1 stoichiometric ratio, without

the presence of the hydrogen bond donor). As previously investigated [19], the chosen ionic

liquid exhibits a remarkable capacity to react with polluting gases, making it an excellent CO
2

scrubber as it is economical, environmentally friendly and noticeably reactive. The surface was

chosen with the aim of providing a significant aromatic portion able to interact with the [Phe]

anion and a surface portion with polar sites (namely, pyiridinic holes) that can adsorb the [Ch]

cation. The idea, therefore, was to first examine the structure formed by interaction between the

liquid and a N-doped graphenic surface. Then, to assess whether the interactions with the surface

can affect the thermodynamics of the CO
2

fixation reaction. The structural characterization and

the study of reaction mechanisms were conducted using a computational approach, involving

classical molecular dynamics simulations and DFT calculations.

5.1 ChPhe ion pair adsorbed on graphene surface

The adsorption of [Ch][Phe] on N-doped graphene surface was investigated using two compu-

tational approaches. This included the proposal of several scaled-down calculation models to in-

vestigate the interactions of individual ion pairs on graphene in detail. A particular focus was on

the evaluation of interaction energies and charge transfer processes at the quantum mechanical

level (DFT). Then the interaction between ionic species and the graphene surface was further in-

vestigated by means of molecular dynamics simulations, considering a graphene sheet immersed

in a liquid bulk.

Structures from DFT

The choline phenylalanylate ionic liquid can adsorb onto the graphene surface through multiple

interaction sites, involving cations, anions, or ion pairs, resulting in a diverse range of adsorp-

tion structures. We initially proposed two Polycyclic Aromatic Hydrocarbons (PAHs) as models

to illustrate the interaction of [Ch][Phe] with graphene: C
42

H
16

(figure5.1a) serves as a model to
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represent the interaction of [Phe] anions with an unmodified graphene surface, while C
33

H
15

N
3

(figure5.1c) is a compact yet suitable model for simulating the interaction of anN -doped graphene

surface with [Ch] cations. In the optimized C
42

H
16

[Phe] structure (figure 5.1b), the phenyl ring

Figure 5.1: Structures of C
42

H
16

(a) and C
42

H
16

interacting with the [Phe] anion (b), C
33

H
15

N
3

(c)

and C
33

H
15

N
3

interacting with the [Ch] cation (d), and structure of N -doped graphene model (e)

of [Phe] maintains its initial parallel alignment with the graphene plane. The average C · · ·C dis-

tance measures approximately 3.554 Å, which is indicative of a typical π − π stacking distance.

Regarding the optimized geometry of C
33

H
15

N
3

(5.1d), the N -doped site serves as an interaction

site for the polar heads of the [Ch] cations. The arrangement reveals that a methyl group of [Ch]

is directed towards the center of the C
33

H
15

N
3

system, particularly the N -pyridinic vacancy. The

binding energies (Eads), computed as difference between the energy of the complex and the en-

ergies of the separated ionic species and graphene, reported in table 5.1, indicate that cations and
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anions are physically adsorbed on the graphene models. The presence of an aromatic portion on

the anion causes π−π interactions with the aromatic part of C
42

H
16

, which is the most important

energetic contribution of anion adsorption. The N pyridinic vacancy of graphene drives the coor-

dination of the [Ch] cation through CH· · ·N interactions. In figure 5.2 we showed two different

Figure 5.2: Structures of C
42

H
16

(a) and C
42

H
16

interacting with the [Phe] anion (b), C
33

H
15

N
3

(c)

and C
33

H
15

N
3

interacting with the [Ch] cation (d), and structure of N -doped graphene model (e)

configurations of ion pair, in which the hydroxyl of choline coordinates the carboxylate group by

OH· · ·O bond (a) and the amino group by OH· · ·N bond. Although the OH· · ·O bond is shorter

(1.662 Å) than OH· · ·N (1.783 Å), the structure (b) resulted more stable by 13 kJ/mol. This slight

stabilization is due to a different strength of the hydrogen bond as well as to a stronger electro-

static interaction and attractive dispersion term, as confirmed by the SAPT0 (Symmetry-Adapted
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Perturbation Theory) calculation, which involves the decomposition into individual energy con-

tributions to the total interaction energy [66, 67, 68]. [Ch][Phe] was then studied in presence of

graphene by placing both structures on the plane of C
57

H
21

N
3

(figure 5.1e): we oriented the [Phe]

anion with the phenyl ring on the pristine graphene zone, with the positive head (Ch
+

) placed

up to the N -pyridinic vacancy. Firstly, it is interesting to observe that the length of the hydrogen

bond connecting cation and anion in ion pair increases upon adsorption: OH · · ·O distances goes

from 1.662 Å in the pure IL to 1.741 Å when adsorbed on the graphene: this suggested that the

adsorption on the surface slightly destabilizes the strength of the interactions. On the contrary,

when cation and anion interact by OH· · ·NH
2

bond, the stability of pair seems to be less affected

by adsorption since the hydrogen bond distance undergoes a very small contraction from 1.783 Å

to 1.755 Å. These results implies that the formation of ion pairs, which is prevalent in the bulk IL,

may still occur even when the species are adsorbed on graphene. The values outlined in table5.1

affirm that physisorption on graphene could involve both individual ionic species and ion pairs.

However, the binding energy of the [Phe][Ch] on graphene is notably lower than the sum of the

adsorption energies of the [Ch] cation (figure 5.1d) and the [Phe] anion (figure 5.1d). This result

suggests therefore that ionic coupling perturbs the electron properties of the cations and anions

and consequently changes the extent of their adsorption on graphene surfaces.

Noncovalent interactions and charge transfer

To assess how the adsorption of the ionic liquid on graphene influences the charge distribution,

we performed the Electron Density Difference (EDD) analyisis for the adsorbed species. The EDD

is defined by the equation:

∆ρ(r) = ρ(r)− [ρgraphene(r) + ρion−pair(r)] (5.1)

where ρ(r) represents the electron density of the entire system, which includes N-doped

graphene with the adsorbed ion pair. ρgraphene(r) is the electron density of the N-doped graphene,
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and ρion−pair(r) is the electron density of the ion pair. The results of the EDD analysis are re-

ported in figure 5.3. By the comparison of the EDD isosurfaces we can deduce that both the anion

Figure 5.3: Electron Energy Difference (EDD) analysis of graphene-ion pair system: increases are

reproduced in olive and depletions in purple

and cation alter the charge distribution on graphene. The electron density on graphene surface

decreases in the zone of the interaction with the cation and a slight increase was observed in the

region close to the anion. Based on the analysis, it is suggested that a small charge transfer can

occur between the ion pair and the graphene sheet, with the positively charged head of the cation

primarily involved in the process. To assess the respective contributions of the cation and anion

to the charge transfer with graphene, we performed Bader charge analysis [64]. The charges of

the cation, anion, and the graphene surface were determined by summing the charges of all the

atoms in each unit before and after the interaction and the results were reported in table 5.1. In

the case of a single [Ch] cation interacting with N -doped graphene a charge transfer of 0.078 e
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occurs from graphene to the cation. Conversely, upon the adsorption of a single [Phe] anion a

charge transfer from the anion to graphene ensues, albeit of a smaller magnitude (0.027 e). As

expected, after the adsorption of individual ionic species, cations tend to diminish the electron

charge of graphene, while anions make the graphene surface more negatively charged. The cation

exhibits a more notable extent of charge transfer, despite the closely similar adsorption energies

for both cation and anion, as indicated in table 5.1. We further evaluated the charge transfer in

cases of ion pairing by comparing the charges of cations and anions before and after adsorption

for both models depicted in figure 5.2

In absence of graphene, the ion pair depicted in figure 5.2b, where the interaction between [Ch]

and [Phe] includes an OH· · ·NH
2

hydrogen bond, displays a charge transfer of 0.89 e between

the cation and anion. This value closely resembles the charge transfer calculated for the ion pair

in Figure 2a (0.904 e), where the interaction involves a hydrogen bond between the OH group

of [Ch] and the carboxylate group of [Phe]. After adsorption of [Ch][Phe], the charge trans-

fer between cation and anion is reduced because each ionic species exchanges electron charge

with the graphene. Since, as indicated by the previous results, the charge transfer involving the

cations are more consistent than those involving the anions, the adsorption of ion pair makes

the graphene surface slightly positive. It is remarkable to note that the effect is more evident in

the structure of Figure 2b; in this case the cation forms a OH· · ·N hydrogen bond weaker than

the OH· · ·O bond formed in the alternative structure and probably it is more available to accept

electron charge from graphene.

The role of Noncovalent Interactions (NCIs) in the adsorption was evaluated by reduced den-

sity gradient (RDG) analysis. Studying the electron density, denoted as ρ, along with its first

derivatives, |∇ρ|, provides a method to assess non-uniformities in electron distribution and iden-

tify both weak and strong intermolecular interactions. In the low density region, where weak

interactions are expected, the appearance of a peak indicates the presence of non covalent inter-

actions. The study of the Laplacian of density ∇2ρ and the sign of the second of its eigenvalues

(λ2) is a valid method for distinguish van der Waals, hydrogen bonding (negative sign) and steric
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Table 5.1: Charge, q(e.u.), of cation, anion and graphene before and after adsorption and its vari-

ation, ∆q, induced by adsorption. Adsorption energy (Eads) of cation, anion and ion pair on the

graphene models.

q(before) q(after) ∆q Eads(kJ/mol)(a)

[Ch] + N -doped graphene

[Ch] 1.000 +0.922 +0.078

Graphene 0.000 +0.078 -0.078 -74 (-59)

[Phe] + Graphene

[Phe] -1.000 -0.973 -0.027

Graphene 0.000 -0.027 +0.027 -85 (-74)

[Ch][Phe](b) + N -doped graphene

[Phe] -0.904 -0.896 -0.008

[Ch] +0.904 +0.867 +0.037

Graphene 0.000 +0.029 -0.029 -129 (-103)

[Ch][Phe](c) + N -doped graphene

[Phe] -0.892 -0.888 -0.004

[Ch] +0.892 +0.847 +0.045

Graphene 0.000 +0.041 -0.041 -119 (-95)

(a)
Values in parentheses are corrected for BSSE;

(b)
Structure of figure 5.2a;

(c)
structure of 5.2b.

repulsion interactions (positive sign)[115]. The red and green regions represent strong and attrac-

tive van der Waals interaction and the blue ones represent the hydrogen bond. The RDG scatters

and NCI surfaces were computed for a single anion, single cation and both the proposed struc-

tures of ion pair, as reported in figure 5.4. Regarding the interaction between the cation and anion

in the ion pair, the spike observed at a significantly negative value (-0.04 e) signifies the estab-

lishment of a robust hydrogen bond. In the structure reported in figure 5.2a the analysis showed

that the red and green spikes are close to zero, indicating very weak interactions. However, in
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the structure of 5.2b, there is a noticeable green region, suggesting the existence of van der Waals

interactions between the methyl groups of [Ch] and the phenyl ring of [Phe]. This observation

aligns with the SAPT decomposition analysis discussed earlier. The adsorption of cation and anion

involves extensive regions with van der Waals interactions. In particular, the interactions of the

cations involve mainly hydrogen atoms of cations and carbon and nitrogen atoms of graphene;

adsorption of the anions occurs instead through interactions of carbon atoms of the phenyl ring

and carbon atoms of graphene. All these interactions are shown by the green regions in the NCI

plots reported in figure 5.4. The adsorption of the ion pair on the graphene surface involves again

van der Waals interactions between carbon and nitrogen atoms of graphene and hydrogen and

oxygen atoms of the cation and carbon atoms of the phenyl ring of the anion. The blue spikes

found in the NCI plots reported in figure 5.5 indicate that hydrogen bonding continues to be the

main cause to stability of the ion pair before and after adsorption on graphene.

Structures from MD simulations

The calculations described so far allowed for a detailed investigation into the interactions of the

cation, anion, and ionic pair with the graphene surface. However, it is clear that, in order to better

characterize the structure formed by the interaction of the liquid with the surface, the DFT calcu-

lations we have proposed so far involve models that are too small. After elucidating the electronic

process governing the interaction of the ionic liquid with the graphene surface at DFT level of

theory, we opted to increase the dimension of the graphene model. Specifically, we decide to sim-

ulate 1000 ion pairs on a surface measuring approximately 37Å · 57Å, consisting of four pyridinic

subunits placed at the center of a cubic box surrounded by ionic pairs. The distribution of cations,

anions and their association products was analyzed by means of the radial distribution functions

(RDFs), as reported in figure 5.6. The RDF for the hydroxyl hydrogen of choline and the oxygen

atoms of the carboxylate group (figure 5.6a) exhibits a pronounced peak at approximately 2 Å, in-

dicating a strong hydrogen bonding between cations and anions in the liquid. Figure5.6b displays

the distribution of distances between the hydrogen atom of the OH group in choline and two
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Figure 5.4: NCI isosurfaces and scatter plot using promolecular density for [Ch]-Graphene, [Phe]-

Graphene (isosurface=0.5)

oxygen atoms of the CO
–

2
group. This plot emphasizes that the O · · ·HO interactions are mainly

centered on a single oxygen, with configurations where OH is bonded to both oxygen atoms

of the carboxylate being infrequent. The RDFs for the choline nitrogen around the CO
–

2
group

represented in figure5.6c reveal significant peaks at around 5 Å, suggesting potential direct inter-

actions between the polar heads of cations, N(CH
3
)

+

3
, and anions, CO

–

2
. The RDF of the nitrogen

in the NH
2

group of [Phe] and the hydroxyl hydrogen of choline (figure5.6d) displays moder-

ately intense peaks at approximately 2 and 5 Å, indicating that the association between cations

and anions seldom involves OH· · ·N hydrogen bonds. Consequently, the potential used in our

simulations suggested that ions in the liquid are primarily connected by OH· · ·O interactions.
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Figure 5.5: NCI isosurfaces and scatter plot using promolecular density for [Ch][Phe]-Graphene

(isosurface=0.5)

Alternative structures bonded through OH· · ·N interactions, as localized by DFT calculations,

appear to be quite improbable in the liquid phase. . The results of the analysis of the interaction

between cation and anion with the N -doped graphene sheet were reported in figure 5.7. The ar-

rangement of [Phe] anions in relation to the graphene surface was initially suggested by the RDF

between the center of mass of the graphene sheet and the center of the phenyl ring of the [Phe] an-

ion, as visible from 5.7a.The plot displays a prominent peak at approximately 5 Å, corresponding

to the distance between phenyl rings and the graphene surface, that it appears to be significantly

greater than the value of 3.5 Å determined by our static models via DFT calculations. The inclu-

sion of dynamic effects in MD simulations undoubtedly contributes to the increased interaction

distance between phenyl rings and graphene. To understand the orientation between tha plane

of the graphene and that of the phenyl ring we studied the the combined distribution function

curve (CDF) of figure 5.7 where the angular distribution function (ADF) between the plane of the
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Figure 5.6: Radial distribution functions of r(O · · ·HO), (a), distance between oxygen of the

CO
–

2
group and hydrogen of the OH group of [Ch] and plot of the distances r(O

1
· · ·HO) vs.

r(O
2
· · ·HO) where O1 and O2 are the oxygen atoms of the CO

–

2
group of [Phe] (b). Radial distri-

bution functions of r(O · · ·N) and r(C · · ·N) (c), distance between nitrogen of [Ch] and oxygen

of [Phe] and between nitrogen of [Ch] and carbon of CO
–

2
, respectively. Radial distribution func-

tions of r(N · · ·HO) (d), distance between hydrogen of the OH group of [Ch] and nitrogen of NH
2

group of [Phe].

graphene and the plane of the phenyl ring is plotted against the rdf between the centre of the

graphene sheet and the centre of the phenyl ring. The plot reveals that the ring of the anion is

positioned at distances from the graphene plane ranging between 3.5 and 6 Å, assuming orien-

tations that are fairly evenly distributed from 60 to 180 degree. A slight preference for a parallel



5.1. ChPhe ion pair adsorbed on graphene surface 113

orientation appears to be observed at a distance of approximately 6 Å. The rdf between the centers

of the phenyl rings 5.7, panel c, exhibits a prominent peak at approximately 6 Å, indicating an

orthogonal orientation between the phenyl rings. This is corroborated by the plot in 5.7d, which

illustrates the angular distribution function (ADF) between phenyl rings in conjunction with the

distance between their centers. The cdf shows higher values for perpendicular orientations of the

phenyl rings at distance of 6 Å. The absence of noteworthy π−π stacking interactions in the bulk

liquid phase was previously noted in analogous ionic liquids, such as choline salicylate, through

X-ray diffraction experiments and MD simulations, utilizing the GAFF force field [116].
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Figure 5.7: (a), RDF of the distance between the center of mass of the graphene sheet (MCGr)

and the geometric center of the phenyl ring of [Phe] (GCPh); (b) CDF of the adf between the

planes of the graphene sheet and the phenyl ring of [Phe], adf(Gr/Ph), and the rdf of the distance

MCGr · · ·GCPh; (c) RDF of the distance between geometric centers of phenyl rings of [Phe],

GCPh · · ·GCPh; (d) CDF of the adf between the planes of the phenyl rings of [Phe],adf(Ph/Ph),

and the rdf of the distance GCPh · · ·GCPh;

5.2 Reaction of CO2 with [Ch][Phe]

The results described in the previous section demonstrate a strong affinity of the liquid to adsorb

onto the surface. Among the various applications of ionic liquids, particularly aminic ones, their

ability to react with CO
2

has emerged. CO
2

is one of the most pollutant greenhouses gas, produced

by many anthropic activities through the burning of fossil fuels such as coal, oil, and natural gas.

Research on technologies to capture the large quantities of CO
2

emitted into the atmosphere
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is increasingly capturing the attention of the scientific community. It is worth to investigate

how the surface adsorption can affect the CO
2

affinity of ILs and within this aim we studied the

reaction mechanism of CO
2

when the IL is adsorbed on the surface. The reaction mechanism can

considered divided into two steps, as reported in the following scheme:

[Phe]
–

+ CO2 −−→ [Phe – CO2]
– −−→ [Phe – CO2 – H]

The first step, previously identified as the rate-determining step, involves the formation of a zwit-

terionic addition product between the anion and CO
2
. The zwitterion adduct can undergo self-

rearrangement through internal rotation, ultimately leading to the formation of a carbamate and

a carboxylic acid. The mechanisms were studied in the liquid phase by considering the stability

of the zwitterionic complex and the energetic barrier to its formation by a fully relaxed PES scan-

sion along the C · · ·N distance. The thermodynamics and the transition states were evaluated in

presence and absence of graphene by geometry optimization at the ωB97xd/6-311++G** level of

theory. The vibrational frequencies were computed to univocally characterize each critical point.

The intrinsic reaction coordinates (IRC[117]) were identified to verify that the saddle points re-

ally connected the corresponding reagents and products. As widely known[118], the interaction

between AA anions and CO
2

entailed the participation of the amino group, initiating with the

establishment of a N C bond, resulting in the formation of a zwitterionic addition complex, sub-

sequently denoted as [PheCO
2
]. The addition of CO

2
to the [Phe] anion was initially examined by

progressively shortening the C · · ·N distances while positioning a CO
2

molecule in proximity to

the NH
2

group and optimizing the geometric arrangements. The potential energy profiles were

obtained for both the isolated [Phe] as shown in figure 5.8a and [Phe] in the presence of choline

cation, considering the ion pair coupled by an OH· · ·O hydrogen bond (figure5.8b). Following

an initial physisorption, during which CO
2

interacts with [Phe] through van der Waals forces and

maintains its linearity, the progressive approach of CO
2

leads to the formation of the [PheCO
2
]

adduct, with a C N bond distance of approximately 1.6 Å. The reaction is exothermic, and the

formation of the adduct is less favorable (24 kJ/mol) in presence of the choline cation compared to

its absence (37 kJ/mol). To explore how the adsorption on the graphene surface might impact the
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Figure 5.8: ωB97xd/6-311++G** PES calculated at various C · · ·N distances between CO
2

and

[Phe] (a) and between CO
2

and [Ch][Phe] (b) and structure of the saddle points. Structures of

the zwitterionic adduct [PheCO
2
] (c) and [PheCO

2
][Ch] (d) adsorbed on the graphene surface

models and energy of reaction with CO
2
. ∆E is calculated as E[PheCO

2
]ads - (E[Phe]ads + ECO

2
)

(c) and as E[Ch]ads[PheCO
2
]ads - (E[Ch]ads[Phe]ads + ECO

2

) (d)

CO
2

capture capacity of the phenylalanylate anion, we introduced the molecular systems shown

in figure 5.8c and 5.8d. The structure in figure 5.8c, hereafter referred to as [PheCO
2
]ads illustrates

the zwitterionic complex adsorbed onto the same graphene model employed for the adsorption of

the [Phe] anion. On a graphene surface, the reaction between the [Phe] anion and CO
2

remains

exothermic. Specifically, it releases 30 kJ/mol when the single anion (figure 5.8c) is adsorbed and

23 kJ/mol when the ion pair is adsorbed (figure 5.8d). This indicates that the ability of the [Phe]

anion to chemically adsorb and capture CO
2

is not significantly impacted by its adsorption on

graphene surfaces. Furthermore, this efficiency appears to be on par with what is expected in

a bulk liquid environment. As previously studied[118], the zwitterionic complex [PheCO
2
] can

rearrange into carbamic derivatives through intramolecular mechanism. Specifically, a proton

from the amino group can be transferred to one of the two carboxylate groups of [PheCO
2
], re-



5.2. Reaction of CO2 with [Ch][Phe] 117

sulting in the formation of distinct carboxylic acids PheCO
2
H. From our previously theoretical

investigation[19] it was found that the proton transfer towards the newly added CO
–

2
resulting

from the reaction with CO
2

is exothermic. However, this process involves relatively high energy

barriers due to the formation of transition states characterized by a cyclic structure with four

atoms. We excluded this pathway, by focusing solely on the alternative pathway, which entails

proton transfer to the other carboxylate group, resulting in the formation of PheCO
2
H via a five-

membered transition state (TS). Although the reaction continues to be exothermic it exhibits a

low activation energy. PheCO
2
H, initially formed through intramolecular proton transfer, ex-

Figure 5.9: Energy profile of the conversion reaction of the zwitterionic complex [PheCO
2
] to

carboxylic acid and structures of the stationary points along the reaction pathway

hibits rapid internal rotation about the C C bond. This rotation, facilitated by the rotational

transition state (RS), results in the formation of an intramolecular hydrogen bond between the

carboxylic and carboxylate groups, yielding the stable isomer PheCO
2
H(A). The intramolecular

hydrogen-bonded seven-membered cyclic structure enables facile proton transfer and the for-
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mation of PheCO
2
H(B), where the proton is situated on the second carboxylate group. Quick

intramolecular proton transfer leads therefore to the formation of two isomers that have ener-

gies nearly equivalent and are found at about 28 kJ/mol lower than initial zwitterionic complex.

The addition reaction of CO
2

to the [Phe] anion, followed by the subsequent intramolecular re-

arrangement, is exothermic, with a reaction energy of approximately 64 kJ/mol. In the case of

[PheCO
2
] adsorbed on the graphene surface, the zwitterion formed can interact via π − π in-

teraction with the surface, being the phenyl ring parallel to the graphene plane with an average

distance of 3.494 Å. Once adsorbed (the adsorption energy is 65kJ/mol), PheCO
2

can be involved

in a pathway of intramolecular proton transfer and rearrangement to give [PheCO
2
H] products

already proposed for [PheCO
2
] in the liquid bulk. In addition, all the intermediate molecules and

transitions states continue to be adsorbed to the graphene surface by π − π stacking. The reac-

tion product, [PheCO
2
H], is once again strongly stabilized by intramolecular hydrogen bonding,

facilitating rapid proton exchange between the neighboring carboxylate groups. The computed

energetic landscape for the whole reaction in the liquid bulk closely resembles that computed

on the graphene surface 5.10, although the transfer of a proton from the NH
2

group through the

TS structure is more energetic. In summary, the reaction of the [Phe] anion with CO
2

and the

subsequent rearrangement to produce carbamic derivatives is overall exothermic, albeit with a

lower energy value (50 kJ/mol) compared to the bulk liquid (64 kJ/mol). This indicates that the

adsorption of the anion on the surface may marginally diminish the CO
2

capture capacity of the

phenylalanylate anion.

The impact of ion pairing on the process of intramolecular proton transfer and the ensuing

rearrangement was assessed by examining various potential pathways. The scenario depicted in

figure 5.11 may occur, for instance, if the zwitterionic adduct [PheCO
2
] is initially generated in

the liquid bulk and subsequently adsorbed onto graphene. The resulting ionic couple structure

exhibith a geometrical conformation of [PheCO
2
] that can facilitate the proton transfer from the

NH
2

group towards the non-hydrogen bonded CO
–

2
. The energy profile for intramolecular proton

transfer suggests that the proton is effectively transferred from NH
2

to form the carboxylic acid,
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Figure 5.10: Energy profile of the conversion reaction of the zwitterionic complex [PheCO
2
] ad-

sorbed on graphene surface to carboxylic acid and structures of the stationary points along the

reaction pathway

denoted as [Ch]ads[PheCO
2
H]ads in figure 5.11, without a significant energetic barrier. A fast ro-

tation of the CO
2
H group to form intramolecular hydrogen bonding with CO

–

2
not only stabilizes

the product, but it also promptly leads to the formation of the isomer [Ch]ads[PheCO
2
H(B)]ads

without any intermediate [PheCO
2
H(A)].

Discussion

The adsorption of ionic liquids onto the N-doped graphene surface was studied by means of DFT

and molecular dynamics simulations. The structures of ionic liquids are in general simpler com-

pared to deep eutectic solvents: this led to select the choline phenylalanylate (ChPhe) as the

systems to study the interactions with N-doped graphene surface. All the computational results
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Figure 5.11: Energy profile of the conversion reaction of the zwitterionic complex [Ch][PheCO
2
]

adsorbed on graphene surface to carboxylic acid in presence of [Ch] cation

revealed that the ionic liquid is physisorbed, through van der Waals interactions between the

phenyl ring of the anion and the surface: the parallel orientation of the phenyl rings with respect

to pristine region of the graphene, suggested that the interactions occur predominantly via π−π

stacking. The cation, instead, coordinate mainly the N -pyridinic vacancy area through CH· · ·N

contacts. The interaction between cations and anions leads to the creation of stable ion pairs

via OH· · ·O or OH· · ·N hydrogen bonds involving the hydroxyl group of [Ch] and the CO
–

2
or

NH
2

groups of [Phe]. This ion pairing aggregation was observed both in the bulk solution and

on the surface of graphene. By analyzing the electron density and the atomic charges before and

after the adsorption on the graphene surface is possible to observe a substantial charge transfer

which makes the graphene surface more negative. This effect is less pronounced when the adsorp-
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tion involves the ion pair, as the charge transfer occurs simultaneously between cations, anions,

and graphene. The MD simulations confirmed the results obtained by DFT characterization, al-

though the introduction of dynamic models leads to the description of a more random orientation

of the ionic couples onto the surface. These ionic couples are well supported on the surface of

graphene: this enables these supported liquids to be used in numerous applications. One of these

could be the chemi-fixation of pollulant gas, as CO
2
. The initial product of addition of carbon

dioxide and [Phe] anion sees the formation of a zwitterionic compound [PheCO
2
], can give firstly

the carboxylic acid [PheCO
2
H] through an intramolecular proton transfer from the NH

2
group

to one CO
–

2
group. Subsequently, the intermediate [PheCO

2
H] species may undergo a rapid in-

terconversion into a more stable isomer, [PheCO
2
H], facilitated by rotational rearrangement and

intramolecular proton transfer between CO
–

2
groups driven by intramolecular hydrogen bonding.

The reaction was studied both in bulk phase and in the adsorbed species, considering the isolated

anion and the ionic couple. All calculation were conducted by introducing an implicit solvation

model (PCM). The overall reaction between [Phe] and CO
2

is consistently found to be exother-

mic across all cases. The inclusion of specific interaction with the choline cation gives a further

decrease of the reaction energy suggesting that ion pairing of the graphene surface could slight

inhibit the reaction with CO
2
, as already observed in the bulk liquid [19]; the presence of choline

appears to play a significant role in the structural rearrangement of the zwitterionic [PheCO
2
]

anion, as all the proton transfer processes are predicted to be barrierless.
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Conclusion

In this thesis we investigated different topics concerning physical and chemical properties of sys-

tems classifiable as soft matter. We focused our attention on the structural characterization of

deep eutectic solvents and ionic liquids, pointing the attention on their microscopic organization.

A great number of experimental and computational techniques has been employed to analyse the

structure of pure deep eutectic solvents and to investigate the absorption of ionic liquids onto

graphene surfaces. From an experimental point of view the microscopical structure of DESs was

characterized by means of infrared and Raman spectroscopy. The IR spectra was acquired in

medium (MIR) and, in some cases, far (FIR) regions, by measuring the spectra as a function of the

temperature: FIR spectroscopy allows to directly observe the hydrogen bond vibrations. The IR

spectra were assigned by comparing the experimental spectra with those obtained by DFT calcu-

lations. All the results reported in Chapter 4 show that the formation of liquid phases is mainly

driven by the formation of strong H-bond between the HBD (imidazole or organic acids) and HBA

(halide anions or acetate). In this thesis we proposed several systems where the cations, cholinium

(Ch) or tetrabutylammonium (TBA), have a deeply different structure with the aim to modulate

the nature and the strength of the interactions between components and vary the degree of or-

der/disorder in the mixtures. These differences can be observed by DSC curves: the TBA-based

systems, in fact, exhibit more complex DSC traces. To better investigate the molecular organiza-
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tion in the bulk phases, we performed X-Ray diffraction measurements and molecular dynamic

simulations: the choline-based liquids show a structural alternating pattern, as found in several

ionic liquids. Indeed, the DES formulated with TBA are characterized of an additional interac-

tion at longer distance-order, caused by the nano-segregation and clustering of the alkyl portions.

Computational modeling reveals that hydrogen bonding can occur between all the donor groups,

with a preference for the more acidic ones. Despite the profound differences in the starting ma-

terials, many similarities between Type III and Type V DESs were observed. In Chapter 5 we

reported the principal results obtained by a computational investigation on the interaction of an

aromatic amino-acid based ionic liquid, [Ch][Phe], with pyridinic-doped graphene sheets. Its ad-

sorption on the graphene surface can occur through various interactions involving the cation and

the pyridinic vacancies as well as the anion and the sp
2

carbon atoms of the graphene, establishing

π-π interactions. The π-stacking was predicted by DFT models while less so by classic molecu-

lar dynamics simulations that describe a more random distribution of the cations and anions on

the graphene surface. In the perspective of investigating the potential green application of this

ionic liquid, its ability to adsorb CO
2
, one of the greenhouse gases most emitted by anthropogenic

activities, was explored. The reaction pathway was studied both in bulk and adsorbed liquid by

means of DFT calculations. The initial product resulting from the addition of CO
2

to the [Phe]

anion, specifically the zwitterionic [PheCO
2
] anion, may undergo a sequential intramolecular re-

actions. The formation of the carboxylic acid [PheCO
2
H] via an intramolecular proton transfer

from the NH
2

group to one CO
2

–
group is followed by a rapid interconversion into a more stable

[PheCO
2
H] isomer by rotational rearrangement and intramolecular proton transfer. The absorp-

tion on graphene, although it slight hinders the propensity of the ionic liquid to react with CO
2

compared to the bulk, can serve as an effective approach to support the liquid in preparation for

potential practical applications.



Appendix

Figure 6.1: : g(r) computed between the center of mass of TBA and Ac (a), TBA and CA (or MA)

(b) and TBA and TBA (c)

Figure 6.2: g(r) computed between the hydrogen atom (OH) of citric acid (left) or maleic acid

(right) and oxygens atoms of acetate.
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Figure 6.3: g(r) computed for ChAc-CA (left) and ChAc-MA (right) systems. Upper panels (a):

distances between H3 (choline) and O (acetate). Bottom panels: distances between hydrogen

atoms of CA (or MA) and O (acetate). (b) composition 2-1, (c) composition 1-1 and (d) composition

1-2.
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• A comparative study on ternary deep eutectic solvents: Water-Imidazole-Tetrabutylammonium
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retical and experimental investigation. ILL (Neutron Diffraction)-Grenoble (France)

7.5 Visiting PhD student
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Maresca, Sébastien Fantini, Rongying Lin, Anaı̈s Falgayrat, Pascale Roy, and Annalisa

Paolone. So similar, yet so different: The case of the ionic liquids n-trimethyl-n (2-

methoxyethyl)ammonium bis (trifluoromethanesulfonyl)imide and n,n-diethyl-n-methyl-

n(2-methoxyethyl)ammonium bis(trifluoromethanesulfonyl)imide. Frontiers in Physics, 10,

2022.

[98] Koichi Fumino, Verlaine Fossog, Peter Stange, Dietmar Paschek, Rolf Hempelmann, and

Ralf Ludwig. Controlling the subtle energy balance in protic ionic liquids: Dispersion forces

compete with hydrogen bonds. Angewandte Chemie International Edition, 54(9):2792–2795,

January 2015.

[99] Koichi Fumino, Elena Reichert, Kai Wittler, Rolf Hempelmann, and Ralf Ludwig. Low-



Bibliography 147

frequency vibrational modes of protic molten salts and ionic liquids: Detecting and quan-

tifying hydrogen bonds. Angewandte Chemie International Edition, 51(25):6236–6240, May

2012.
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