
Sapienza - Università di Roma

Doctoral Thesis

Harnessing the capabilities of
Generative Models

Author:
Giorgio Mariani

Supervisor:
Prof. Emanuele Rodolà

https://www.uniroma1.it
https://www.linkedin.com/in/giorgio-mariani
https://gladia.di.uniroma1.it/authors/rodola/


ii

“It’s easy to play any musical instrument: all you have to do is touch the right
key at the right time and the instrument will play itself.”

Johann Sebastian Bach
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Generative models have experienced significant advancements in recent
years, driven by the introduction of architectures such as Stable Diffusion,
GPT-3, ChatGPT, and many others. These models are designed to learn
probability distributions and efficiently sample from them during inference,
typically conditioned on inputs like text. Trained on large volumes of unlabeled
data, these models possess extensive knowledge that can be transferred to address
specific tasks. In this thesis, we show how they can be harnessed to address a
variety of tasks across different domains, including reasoning, image processing,
and music generation. In particular, we will explore diverse methodologies to
guide the generation process of a learned model to better suit the task at hand.
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Chapter 1

Introduction

In this thesis, I will guide the reader through my academic journey in the field
of generative modeling, and explore some of the various ways these models can
be utilized.

1.1 Motivation
The AI spring. In the last decade, Artificial Intelligence has experienced
remarkable growth in scale, research, and public interest. This surge has led
to increased utilization across various fields and the emergence of high-impact
companies such as OpenAI, Hugging Face, Stability AI, and many others. AI
is now recognized for its potential to generate substantial business outcomes
and reshape industries [1], sparking an arms race [2] in the development and
improvement of AI systems and algorithms.

Several factors contribute to this success. However, the ease of accessing
and processing large quantities of data, combined with the increased power of
general-purpose Graphical Processing Units (GPUs), have been crucial. Particu-
larly notable is the rise of powerful, large-scale generative models like GPT-2
through GPT-4, LLaMA 1 through 3, and Stable Diffusion versions 1.0, XL,
and 3.0. These advancements have significantly increased business interest in
AI applications. This phenomenon has been described as a “pervasive economic
and organizational phenomenon” [3], and it is speculated that AI could boost
the global economy by over $15 trillion by 2030.

What do we mean by harnessing generative models? Generative models
are typically trained using vast amounts of unlabeled (or poorly labeled) data,
usually scraped from the web. A reduced and high-quality number of annotations
are then used to guide this strong self-supervised representation to solve some
different and usually more specific downstream-tasks. This is a common pipeline
in the current AI setting and is sometimes referred to as semi-supervised learning
[4, 5].

This thesis will explore and delve into several methods to effectively harness
the generative power of the latest AI architectures and algorithms. Specifically,
we will cover:

(i) a combination of multiple models, cooperating with each other in order
to solve a difficult reasoning task. We will see an example of this type of
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approach in section 3.4, where a generative autoregressive model cooperates
with a discriminator to improve their output. Similar approaches are used
in image generation, where a contrastive model is used to select the best
result with respect to a written prompt.

(ii) the design and practical usage of algorithms that constrain the generation
process to find a plausible solution for a specific task. An example that
will appear multiple times in this thesis is the source separation problem1,

(iii) fine-tuning of a pre-trained generative model to solve a specific downstream-
task. This is the typical semi-supervised pipeline [4, 5]. We adopted this
approach for the model proposed in section 6.5.

1.2 Thesis Outline
The chapters of this thesis reflect our academic publications, each introducing
and describing in detail the contributions, methodology, and results of our work.

During my first year of PhD, we started to explore the generative modeling
world. This includes (i) a first approach to program synthesis/reasoning through
the usage of autoregressive models, and (ii) participation in a collaborative
benchmark for natural language LLMs. This line of research has led to the
following works:

• Explanatory Learning: Beyond Empiricism in Neural Networks [6]. This
paper introduces a reasoning approach that—using a combination of a
generative model and a binary classifier—allows the production of improved
explanation given an observed phenomenon. An in-depth explanation of
this approach can be found in chapter 3, while the full article can be found
at URL https://arxiv.org/abs/2201.10222.

• Beyond the Imitation Game: Quantifying and extrapolating the capabilities
of language models [7]. This work is a collaborative benchmark designed
to assess the performance of Large Language Models (LLMs) over a
variety of difficult tasks. Our contribution was the proposal of the Symbol
Interpretation Task. In this task, we test the understanding and ability to
associate symbols with concepts in LLMs. This work is further presented
in chapter 4. The whole benchmark paper can be found at https://
arxiv.org/abs/2206.04615.

Throughout my second and third years, I became more interested in generative
modeling in the music domain, where we experimented with various architectures
and signal-processing tasks. Hereafter—in chronological order—are the research
works resulting from this period:

1See https://source-separation.github.io/tutorial/intro/src_sep_101.html for
an explanation of the source separation problem.

https://arxiv.org/abs/2201.10222
https://arxiv.org/abs/2206.04615
https://arxiv.org/abs/2206.04615
https://source-separation.github.io/tutorial/intro/src_sep_101.html
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• Latent Autoregressive Source Separation [8]. In this work, we explore the
utilization of generative models in order to perform source separation on
both the music and image domains. In particular, since the models work
in the latent domain, a procedure to estimate sums in such domains is
utilized. See chapter 5 for more information about this approach. The
resulting paper can be found at https://arxiv.org/abs/2301.08562.

• Multi-Source Diffusion Models for Simultaneous Music Generation and
Separation [9]. Most generative models on music and audio tend to work
directly on mixture. In this work, we explore the utilization of a source-
aware model that can be adapted to solve different music generation tasks.
This work is further presented in section 6.3, while the pdf is available at
https://arxiv.org/abs/2302.02257.

• Generalized Multi-Source Inference for Text Conditioned Music Diffusion
Models [10] In this work, we explore an inference time procedure that
allows the generation of coherent multiple-source audio. The full article
can be found at https://arxiv.org/abs/2403.11706.

• COCOLA: Coherence-Oriented Contrastive Learning of Musical Audio
Representations [11]. In this paper, we proposed a novel contrastive model
useful for the evaluation of coherence between musical sources. While this
is not directly related to generative models, it might be useful as a specific
evaluation metric and possibly as a conditioning classifier throughout the
generation procedure (similarly to DiffusionCLIP [12]). More about this
work in chapter 7. The pdf is available at https://arxiv.org/abs/2404.
16969.

https://arxiv.org/abs/2301.08562
https://arxiv.org/abs/2302.02257
https://arxiv.org/abs/2403.11706
https://arxiv.org/abs/2404.16969
https://arxiv.org/abs/2404.16969
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Chapter 2

Background

This chapter provides a simple background on some of the key architectures
and models that form the foundation of this thesis, specifically focusing on
auto-encoders and generative models.

Auto-encoders. Auto-encoders are a class of neural network architectures
designed for unsupervised learning tasks. They consist of (i) an encoder that
maps input data to a latent representation, and (ii) a decoder that reconstructs
the input from this latent space. Auto-encoders are widely used for dimensionality
reduction, feature learning, and data denoising. Section 2.1 will delve into some
auto-encoders variants, highlighting their unique characteristics and applications.

Generative models. On the other hand, generative models are designed to
generate new data samples according to a given training data distribution. In
recent years, these models have gained significant attention due to their ability
to learn complex data distributions. In this chapter, we will explore two main
types of generative models: autoregressive models and diffusion-based models.
Autoregressive models generate data sequentially, one element at a time, by
modeling the conditional distribution of each element given the previous ones.
In contrast, diffusion-based models generate data by gradually transforming a
simple initial distribution into the target distribution through a series of learned
steps.

By providing a thorough understanding of these models, section 2.2 sets the
stage for the subsequent discussion of their applications and implications in
the context of this research. The insights gained here will be instrumental in
appreciating the novel contributions presented in the later chapters of this thesis.

2.1 Auto-Encoders
Autoencoders are a type of unsupervised machine learning architecture commonly
used for dimensionality reduction and feature extraction. They compress the
input data into a lower dimensional latent vector, which is then decoded into the
original data by a decoder network. In practice, we can think of the compressed
latent vector as a more meaningful and semantic representation of the original
data. Figure 2.1 shows a typical auto-encoder architecture.
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Properties. Similarly to other dimensionality reduction approaches, auto-
encoders are data-specific and lossy, thus they might not preserve the original
data quality, nor generalize well on out-of-distribution data. On the other
hand, they are able to extract informative—often semantic—and non-linear
representations of the original data.

x Eθ(x) z Dψ(z) x′

Figure 2.1: Illustration of a generic auto-encoder archi-
tecture.

Formally, a data point x ∈ RN (with N the total length of the data point1) can
be mapped to a smaller latent vector z ∈ RC via an encoder network Eθ(x) = z.
The vector z can then be brought back into the initial domain through the
decoder network Dψ(z) = x′. If x is in the data distribution and both Eθ and
Dψ have reached an adequate enough solution, then we should have that

x ≈ Dψ(Eθ(x)).

2.1.1 Variational Auto-Encoders
While useful, simple auto-encoder architectures suffer from an important draw-
back: they can easily overfit the training data, thus making the latent represen-
tation less strong and possibly highly irregular. A possible way to alleviate this
issue is the use of Variational Auto-Encoders (VAEs) [13]. Simply put, VAE can
be seen as auto-encoders whose latent distribution is regularized by an improved
loss function, which utilizes variational inference theory.

The training loss for VAEs is composed of two terms which—intuitively—denote
the reconstruction loss of the autoencoder and the regularization loss for the
latent space.

LVAE(x) = α‖x−Dθ(z)‖2 +DivKL(N (µx, σx)||N (0, 1)) (2.1)

with (µx, σx) = Eθ(x) and z sampled from N (µx, σx) using the reparametriza-
tion trick [13]. The hyper-parameter α ∈ R in eq. (2.1) balances the two loss
terms.

1For example, the length of the audio sequence or the number of pixel channels in an image
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2.1.2 Vector Quantized VAEs
Vector Quantized VAEs (VQ-VAE) [14] are an auto-encoder architecture that
allows the mapping between continuous-feature vectors into vectors of discrete
features. This type of translation can be useful if a discrete representation of
the data is necessary2.

Formally, a data point x ∈ RN can be mapped to a discrete latent domain via
a VQ-VAE. First an encoder Eθ : RN → RS×C maps x to Eθ(x) = (h1, . . . ,hS),
where C denotes the number of latent channels and S the length of the latent
sequence. A bottleneck block B : RS×C → [K]S casts the encoding into a
discrete sequence z = (z1, . . . , zS) by mapping each hs into the index3 zs = B(hs)
of the nearest neighbor ezs contained in an ordered set C = {ek}Kk=1 of learned
vectors—called codes—in RC . A decoder Dψ : [K]S → RN maps the latent
sequence back into the data domain, obtaining a reconstruction x̂ = Dψ(z).

Discriminator augmented training. VQ-GANs [15] are an enhanced version
of the VQ-VAE architecture, where the training loss is augmented with a
discriminator and a perceptual loss. These additions improve reconstruction
quality while increasing the compression rate of the autoencoder. We refer
the reader to [14] and [15] for more details on VQ-VAE and VQ-GAN. In the
remainder of the thesis, we will refer to both models as VQ-VAE and make
distinctions only if necessary.

2.2 Generative Models
Generative models are a class of Machine Learning algorithms that aim to
reproduce—as best as possible—a given training data distribution. A variety of
generative models have been developed, each with its advantages and disadvan-
tages. However, for our most of our purposes, we are interested in two kinds:
autoregressive and diffusion-based. At the moment, these are the state-of-the-art
in text, image, and audio generation.

2.2.1 Autoregressive Models
An autoregressive model [16–18] defines a probability distribution over a discrete
domain4 [K]S. In particular, they are often used to model the probabilities of
sequences z = (z1, . . . , zS) of (usually) variable length. Typically, autoregressive
models are used for Natural Language Processing tasks, however, they have seen
extensive usage in several other domains [17–20].

2For example, this is usually the case for autoregressive models.
3Sometime also referred to as “token”.
4e.g. the words of the English language, or the latent domain of a VQ-VAE.
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Sampling. In autoregressive architectures, the joint probability over the se-
quence z = (z1, . . . , zS) is decomposed via the chain rule:

Pφ(z) =
S∏
s=1

Pφ(zs|z<s), (2.2)

where pφ(·) is a learned parametric model5. At inference time, samples can
be drawn from eq. (2.2) using several possible sampling procedures. Ancestral
sampling is often used, where at each step, the token zs is sampled stochastically
from the conditional Pφ(zs|z<s), possibly employing top-k [23] filtering to improve
the diversity of the generated data [24]. When the goal is instead to maximize
the probability of the whole sequence (w.r.t. all the sequences), heuristics like
beam search can also be used [25]. Beam search maintains B possible hypotheses
(beams) z1, . . . , zB in parallel during inference. At each step s, it computes
the conditional distributions Pφ(z

b
s|zb<s) for each beam and selects the B new

hypotheses that maximize the joint distributions Pφ(zb<s) · Pφ(zs|zb<s).

2.2.2 Diffusion Models
Diffusion Models [26–29] are a class of generative models that are able to sample
by iteratively denoising random noise. Intuitively, they learn how data can be
progressively perturbed until it is no longer recognizable. Then, they use this
knowledge to approximate the inverse process: starting from some random noise,
they progressively denoise it until a valid sample is reached.

Formal definition. Like many other generative approaches, Diffusion models
do not try to model the probability density of the training data. Instead, they
model the gradient of the log-probability density of the perturbed training data,
usually through the use of a neural network. Thus, a diffusion model Sθ(·)
parameterizes:

Sθ(x(t), σ(t)) ≈ ∇x(t) log p(x(t)). (2.3)

More specifically, diffusion models borrow a lot from the score-matching theory:
The central idea of score-matching [30–32] is to approximate the score function
of the target density p(x), namely ∇x log p(x), rather than the density itself.
To effectively approximate the score in sparse data regions, denoising diffusion
methods introduce controlled noise to the data and learn to remove it. Formally,
the data distribution is perturbed with a Gaussian perturbation kernel:

p(x(t) | x(0)) = N (x(t); x(0), σ2(t)I) , (2.4)

where the parameter σ(t) regulates the degree of noise added to the data.
Following the authors in [29], we consider an optimal schedule given by σ(t) = t.
With that choice of σ(t), the forward evolution of a data point x(t) in time is
described by a probability flow ODE [27]:

dx(t) = −σ(t)∇x(t) log p(x(t)) dt . (2.5)
5Generally neural networks such as CNNs [21,22] or Transformers [16].
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For t = T � 0, a data point x(T ) is approximately distributed according to a
Gaussian distribution N (x(t); 0, σ2(T )I), from which sampling is straightforward.
Equation (2.5) can be inverted in time, resulting in the following backward ODE
that describes the denoising process:

dx(t) = σ(t)∇x(t) log p(x(t)) dt . (2.6)

NOTE:

Sampling can be performed from the data distribution integrating eq. (2.6)
with a standard ODE solver, starting from an initial (noisy) sample drawn
from N (x(t); 0, σ2(T )I).

Training procedure. The score function Sθ(x(t), σ(t)) is approximated by
minimizing the following denoising score matching loss:

E
t, x(0), x(t)

[
‖Sθ(x(t), σ(t))−∇x(t) log p (x(t) | x(0)) ‖22

]
(2.7)

with the random variable t, x(0), x(t) following the densities

t ∼ U([0, T ]) ,
x(0) ∼ p(x(0)) ,
x(t) ∼ p(x(t) | x(0)) .

Even if feasible, the score function is -most of the time- not directly approxi-
mated by a neural network. Instead, some transformations are usually applied
to the raw output of the network—denoted as Fθ(x). In our case, following the
theory of [29], we define the score function as

Sθ(x, σ) =
Dθ (x;σ)− x

σ2
(2.8)

with the denoiser function Dθ(x;σ) equal to

Dθ(x;σ) = cskip(σ)x + cout(σ)Fθ (cin(σ)x; cnoise(σ)) .

Finally, the score-matching loss in eq. (2.7) can be simplified by expanding
the term p(x(t) | x(0)) with eq. (2.4) and substituting Sθ with eq. (2.8). The
resulting loss function is then defined as

E
t, x(0), ε

[
‖Dθ(x(0) + ε;σ(t))− x(0)‖22

]
,

with the Gaussian noise variable ε ∼ N (ε; 0, σ2(t)I).

Text-conditioned diffusion models. It is possible to add a variable z
representing an (often textual) conditioning input. In other words, eq. (2.3)
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slightly changes to the following equation:

∇x(t) log p(x(t) | z) ≈ Sθ(x(t), z, σ(t)) , (2.9)

The practical way in which conditioning is performed may depend on the
architecture itself and the nature of the conditioning embedding z.

Classifier-free guidance. Using an implicit classifier defined from the model
itself, classifier-free guidance [33] enables the sampling of values that better suit
the conditioning prompt z. This can be done by defining a new score function
S∗
θ (x(t), z, σ(t)) defined as

S∗
θ (x(t), z, σ(t)) =

Sθ(x(t), z, σ(t)) + w (Sθ(x(t), z, σ(t))− Sθ(x(t),∅∅∅, σ(t))) ,

where ∅∅∅ is a fixed embedding modeling the unconditional log probability density
∇x(t) log p(y(t)), and w ∈ R is the embedding scale hyper-parameter. We can use
a negative embedding [34] instead of ∅∅∅ to better guide inference. With an abuse
of notation, we will refer to S∗

θ as Sθ, and make a distinction only if necessary.

2.3 Datasets
For our research, we utilized a variety of datasets. Here, we highlight some of
the most important ones, providing brief descriptions of their respective sizes
and contents.

MNIST [35] is a well-established Machine Learning dataset, being used in
several academic works. It includes 70,000 images of hand-written digits,
60,000 of which compose the training set, while the remaining 10,000 are
used as the test set. Each image is the size of 28×28 pixels and in grayscale
color.

CelebA [36] is a large-scale image dataset, composed of more than 200k images
of celebrity faces. For each image, there are 40 attribute labels available,
ranging from hairstyles, glasses, face shape, and many more. All images
in CelebA have a resolution of 32×32 pixels. CelebA-HQ [37] is a higher
resolution variant of CelebA, composed of 30,000 images with a resolution
of 1024×1024 pixels each.

ImageNet [38] is an important dataset in the Computer Vision community.
It has been used in several works, ranging from object recognition to
generative modeling tasks. It contains more than 14 million images, each
annotated to a WordNet [39] synset by human annotators.

MUSDB18-HQ [40] is the uncompressed version (in WAV format) of the
MUSDB18 dataset, initially introduced in [41]. This dataset is a standard
for evaluating music source separation systems. It comprises 150 tracks—
100 for training and 50 for testing—totaling approximately 10 hours of



2.3. Datasets 11

professional-quality audio. Each track is divided into four stems: Bass,
Drums, Vocals, and Other, with Other covering any components not
classified under the first three categories.

MoisesDB [42] features 240 music tracks across diverse genres and artists,
accumulating more than 14 hours of music. Unlike MUSDB18-HQ, Moi-
sesDB is a genuine multi-track dataset, offering a two-tier taxonomy of
11 distinct stems. Each stem in this dataset includes more detailed type
annotations (e.g., a guitar might be labeled as Acoustic Guitar or Electric
Guitar).

MTG-Jamendo [43] is an open a dataset for the music auto-tagging task. It
contains music accessible at the Jamendo6 website. This dataset contains
over 55,000 audio mixtures, annotated with a total of 195 tags. The infor-
mation in these annotation is about the musical genre, which instruments
are in the mixtures, and the mood/theme of the song.

Slakh2100 [44] is synthesized from the Lakh MIDI Dataset v0.1 [45] employing
high-quality sample-based virtual instruments. It features 2100 tracks
organized into 1500 tracks for training, 375 for validation, and 225 for
testing, together amounting to 145h of audio. The tracks are annotated into
34 stem categories. While such a dataset contains an order of magnitude
more data than MUSDB18-HQ and MoisesDB, it does not share the same
level of realism as the latter, being the tracks synthesized from MIDI.

CocoChorales [46] is a chorale audio music dataset created through a synthe-
sis process like Slakh2100. However, it comprises a substantially vaster
collection of 240000 tracks, extending over 1411 hours of audio data. It is
produced by generating symbolic notes via a Coconet model, performing
their synthesis with MIDI-DDSP [47]. This dataset is richly annotated,
featuring details on performance attributes and synthesis parameters. Co-
coChorales includes a diverse range of 13 instruments spanning Strings,
Brass, Woodwind, and Random ensembles.

6https://www.jamendo.com

https://www.jamendo.com
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Chapter 3

Explanatory Learning

In this chapter, we introduce Explanatory Learning (EL), a framework aiming
to improve machines’ capability to interpret and utilize existing knowledge
embedded in symbolic sequences.

This interpreter is developed using a limited collection of symbolic sequences
paired with observations of various phenomena. It can then be used to make
predictions about new phenomena based on their explanations and even discover
these explanations with minimal observations, akin to the methods employed by
human scientists. We conceptualize the EL problem as a straightforward binary
classification task, allowing simple end-to-end machine learning approaches, to
potentially solve it. However, we propose an alternative with Critical Rationalist
Networks (CRNs). These networks adopt a rationalist perspective on knowledge
acquisition. CRNs are inherently designed to exhibit several desirable properties:
they are genuinely explainable, can adjust their processing at test time for
more challenging inferences, and provide strong confidence guarantees in their
predictions.

As a part of our contributions, we introduced Odeen, an elementary EL
environment that simulates a simple flatland-style universe populated with
phenomena to explain. Using Odeen as a testing ground, we show how our
CRNs architecture outperforms end-to-end approaches of comparable size and
architecture in discovering explanations for new phenomena. This chapter delves
into the principles of Explanatory Learning, the construction and advantages of
Critical Rationalist Networks, and the experimental validation using the Odeen
environment.

Explanation: Explanation:

Figure 3.1: The Odeen universe. The intention behind this
universe is to create a convenient environment to study and test

the process of knowledge discovery in machines.
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3.1 Introduction
Predicting the future with accuracy is arguably a key ability for survival and
prosperity in any habitat. Living beings appear to have evolved various systems
to achieve this, such as memory [48], and many seem capable of predicting the
course of complex phenomena [49]. However, no animal seems to match the
predictive capabilities of humans, which might stem from a unique system in
nature.

At the core of this potential system is something we refer to as an explanation,
formed through language. This potentially allows explanations to be transferred
to another human who speaks the same language, enabling them to predict
new phenomena without prior experience. When this transfer is successful,
we say that the human has understood the explanation. This process is a
fundamental aspect of human success. An individual might make accurate
predictions about numerous phenomena without undergoing a painful discovery
process for each one. All that seems necessary is an operating system—mastery
of a language—and someone to communicate the relevant explanations. This
would allow the individual to focus on unexplained phenomena. When an
explanation is found, it is added to the existing shared collection, known as
knowledge.

How might we integrate machines into this system? In this work, we aim to
explore this intriguing problem. Specifically, we propose a learning procedure
that could enable machines (i) to understand existing explanations, as described
above, and (ii) to create new explanations for unexplained phenomena, much
like humans seem to do.

Contributions. Our contribution in this sense is threefold:

(i) We formulate the challenge of creating a machine that masters a language
as the problem of learning an interpreter from a collection of examples in
the form (explanation, observations). The only assumption we make is this
dual structure of data; explanations are free strings and are not required
to fit any formal grammar. This results in the Explanatory Learning (EL)
framework described in section 3.2.

(ii) We present Odeen, a basic environment to test EL approaches, which draws
inspiration from the board game Zendo [50]. Odeen simulates the work of
a scientist in a small universe of simple geometric figures, see fig. 3.1. We
present it in section 3.3, and it is openly available for download1.

(iii) We argue that the empiricist Machine Learning approaches might not be
best suited for EL problems. Instead, we propose the Critical Rationalist
Networks (CRNs), a family of models designed following the epistemological
philosophy pushed forward by [51]. Although a CRN is implemented

1The Odeen dataset and all the code useful to reproduce the results discussed in this chapter
can be found at https://github.com/gladia-research-group/explanatory-learning

https://github.com/gladia-research-group/explanatory-learning
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using two neural networks, the working hypothesis of such a model does
not coincide with the adjustable network parameters, but rather with a
language proposition that can only be accepted or refused in toto. We
will present CRNs in section 3.4, and test their performance on Odeen in
section 3.5.

3.2 Explanatory Learning
Humans do not master a language from birth. For instance, a toddler cannot
understand the message “this soap stings” and predict the burning sensation
from contact with the substance. Instead, the child gradually learns to interpret
such messages and make predictions about a wide range of phenomena [52].
We call this process mastering a language and aim to replicate it in machines
through a similar learning process.

By using a set of explanations alongside observations of various phenomena,
we aim to develop an interpreter capable of determining whether a given phe-
nomenon matches a provided explanation. Furthermore, we want to uncover
these explanations using only a limited number of observations of new phenom-
ena. We first describe the problem setup in the following paragraph, comparing
it to existing ML problems; then we detail our approach in section 3.4.

Problem setup. Formally, let phenomena P1, P2, P3, . . . be subsets of a uni-
verse U , which is a large set with no special structure (i.e., all the possible
observations U = {x1, . . . , xz}). Over a universe U , one can define a language
L as a pair (ΣL, IL), where ΣL is a finite collection of short strings over some
alphabet A, with |ΣL| � |A|, and IL is a binary function IL : U ×ΣL → {0, 1},
which we call interpreter.

Definition. We say that a phenomenon Pi is explainable in a language L if
there exists a string e ∈ ΣL such that, for any x ∈ U , it occurs IL(x, e) = 1Pi

(x),
where 1Pi

(x) is the indicator function of Pi. We call the string e an explanation,
in the language L, for the phenomenon Pi.

Consider the general problem of making a new prediction for a phenomenon
P0 ⊂ U . In our setting, this is phrased as a binary classification task: given
a sample x′ ∈ U , establish whether x′ ∈ P0 or not. We are interested in two
instances of this problem, with different underlying assumptions:

• The communication problem: we have an explanation. We are
given an explanation e0 for P0, in an unknown language L. This means
that we do not have access to an interpreter IL; e0 looks like Japanese
to a non-Japanese speaker. Instead, we are also given other explanations
{e1, . . . , en}, in the same language, for other phenomena P1, . . . , Pn, as
well as observations of them, i.e., datasets {D1, . . . , Dn} in the form
Di = {(x1, 1Pi

(x1)), . . . , (xm, 1Pi
(xm))}, with m � |U |. Intuitively, here

we expect the learner to use the explanations paired with the observations
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to build an approximated interpreter ÎL, and then use it to make the
proper prediction for x′ by evaluating ÎL(x′, e0).

• The scientist problem: we do not have an explanation. We
are given explanations {e1, . . . , en} in an unknown language L for other
phenomena P1, . . . , Pn and observations of them {D1, . . . , Dn}. However,
we do not have an explanation for P0; instead, we are given just a small set
of observations D0 = {(x1, 1P0(x1)), . . . , (xk, 1P0(xk))} and two guarantees,
namely that P0 is explainable in L, and that D0 is representative for P0 in
L. That is, for every phenomenon P 6= P0 explainable in L there should
exist at least a xi ∈ D0 such that 1P0(xi) 6= 1P (xi). Again, we expect the
learner to build the interpreter ÎL, which should first guide the search for
the missing explanation e0 based on the clues D0, and then provide the
final prediction through ÎL(x′, e0).

Several existing works fall within the formalization above. The seminal
work of [53] on learning regular sets is an instance of the scientist problem,
where finite automata take the role of explanations, while regular sets are the
phenomena. More recently, CLEVR [54] posed a communication problem in
a universe of images of simple solids, where explanations are textual and read
like “There is a sphere with the same size as the metal cube”. Another example
is CLIP [55], where 400,000,000 captioned internet images are arranged in a
communication problem to train an interpreter, thereby elevating captions to
the status of explanations rather than treating them as simple labels.With EL,
we aim to offer a unified perspective on these works, making explicit the core
problem of learning an interpreter purely from observations.

Relationship with other ML problems. EL can be framed in the general
meta-learning framework. The learner gains experience over multiple tasks to
improve its general learning algorithm, thus requiring less data and computation
on new tasks. However, differently from current meta-learning approaches [56],
we are not optimizing for any meta-objective. Instead, we expect the sought
generality to be a consequence of implicitly defining an interpreter through a
limited set of examples rather than an explicit goal to optimize for.

To many, the concept of explanation may sound close to the concept of
program; similarly, the scientist problem may seem a rephrasing of the funda-
mental problem of Inductive Logic Programming (ILP) [57] or Program Synthesis
(PS) [58]. While similar in nature, this is not the case. ILP has the analogous
goal of producing a hypothesis from positive/negative examples accompanied
by background knowledge. Yet, ILP requires observations to be expressed as
logic formulas, a task requiring a human; only then the ILP solver outputs an
explanation in the form of a logic proposition, which in turn is interpreted by a
human expert. With EL, data can be fed as-is without being translated into
logic propositions, and a learned interpreter plays the expert’s role. PS also
admits raw data as input, it yields a program as output, and replaces the expert
with a handcrafted interpreter; still, the sequence of symbols produced by a PS
system only makes sense to a human (who designed the interpreter), not to the
system itself. Instead, in EL, the interpreter is learned from data rather than
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hardcoded. An empirical comparison demonstrating the benefits of EL over PS
is given in section 3.5.

3.3 The Odeen Environment
In this section, we introduce Odeen, an environment and benchmark to ex-
periment with the EL paradigm. We can think of Odeen as an environment
composed of rules, labels, and structures. In this universe, it is possible to play
many games, each using:

(i) A single “hidden” rule, unknown to the player. Some examples of rules
are: “At least one red square”, “Exactly one circle”, or “At least one square
at the right of a blue circle”.

(ii) A group of structures and boolean labels pairs, with each pair indicating
whether or not a structure is consistent with the hidden rule. A structures
itself can be seen as a sequence of simple geometric shapes.

The player then looks at the set of structures, labeled according to the secret
rule, and their goal is to guess it. To win the game, a player must prove to know
the rule by correctly tagging a large set of new structures2 with the appropriate
labels. Figure 3.2 shows a typical situation in a game of Odeen; for example—in
this particular game—the rule cannot possibly be “A structure must contain at
least one red square” since the fifth structure on the left does not contain a red
square, but respects the rule (as marked by the green label).

Figure 3.2: Example of an Odeen game. The hidden rule
to this particular instance is “At least one square at the right of
a red pyramid”. Indeed, the attentive reader will notice that it is

consistent with all the provided observations.

Connection with Explanatory Learning. We can view each game of Odeen
as a distinct phenomenon within a universe, where each element is a sequence
of geometric figures. In this universe, players act as scientists—akin to Galileo
observing Jupiter’s moons—attempting to explain new phenomena (refer to
fig. 3.1 for a more illustrative example). The challenge for an Odeen scientist

2Odeen is inspired by the board game Zendo, in which players must explicitly guess a
hidden rule, known only to a master. In Zendo, players can also experiment by submitting
new structures to the master.
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can then be framed as follows: make accurate predictions for a new phenomenon
given a few observations of it, alongside explanations and observations of other
phenomena. This encapsulates the essence of the Odeen Explanatory Learning
problem, as illustrated in fig. 3.3 (A and B).

Each game of Odeen is a different phenomenon Pi of a universe U whose
elements x are sequences of geometric figures. The specific task is to make
correct predictions for a new phenomenon P0 (a new game) given: (i) a few
observations D0 of P0 (labeled structures), in conjunction with (ii) explanations
{e1, . . . , en} and observations {D1, . . . , Dn} of other phenomena (other games
and their secret rules). More formally:

Definition. Let us be given s unexplained phenomena with k observations each,
and n explained phenomena with m observations each; let the n phenomena
be explained in an unknown language, i.e., e1, . . . en are plain strings without
any interpreter. The task is to make ` correct predictions for each of the s
unexplained phenomena.

Figure 3.3: The Odeen Explanatory Learning problem.
Given observations and explanations in an unknown language
for some phenomena (A), plus a few observations of a new
phenomenon, explain the latter and prove this knowledge by
correctly tagging a large set of new samples (B). An empiricist
approach attempts to extract this knowledge from data (C, left);
a rationalist one conceives data as theory-laden observations,
used to find the true explanation among a set of conjectures (C,

right).

Instead of requiring the player to reveal the secret explanation explicitly, we
follow the principle of zero-knowledge proofs [59]. In our setting, this is done
by asking the player to correctly tag many unseen structures according to the
discovered rule. This makes it possible for any binary classification method to
fit our EL environment without generating text.

Metrics. As described above, the task is to label ` new structures for each
of s unexplained games. An EL algorithm addressing this task encodes the
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predicted rule as an `-dimensional binary vector v per game (predicted vector),
where vi = 1 means that the i-th structure satisfies the predicted rule, and
vi = 0 otherwise (see fig. 3.4). Let w∗ be the ground-truth vector, obtained
by tagging the ` structures according to the correct secret rule. Then, the
Hamming distance dH(v,w∗) measures the number of wrong tags assigned by
the EL algorithm; if dH(v,w∗) < dH(v,wi), where wi 6= w∗ ranges over all
the possible rules, then we deem the solution v predicted by the algorithm to
be correct. Thus, we define the Nearest Rule Score (NRS) as the number of

predicted rule v

Figure 3.4: Illustration of a prediction vector for Odeen.
For each structure si in the game, we have that vi indicates the

label predicted by the EL algorithm being tested.

correctly predicted rules over a total of s games. A second score, the Tagging
Accuracy (T-Acc), directly counts the number of correct labels averaged over s
games.

3.3.1 Dataset
Having described the components of the Odeen universe, we propose a dataset
that can be used to train and test possible EL algorithms. This dataset is
composed of several training sets—each including different number of training
rules and structures—and a single test set.

Odeen structures are sequences of six elements including spaces, blue or red
circles, blue or red squares, blue or red pyramids—the latter either pointing up
or down. The size of the universe is thus |U | = 76 = 117, 649 possible structures.
We further created a small language with objects, attributes, quantifiers, logical
conjunctions, and interactions (e.g., “touching”). The grammar generates ≈25k
valid rules in total. Each of the |U | structures is tagged according to all the
rules.
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Training sets. The total number of rules produced by the Odeen grammar is
24,794. We consider training sets varying from 500 to 1438 rules. We choose these
rules such that each token and each syntactic construct appears at least once;
then, we uniformly select the others from the distribution. Each rule is associated
with a set of 100, 1000, or 10000 labeled structures that unambiguously identify
it. Thus, we have six possible training sets: 500r × 100s, 500r × 1000s, 500r ×
10000s, 1438r × 100s, 1438r × 1000s, 1438r × 10000s.

NOTE:

We removed from the training set any rule containing the bigram exactly
2, as well as any rule of the form at_least 2 X and at_most 2 X, equiva-
lent to exactly 2 X. This was purposely done to better test our models’
generalization capabilities.

Test set. We generate the 1,132 games that compose the test set the same
way. In the test set 72 rules contain the bigram exactly 2. Rules in the test
set are associated with just 32 labeled structures. The first 10 structures are
chosen by searching pairs of similar structures with different labels, following a
common human strategy in Zendo. The remaining 22 structures are selected to
ensure the lack of ambiguity on the board.

3.4 Critical Rationalist Networks
In principle, an EL problem like Odeen can be approached by training an end-to-
end neural network to predict ŷ = 1Pi

(x′), given as input a set of observations Di

and a single sample x′ (see fig. 3.3 C, left). Such a model would assume that all
the information needed to solve the task is embedded in the data, ignoring the
explanations; we refer to this as the “radical empiricist” approach [60]. A variant
that includes the explanations in the pipeline can be done by adding a textual
head to the network. This way, we expect performance to improve because
predicting the explanation string can aid the classification task. As we show
in the experiments, the latter approach (called “conscious empiricist”) indeed
improves upon the former; yet, it is still a far cry from providing acceptable
results.

We introduce a “rationalist” approach to solving EL problems in the following.
This approach recognizes the given explanations as existing knowledge and
focuses on interpreting them. Our Critical Rationalist Networks (CRNs) tackle
the EL scientist problem introduced in section 3.2: to find l = 1P0(s

′) given
a strucure s′, a D0, {D1, . . . , Dn}, {e1, . . . , en}. The way CRNs approach this
task is by using two independently trained models:

Conjecture Generator (CG): This is a language model that can be used to
sample a rule r ∈ Σ given a batch of labeled structures D = {(sj, lj)}j.
Formally, we can say that

CG(D) ∼ Pθ(r|D) ∼ Pθ (r|{(sj, lj)}j) ,



3.4. Critical Rationalist Networks 23

with θ the parameters of the language model. The idea behind this model
is to synthesize plausible explanations (i.e. Odeen rules) for the given
observations D.

Interpreter (I) This model estimates whether a structure s ∈ U is consistent
with respect to a rule r ∈ Σ. Thus, we have that I(s, r) = l̂, with
l̂ ∈ {0, 1}. As the name implies, the goal of this is interpret the semantics
of a provided rule.

Algorithm 1 CRN inference procedure
Input: dataset D0, sample s′

Output: explanation ê0, prediction l̂′

1: for t = 1 . . . T do
2: rt ∼ CG(D0) {Sample from language model}
3: end for
4: H(·)← ∅ {Empty dictionary with 0 as default value for keys}
5: for t = 1 . . . T do
6: for (s, l) ∈ D0 do
7: if I(rt, s) = l then
8: H(rt)← H(rt) + 1 {Update hamming distance for rule rt}
9: end if

10: end for
11: end for
12: ê0 ← arg maxtH(rt)
13: l̂′ ← I(ê0, s′)
14: return ê0, l̂′

At test time, we are given a trained CG and a trained I, and we must predict
whether some ŝ /∈ D0 belongs to P0 or not. Our approach is to generate t
probable conjectures by sampling from CG(D0) t times; then, each conjecture
is verified by counting how many times the interpreter I outputs a consistent
prediction over D0. The conjecture with the highest hit rate is our candidate
explanation r̂0 for P0. Finally, we obtain the prediction l̂′ as I(r̂0, s′). See
algorithm 1 for the step-by-step pseudo code.

The interpreter I is a crucial component of our approach. A poor I may fail to
identify e0 among the generated conjectures, or yield a wrong prediction l′ when
given the correct e0. On the other hand, the role of CG is to trade off performance
for computational cost; This is controlled by the parameter t, that is, the number
of conjectures that we would like to sample from our learned distribution. Larger
values for t imply more generated conjectures, corresponding to exhaustive
search if taken to the limit. This potential asymmetry in quality between CG
and I is intuitive, since the learning problem solved by CG is generally harder.
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I

CG
EMP-R

Figure 3.5: CRNs are implemented using encoder-decoder
transformers blocks. Top: I denotes the interpreter model (rule
encoder and label decoder). Bottom: The conjecture generator
CG is composed by blue blocks. The “radical empiricist” (EMP-
R) is composed of orange blocks. The “conscious empiricist”
(EMP-C) baseline model consists of all the transformer blocks
in the right-bottom figure, board encoder with rule and label

decoders (all the blue and orange blocks).

Implementation. Figure 3.5 illustrates the architecture of CRNs, which
we implement using the encoder-decoder transformer architecture [61]. The
figure also shows the architecture of the baseline methods EMP-R and EMP-C,
corresponding to the end-to-end NN model and its variant with a textual head,
respectively.

3.5 Experimental Results
In this section, we compare our CRN approach to the radical (EMP-R) and
conscious (EMP-C) empiricist models over the Odeen challenge, and analyze
several fundamental aspects.

Generalization capabilities. The Odeen challenge addresses the general-
ization capability by asking for explanations for unexplained phenomena. This
is evaluated over s = 1132 new games, where each game is given with k = 32
tagged structures (guaranteed to satisfy a unique, yet unknown rule) and requires
to correctly tag ` = 1176 unseen structures according to the unknown rule. The
training set are n = 1438 games with ground-truth explanations and m = 1000
tagged structures per game. The test set does not include any rule equivalent to
the training rules. One important example is the bigram “exactly two”, which
appears in the test set, but was deliberately excluded from training; the training
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rules only contain “at least/most two” and “exactly one”. The CRN guessed
40% of the 72 test rules with “exactly two”, while the empiricist models (EMP-C,
EMP-R) scored 4% and 0% respectively.

Model NRS T-Accuracy R-Accuracy

CRN 77.7% 98.0% 73.7%
Emp-C 22.5% 90.5% 3.5%
Emp-R 15.6% 89.8% -

Table 3.1: Evaluation results. This table contains the results
for the CRN, radical empiricist, and conscious empiricist models.
As can be seen, our CRN approach yields much better results

for the Odeen challenge.

The various models’ evaluation results can be seen in table 3.1. The NRS
of 77.7% denotes that the CRN discovered the correct explanation for 880
out of 1132 new phenomena. Using the same data and a similar number
of learnable parameters, the empiricist models score 22.5% at most. The R-
Accuracy measures how frequently an output explanation is equivalent to the
correct one; two rules A and B are equivalent if the tags assigned by the hard-
coded interpreter to all the ∼117k structures in U are the same for A and B.
As expected, the explanation predicted by the conscious empiricist model is
rarely correct (R-Acc 3.5%), even when it tags some structures properly (NRS
22.5%); indeed, EMP-C gives no guarantee for the predicted explanation to be
consistent with the tags prediction. Conversely, the CRN consistently provides
the correct explanation when it is able to properly tag the new structures (NRS
77.7%, R-Acc 73.7%). The 4% gap between the two scores is clarified in the
next paragraph.

Handling ambiguity and contradiction. One may reasonably expect that
a CRN equipped with the ground-truth interpreter used to generate the dataset,
would perform better than a CRN with a learned interpreter. Remarkably, this
is not always the case, as reported in Table 3.2.

The better performance of the fully learned interpreter over the ground-truth
one is due to its ability to process ill-formed conjectures generated by the CG. The
conjecture “at least one pointing up” makes the hard-coded interpreter fail, since
“pointing up” must always follow the word “pyramid” by the grammar. Yet, in
Odeen, pyramids are the only objects that point, and the learned I interprets the
conjecture correctly. Other examples include: “exactly one red block touching
pyramid blue” (“pyramid” and “blue” are swapped), or the contradictory “at
least one two pyramid pointing up and exactly one red pyramid”, which was
interpreted correctly by ignoring the first “one”. When the learned interpreter is
not very accurate, the negative effect of errors in tagging prevails.

Making sense out of ambiguous or contradictory messages3 is a crucial
difference between a learned interpreter vs a hardcoded one. As [63] reminds us,
a concept does not need to be precisely defined in order to be meaningful. Our

3This is one of seven essential abilities for intelligence as found in GEB [62, Introduction].
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NRS T-Acc.
Train Data Fully-learned CRN Hardcoded I CRN Learned I

10K struct. 1438 rules 0.813 0.801 0.997
1K struct. 1438 rules 0.777 0.754 1.000
100 struct. 1438 rules 0.402 0.406 0.987

10K struct. 500 rules 0.354 0.377 0.923
1K struct. 500 rules 0.319 0.336 0.924
100 struct. 500 rules 0.109 0.101 0.920

Table 3.2: Explanatory Learning vs Program Synthesis
paradigm. Performance comparison of a data-driven vs ground-
truth interpreter in a CRN. The last column shows the tag
prediction accuracy of the learned I, when provided with the

correct rule.

everyday reasoning is not precise, yet it is effective. “After the small tower, turn
right”; we will probably reach our destination, even when our best attempts at
defining “tower”, as found, e.g., in the Cambridge dictionary, begin with “a tall,
narrow structure...”.

Explainability. The predictions of a CRN are directly caused by a human
understandable explanation that is available in the output; this makes CRNs
explainable by construction. Further, CRNs allow counterfactuals; one may
deliberately change the output explanation with a new one to obtain a new
prediction. The bank ML algorithm spoke: “Loan denied”; explanation: “Two
not paid loan in the past and resident in a district with a high rate of insolvents”.
With a CRN, we can easily discard this explanation and compute a new prediction
for just “Two not paid loan in the past”.

Importantly, by choosing a training set, we control the language used for
explanations; i.e., we explicit the biases that will steer the learning of gener-
alizations [64]. This allows a CRN to ignore undesirable patterns in the data
(e.g., skin color) if these can not be expressed in the chosen language.If the
Odeen training set had no rule with “pointing up/down”, the learned interpreter
would see all equal pyramids, even with unbalanced training data where 90% of
pyramids point up.

On the contrary, current explainability approaches for NNs (end-to-end
empiricist models) either require some form of reverse engineering, e.g., by
making sense out of neuron activations [65], or introduce an ad-hoc block to
generate an explanation given the prediction, without establishing a cause-effect
link between the two [66, 67]. This practice produces explanations that are not
reliable and can be misleading [68], on the contrary CRNs’ explanations are
faithful to what the model actually computes.

Prediction confidence. As explained in section 3.4, at test time the CRN
selects the conjecture with the highest hit rate among the ones generated by
the CG. Alternatively, one may keep only the conjectures coherent with all the
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Figure 3.6: Adjustable thinking time. CRNs have a test-
time parameter t, corresponding to the number of generated
conjectures, which trades off computational cost for performance.
In the inset, we plot the cumulative R-Acc score (y axis) against
the number t of generated conjectures (x axis). The curves show
that > 60% of correct explanations are found within the first 50
candidates, and > 80% are within the first 300. As a reference,
a brute force exhaustive search would reach 100% over a search

space of 24, 794 possible explanations.

structures in the table, returning an “unknown explanation” signal if no such
conjectures are found. If the interpreter is sufficiently accurate, this stricter
condition barely deteriorates the CRN performance, and it will never return
a prediction based on a possibly wrong explanation. For example, tested in a
setting with n = 1438, m = 1000 (same as the Generalization power paragraph),
this stricter CRN discovers the correct explanation for 861 out of 1132 new
phenomena (76%), and admits its ignorance on the other 271. Conversely,
evaluating the confidence of an end-to-end neural network remains an open
problem [69].

3.6 Conclusions
Recently, the attention on the epistemological foundations of deep learning
has been growing. The century-old debate between empiricists and rationalists
about the source of knowledge persists, with two Turing prizes on opposite
sides; [70] argues that empiricism still offers a fruitful research agenda for deep
learning, while [60] supports a rationalist steering to embrace model-based
science principles. This new debate is relevant, since as Pearl notes, today we
can submit the balance between empiricism and innateness to experimental
evaluation on digital machines.
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Limitations and future directions. EL models the essential part of the
knowledge acquisition process, namely the interval that turns a mute sequence
of symbols into an explanation with reach. However, our modeling assumes
a representative set of observations D0 to be given (the k = 32 structures of
the new phenomenon). A more comprehensive explanatory model would allow
the player to do without these observations, and instead include an interaction
phase with the environment where the D0 itself is actively discovered. We see
this as an exciting direction for follow-ups.

Finally, we expect CRNs to be more resilient than end-to-end models to
adversarial attacks. For a given data point x′ ∈ P0 classified correctly by an
empiricist model, a small adversarial change on D0 can flip the prediction for x′

while remaining unnoticed. Conversely, suppose that a CRN made the prediction
for x′, and assume that the correct explanation was ranked as the 5th most
likely by the CG. The same attack on D0 will have the effect of moving the
correct explanation lower in the ranking; however, as long as it stays within the
first t conjectures (300 in this paper), it will always be found by the interpreter
as the correct solution.
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Chapter 4

Beyond the Imitation Game:
BIG-bench

As they scale, language models have shown significant quantitative improvements
and new qualitative capabilities. Despite their potential to transform various
fields, arguably these new capabilities remain poorly understood. To guide future
research, prepare for disruptive advancements, and mitigate socially harmful
effects, it is crucial to understand the current and near-future capabilities
and limitations of language models. To tackle this challenge, the Beyond the
Imitation Game benchmark [7]— also known as BIG-bench—was introduced.
This benchmark consists of 204 tasks contributed by 450 authors from 132
institutions, covering a wide range of topics. These topics span linguistics,
childhood development, mathematics, common-sense reasoning, biology, physics,
social bias, software development, and more. BIG-bench focuses on tasks that
are believed to be beyond the capabilities of current language models.

In this chapter, we will describe one of such tasks; the Symbol Interpretation
Task (SIT). This task in particular was developed us and included in the collab-
orative effort of BIG-bench. More information regarding this task, alongside the
actual benchmark files, can be found at this page.

NOTE:

BIG-bench was designed to encompass a large and diverse set of tasks,
optionally supporting arbitrary programmatic tasks. This wide scope is a
significant strength of BIG-bench. However, it also means that full evaluation
can be computationally expensive. To mitigate this problem, a subset of 24
tasks (see table 4.1) for a lightweight evaluation set, known as BIG-bench
Lite (BBL) has been selected by the BIG-bench core contributors. Amongst
these, our Symbol Interpretation Task was also chosen, showing further
interest from the research community.

4.1 Symbol Interpretation Task
The Symbol Interpretation Task (SIT) was partially inspired by our Odeen
dataset, previously described in section 3.3. This task asks language models
to choose the sentence—amongst a given set—consistent with two observed

https://github.com/google/BIG-bench/tree/main/bigbench/benchmark_tasks/symbol_interpretation
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Big-bench Lite Tasks
auto_debugging logical_deduction
bbq_lite_json misconceptions_russian
code_line_description novel_concepts
conceptual_combinations operators
conlang_translation parsinlu_reading_comprehension
emoji_movie play_dialog_same_or_different
formal_fallacies_... repeat_copy_logic
hindu_knowledge strange_stories
known_unknowns strategyqa
language_identification symbol_interpretation_task
linguistics_puzzles vitaminc_fact_verification
logic_grid_puzzle winowhy

Table 4.1: BIG-bench Lite tasks in alphabetical order.
This is a diverse subset of JSON tasks that can be cheaply
evaluated by most language models. This subset includes our

Symbol Interpretation Task.

structures, where a structure is a sequence of six pieces represented by emojis.
This task is composed of five similar smaller tasks that require interpreting
statements referring to structures of an input simple world. This world is built
using emojis; a structure is represented as a sequence of six emojis. Crucially,
in every variation, we make explicit the semantic link between the emojis and
their respective names. Some examples of this mapping can seen in table 4.2.

As previously mentioned, SIT is composed of five different sub-tasks that try
to measure slightly different things. These are named Plain, Adversarial, Tricky,
Agnostic name-side, and Agnostic emoji-side.

Plain: This can be considered as our baseline task. It is the simpler among all
other sub-tasks, thus it is expected for language models to perform better
at it. Each example in this sub-task is constituted by three sections; (i) A
description of the SIT environment, describing how structures of pieces are
made. (ii) Two structures, composed of a sequence of six symbols (emojis)
each. (iii) A collection of five sentences expressed in natural language,
such that only one of them is both consistent with the first structure and
not consistent with the other. See fig. 4.1 for an example.

Agnostic name-side: In this sub-tasks, instead of using natural language
names to refer to symbols, we use simple sequences of arbitrary letters.
An example would be “ is a X Y”. The motivation behind these changes
is to test the ability to use arbitrary placeholders rather than meaningful
words.

Agnostic emoji-side: This sub-task is symmetric to the Agnostic name-side
one. Indeed, instead of mapping shape emojis to an arbitrary name,
we map arbitrary emojis to their descriptive name. An example of this

https://github.com/google/BIG-bench/tree/main/bigbench/benchmark_tasks/auto_debugging/README.md
https://github.com/google/BIG-bench/tree/main/bigbench/benchmark_tasks/logical_deduction/README.md
https://github.com/google/BIG-bench/tree/main/bigbench/benchmark_tasks/bbq_lite_json/README.md
https://github.com/google/BIG-bench/tree/main/bigbench/benchmark_tasks/misconceptions_russian/README.md
https://github.com/google/BIG-bench/tree/main/bigbench/benchmark_tasks/code_line_description/README.md
https://github.com/google/BIG-bench/tree/main/bigbench/benchmark_tasks/novel_concepts/README.md
https://github.com/google/BIG-bench/tree/main/bigbench/benchmark_tasks/conceptual_combinations/README.md
https://github.com/google/BIG-bench/tree/main/bigbench/benchmark_tasks/operators/README.md
https://github.com/google/BIG-bench/tree/main/bigbench/benchmark_tasks/conlang_translation/README.md
https://github.com/google/BIG-bench/tree/main/bigbench/benchmark_tasks/parsinlu_reading_comprehension/README.md
https://github.com/google/BIG-bench/tree/main/bigbench/benchmark_tasks/emoji_movie/README.md
https://github.com/google/BIG-bench/tree/main/bigbench/benchmark_tasks/play_dialog_same_or_different/README.md
https://github.com/google/BIG-bench/tree/main/bigbench/benchmark_tasks/formal_fallacies_syllogisms_negation/README.md
https://github.com/google/BIG-bench/tree/main/bigbench/benchmark_tasks/repeat_copy_logic/README.md
https://github.com/google/BIG-bench/tree/main/bigbench/benchmark_tasks/hindu_knowledge/README.md
https://github.com/google/BIG-bench/tree/main/bigbench/benchmark_tasks/strange_stories/README.md
https://github.com/google/BIG-bench/tree/main/bigbench/benchmark_tasks/known_unknowns/README.md
https://github.com/google/BIG-bench/tree/main/bigbench/benchmark_tasks/strategyqa/README.md
https://github.com/google/BIG-bench/tree/main/bigbench/benchmark_tasks/language_identification/README.md
https://github.com/google/BIG-bench/tree/main/bigbench/benchmark_tasks/symbol_interpretation/README.md
https://github.com/google/BIG-bench/tree/main/bigbench/benchmark_tasks/linguistics_puzzles/README.md
https://github.com/google/BIG-bench/tree/main/bigbench/benchmark_tasks/vitaminc_fact_verification/README.md
https://github.com/google/BIG-bench/tree/main/bigbench/benchmark_tasks/logic_grid_puzzle/README.md
https://github.com/google/BIG-bench/tree/main/bigbench/benchmark_tasks/winowhy/README.md
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mapping would be “ is a red square”. The motivation behind these
changes is to test the ability to ground meaningful words to unrelated
world objects.

Adversarial: This is a similar sub-task to the previous one, with the difference
being that instead of mapping arbitrary emojis to a “common-sense” name,
we purposely select shape emojis that might be confusing for the model.
For example, “ is a red square”. The motivation behind these changes
is to test the ability of language models to remap the “common-sense”
word-meaning association presumably seen at training.

Tricky: This sub-task is similar to the Plain sub-task. However, instead of
using the “common-sense” name, we use its reversed string. An example
of this emoji-to-name mapping is “ is a der reauqs”. The motivation
behind these changes is to test the ability to compose capabilities (i.e.,
work with words in reverse order).

Sub-Task Mapping Example

Plain “ is a red square”
Adversarial “ is a red square”
Tricky “ is a der reauqs”
Agnostic name-side “ is a X Y”
Agnostic emoji-side “ is a red square”

Table 4.2: Examples of the semantic mapping between
symbols—emojis in our case—and their names. Each sub-task
tries to measure different capabilities from the language models.

What is SIT trying to measure? The task is trying to measure the ability
of the language model to reason and interpret a simple scene described solely
in natural language. The model has to ground the observations in natural
language and reason about the relationships between the objects in the scene.
In particular, we speculate that for language models to successfully solve these
tasks, they require the combination of several key abilities:

Domain separation of text tokens: The ability to treat text tokens in two
fundamentally different ways, as language tokens or as references to ab-
stract objects. Thus, the language model should be able to use a certain
level of abstraction.

Language grounding: Ground language tokens to objects of a hypothetical
world. The ability to parse and then immediately use descriptions of
new objects, i.e., assimilate semantic maps at inference time. Invariance
to wrong object symbols and/or nonsensical object names, which again
indicates a sort of abstract understanding of the meaning convention
underlying language.
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Figure 4.1: Instance of a Plain sub-task example. For
illustration purposes, the correct answer has been crossed in this

case.
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Perception: Perceive objects in the scene, alongside their qualities.

(i) Object identification: Identify the types of pieces, i.e. whether it is a
square, a circle, or a triangle.

(ii) Attribute identification: Identify the various attributes of pieces. This
means understanding which color each piece has and -optionally for
triangles- their orientation.

Reasoning: To adequately solve these tasks the evaluated language models
should be able to perform some basic reasoning operation about the objects
in the scene. In particular, we identified that LLms should be able to;

(i) Counting: quantify various types of pieces in the given structures.
For example, understand whether there are one, two, or more blue
circles.

(ii) Relational reasoning: perform reasoning about positional relation-
ships between pieces (at the right of, at the left of, touching, sur-
rounded by) and use their common-sense meaning in the SIT context.

(iii) Logical reasoning: evaluate simple logic operations like “and/or” in
the properties that are being assessed.

We speculate that all the aforementioned abilities are required to give an accept-
able solution to the SIT benchmark.

Sentece groups. There are three sentence groups of increasing difficulty for
each subtask:

• The first group comprises 66 examples with simple quantification sentences
(e.g., “There is exactly one blue circle”). We expect these examples to be
the easiest to solve among the ones in the task since they require only the
capability to count the number of elements in the observed structures.

• The second group of 66 examples contains simple sentences connected with
logical operators. An instance of these types of sentences would be “There
are at least two yellow squares and exactly one blue circle”. These pose a
slightly more difficult challenge since they require the language model to
apply boolean reasoning on top of counting and grounding.

• Finally, the last 66 examples use sentences expressing positional relation-
ships between pieces in the structure (e.g., “There is exactly one triangle
at the right of a yellow circle”).

This was done to possibly have a more fine-grained understanding of the results
from the benchmark. Indeed, by only testing some groups, it would be possible
to extrapolate more information about the tested LLM (e.g. whether it is able
to count, apply logical operators, or have an understanding of spatiality in the
structures).



34 Chapter 4. Beyond the Imitation Game: BIG-bench

Tricky vs Agnostic name-side. The subtask SIT-tricky may seem not
so different from SIT agnostic name-side at first sight. However, the main
difference is that the tricky subtask contains more information that an agent
could exploit to solve it. In particular, in the tricky subtask, the text is the
same as SIT-plain but in reverse order (e.g., “red square” -> “der erauqs”).
Once an agent understands how to reverse words (GPT-3, for example, seems
able to generate anagrams and reverse words), it could use the reverse function
and the same knowledge learned in solving SIT-plain to solve SIT-tricky. In
the name-agnostic subtask, words are entirely unrelated. We think that the
SIT-tricky subtask introduces interesting variations like the ability to compose
capabilities; it could be interesting to see the comparison between SIT-tricky
and SIT agnostic name-side.

To solve the SIT sub-tasks, humans tend to implement the following strategy,
which starts from the answers rather than the question: for each possible choice,
check if it is consistent with the first structure and not consistent with the
second structure. If this is the case, the choice is the correct one. Implementing
this strategy could be challenging for a language model since it has to pay
attention to each choice separately and, for each choice, test the consistency and
not consistency of the structures in the question.

4.2 Experimental Result
For each sub-task, we computed the accuracy on several models. In particular, we
tested on GPT-2, RoBERTa, and BART (the last two fine-tuned on MultiNLI).
Given a SIT example, we compute the accuracy using the following procedure:
the model’s probability is predicted for each of the possible five sentences. The
score is then 1 if the predicted sentence is consistent with the input structures
otherwise the score is equal to 0. The final sub-task score is then the average
across all examples in the sub-task. The results are presented in table 4.3.

Model Plain Adversarial Tricky Agnostic-name Agnostic-emoji

GPT-2 15.1% 17.6% 20.2% 16.6% 17.6%
RoBERTa 14.1% 15.6% 19.1% 18.1% 14.6%
BART 20.2% 23.2% 21.2% 21.2% 23.2%
Random 20.0% 20.0% 20.0% 20.0% 20.0%

Table 4.3: Multiple-choice accuracy for different LLMs.
This table reports the multiple-choice accuracy evaluated on
different LLM architectures. The results for all the models we

tested are similar to the random guess accuracy.

NOTE:

We investigated the byte-level Byte-Pair Encoding (BPE) tokenization [71]
capabilities of GPT-2, RoBERTa, and BART. We assessed that emojis are
tokenized correctly in all the sub-tasks.

https://huggingface.co/gpt2
https://huggingface.co/roberta-large-mnli
https://huggingface.co/facebook/bart-large-mnli
https://huggingface.co/datasets/multi_nli
https://huggingface.co/gpt2
https://huggingface.co/roberta-large-mnli
https://huggingface.co/facebook/bart-large-mnli


4.3. Limitations and future work 35

10
7

10
8

10
9

10
10

10
11

Effective parameter count

20

40

60

80

100

m
ul

tip
le

_c
ho

ic
e_

gr
ad

e

symbol_interpretation

BIG-G (0-shot)
BIG-G (1-shot)
BIG-G (2-shot)
BIG-G (3-shot)
BIG-G T=1 (0-shot)
BIG-G T=1 (1-shot)
BIG-G T=1 (2-shot)
BIG-G T=1 (3-shot)

BIG-G sparse (0-shot)
BIG-G sparse (1-shot)
BIG-G sparse (2-shot)
BIG-G sparse (3-shot)
GPT (0-shot)
GPT (1-shot)
GPT (2-shot)
GPT (3-shot)

PaLM (0-shot)
PaLM (1-shot)
PaLM (2-shot)
PaLM (3-shot)
Best rater
Average rater
Random

Figure 4.2: Overall multiple-choice accuracy as the num-
ber of parameters grows. This plot shows the performance
of various LLMs on the SIT task. Performance is computed as
the average of the multiple-choice accuracy over all sub-tasks.
Note that the human baseline significantly surpasses the mod-
els’ performance. This is especially true if we consider the best
human rater. All tested models don’t diverge much from the
random guess baseline, thus suggesting that this task is good for

assessing the capabilities of future LLMs.

4.3 Limitations and future work
A perfect score on this task does not imply a general ability to reason about
real-world problems, objects, and relationships between objects. However, it
might help in designing models in this direction. Solving this task is a necessary
but not sufficient condition for tackling general reasoning since the model could
have applied a heuristic unknown to us to solve it.

Rephrasing the task with a free-text answer instead of multi-choice could
be a promising research area for future work. In this case, the task is much
harder for the model (conjecture the hidden sentence), but also more difficult to
evaluate quantitatively.
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Part II

Generative modeling in the
Signal domain
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Chapter 5

Latent Autoregressive Source
Separation

Autoregressive models have made remarkable strides across various domains,
demonstrating exceptional generation quality and performance in downstream
tasks. In continuous domains, an important element of this success is the
implementation of quantized latent spaces1. These quantized spaces allow
for dimensionality reduction and faster inference times, thus improving the
efficiency and effectiveness of these models. However, leveraging existing pre-
trained models for novel tasks often presents challenges, as it might necessitate
fine-tuning or similar approaches.

This chapter introduces LASS, an approach to vector-quantized Latent Au-
toregressive Source Separation. LASS aims to de-mix an input signal into its
constituent sources without the need for further gradient-based optimization or
modifications to existing models. Our method relies on a Bayesian framework
with autoregressive models serving as priors. For the likelihood function, we
construct a discrete (and sparse) mapping by performing frequency counts over
latent sums of addend tokens. We evaluate our approach using both images
and audio, exploring various sampling strategies. Our results demonstrate that
LASS not only competes effectively with existing separation methods in terms of
quality but also offers substantial improvements in inference time and scalability
to higher-dimensional data.

5.1 Introduction
Autoregressive models have achieved impressive results in a plethora of domains
ranging from natural language [72] to densely-valued domains such as audio
[73] and vision [15, 74], including multimodal joint spaces [75, 76]. In the
dense setting, it is typical to train autoregressive models over discrete latent
representations obtained through the quantization of continuous data, possibly
using VQ-VAE autoencoders [14]. This way, generating higher resolution samples
while simultaneously reducing inference time is possible. Additionally, the learned
latent representations are useful for downstream tasks [77]. However, in order to
perform new non-trivial tasks, the standard practice is to fine-tune the model or,
in alternative, elicit prompting by scaling training [78,79]. The former is usually

1such as those obtained via VQ-VAE autoencoders
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Figure 5.1: 256x256 separations obtained with LASS.
To perform these image separations, we used pre-trained au-
toregressive models. Left: class-conditional ImageNet. Right:

unconditional CelebA-HQ.

the default option, but it requires additional optimization steps or modifications
to the model. The latter is challenging on non-trivial tasks, especially in domains
different from natural language [80, 81].

Our work aims at tackling one of such tasks, namely source separation,
leveraging existing vector-quantized autoregressive models without requiring
any gradient-based optimization or architectural modifications. The task of
separating two or more sources from a mixture signal has recently received much
attention following the success of deep learning, especially in the audio domain,
ranging from speech [82], music [83], and universal source separation [84, 85].
Although not as prominent as its audio counterpart, image source separation
has been addressed in literature [86]. Most successful approaches use explicit
supervision to achieve notable results [87,88], or leverage large-scale unsupervised
regression [89].

We propose a generative approach to perform source separation via autore-
gressive prior distributions trained on a latent VQ-VAE domain (when class
information is used, the approach is weakly supervised; otherwise, it is unsu-
pervised). A non-parametric sparse likelihood function is learned by counting
the occurrences of latent mixed tokens with respect to the sources’ tokens,
obtained by mapping the data-domain sum signals and the relative addends via
the VQ-VAE. This module is not invasive, neither for the VQ-VAE nor for the
autoregressive priors, given that the representation space of the VQ-VAE does
not change while learning the likelihood function. Finally, the likelihood function
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is combined with the estimations of the autoregressive priors at inference time
via the Bayes formula, resulting in a posterior distribution. The separations
are obtained from the posterior distributions via standard discrete samplers
(e.g., ancestral, beam search). We call our method LASS (Latent Autoregressive
Source Separation).

We can summarize our contributions as follows:

(i) We present LASS as a Bayesian inference technique for source separa-
tion, capable of utilizing existing pre-trained autoregressive models within
quantized latent spaces.

(ii) We experiment with LASS in the image domain and demonstrate com-
petitive results at a significantly lower inference time cost compared to
competitors on MNIST and CelebA (32×32). We also present qualitative
results on ImageNet (256×256) and CelebA-HQ (256×256), highlighting
LASS’s scalability with pre-trained models. To our knowledge, this is the
first method to extend generative source separation to higher resolution
images.

(iii) We experiment with LASS in the music source separation task on the
Slakh2100 dataset. LASS obtains performance comparable to state-of-the-
art supervised models, with a significantly smaller cost in inference and
training time with respect to generative competitors.

5.2 Related Work
With the advent of deep learning, most prominent methods for source separation
can be classified as regression-based or generative-based methods. The problem
of source separation has traditionally been addressed in an unsupervised manner,
often referred to as blind source separation [90–93]. In this context, no information
is available about the sources that need to be separated from a mixture signal.
Consequently, these methods rely on broad mathematical priors, such as source
independence [91] or repetition [94], to achieve separation. With the advent of
deep learning, the most prominent methods for source separation can now be
classified as either regression-based or generative-based approaches.

Regression-based source separation. In this setting, a mixture is fed to a
parametric model (i.e., a neural network) that outputs the separated sources.
Training is typically performed in a supervised manner by matching the estimated
separations with the ground truth sources with a regression loss (e.g., L1 or
L2) [95]. Supervised regression has been applied to image source separation [86],
but it has been mainly investigated in the audio domain, where two approaches
are prevalent: the mask-based approach and the waveform approach. In the
mask-based approach, the model performs separation by applying estimated
masks on mixtures, typically in the STFT domain [96–101]. In the waveform
approach, the model outputs the estimated sources directly in the time domain
to overcome phase estimation, which is required when transforming the signal
from the STFT domain to the waveform domain [87, 88, 102].
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Generative source separation. Following the success of deep generative
models [13, 27, 28, 103], a new class of generative source separation methods is
gaining prominence. This setting emphasizes the exploitation of broad generative
models (especially pre-trained ones) to solve the separation task without needing
a specialized architecture (as with regression-based models).

Following early work on deep generative separation based on GANs [104–106],
[107] propose the generative separation method BASIS in the image setting
using score-based models [26] (BASIS-NCSN) and a noise-annealed version of
flow-based models (BASIS-Glow). The inference procedure is performed in the
image domain through Langevin dynamics [108], obtaining good quantitative
and qualitative results. The authors extend the Langevin dynamics inference
procedure to autoregressive models by re-training them with a noise schedule,
introducing the Parallel and Flexible (PnF) method [109]. Although innovative,
mainly when used for tasks such as inpainting, this method cannot use pre-
trained autoregressive models directly, requiring fine-tuning under different noise
levels. Further, working directly on the data domain, it exhibits a high inference
time and scales with difficulty to higher resolutions. In this paper, we extend
this line of research by proposing a separation procedure for latent autoregressive
models that does not involve re-training, is scalable to arbitrary pre-trained
checkpoints and is compatible with standard discrete samplers.

Figure 5.2: Schematic of the LASS separation procedure.
Illustration of the separation procedure at s = 3 and is repeated
until s = S. At the end of inference, we obtain x1 and x2 decoding
z1 and z2 via the VQ-VAE decoder (not depicted in the picture).

We refer the reader to algorithm 2 for more details.
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5.3 Method
Let x = (x1, x2) ∈ R2×N denote two sources distributed according to pdata =
(p1

data, p
2
data) and y = (x1 + x2)/2 an observable mixture. The goal of generative

source separation is to estimate the sources x given the mixture y, using the
Bayesian posterior (assuming independent sources):

p(x1, x2|y) ∝ p1

data(x1)p2

data(x2)p(y|x1, x2). (5.1)

Working directly with Eq. (5.1) in the continuous data domain is inefficient. To
overcome this problem, we first model pdata with autoregressive models in the
latent space of a VQ-VAE. By changing the domain, we subsequentially redefine
the likelihood function p(y|x1, x2) such that no gradient-based optimization
or model re-training is required. We address the first issue in the following
subsection and the second in the subsequent one. We then describe how to
perform inference using LASS to separate data and propose a post-inference
refinement procedure.

5.3.1 Latent Autoregressive Source Separation
This paper explores the case in which pdata is estimated by a unique autoregressive
model pφ for all the sources (unsupervised2) and the case in which we have two
independent ones, pφ = (pφ1 , pφ2), for each of the two sources (weakly supervised),
either in terms of class-conditioned or independently trained models. We will
focus on this latter case in the following, since the former can be generalized
setting pφ1 = pφ2 .

We denote the latent sources and mixtures, respectively, with z = (z1, z2) =
B(Eθ(x)) and m = B(Eθ(y)). The posterior distribution in Eq. (5.1) can be
locally expressed in the latent domain as:

p(zs|z<s,m≤s) ∝ pφ(zs|z<s)p(m≤s|z≤s), (5.2)

for all s = 1, . . . , S. The first factor is the (joint) Bayesian prior, modeled with
autoregressive distributions. The second factor is the likelihood function, which
quantifies the likelihood of the sequences z1

≤s, z2
≤s to combine into m≤s.

Since each code in the convolutional VQ-VAE describes a local portion of
the data, and given that the mixing operation is point-wise in the data domain,
the mixing relation between latent codes is local also in the latent domain. As
such, we can drop the dependency on the previous context inside the likelihood
function in Eq. (5.2), approximating it as:

p(m≤s|z≤s) ≈ p(ms|zs). (5.3)
2Not to be confused with the unsupervised blind setting, i.e., in our unsupervised setting

we have access to sources but we do not have class labels.
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Notice that not depending on the global context and thus on the specific position
in the sequence, we can drop the position index s:

p(ms|zs) = p(ms|z1

s, z
2

s) = p(m|z1, z2). (5.4)

The following subsection describes how LASS models the likelihood function.

5.3.2 Discrete Likelihoods for Source Separation
Previous works in generative source separation [107, 109] model likelihood func-
tions directly in the data domain, typically employing a σ-isotropic Gaussian
term:

p(y|x) = N (y|(x1 + x2)/2, σ2I).

In our setting, we cannot combine z1
s and z2

s (or the associate dense codes ez1s
and ez2s ) with the canonical sum operation, given that the VQ-VAE does not
impose an explicit arithmetic structure on the latent space.

To cope with this, we model the likelihood function in Eq. (5.4) using discrete
conditionals, represented with rank-3 tensors3 L ∈ RK×K×K :

p(· |z1, z2) = Lz1,z2,:.

In order to learn L, we perform frequency counts on latent mixed tokens given
the latent sources’ tokens, by iterating over a dataset X. We first initialize
a null integer tensor F0 ∈ NK×K×K . Iterating over x1, x2 ∈ X, we compute
y = (x1+x2)/2, then obtain the latent sequences z1 = B(Eθ(x1)), z2 = B(Eθ(x2))
and m = B(Eθ(y)). For each entry (z1

s, z
2
s,ms) ∈ (z1, z2,m), at step t, we simply

increment the previous count by one:

Ftz1s ,z2s ,ms
= Ft−1

z1s ,z
2
s ,ms

+ 1 ,

Ftz2s ,z1s ,ms
= Ft−1

z2s ,z
1
s ,ms

+ 1 .

We permute the order of the addends in order to enforce the commutative
property of the sum. After performing the statistics, we can define L as:

Lz1,z2,: =
1∑K

k=1 Fz1,z2,k
Fz1,z2,:.

Zmix = Z1 + Z2

At inference time, the likelihood function (parametric in z1 and z2, with m fixed)
can be obtained by slicing the tensor along m, namely:

p(m|·, ·) = L:,:,m.

At first glance, modeling the conditional distributions without parameters
could seem memory inefficient, with a complexity of O(K3). In practice, the

3We follow the notation for tensors as in [110].
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Algorithm 2 LASS inference
Input: y
Output: x1, x2

1: m← B(Eθ(y))
2: z1 ← []
3: z2 ← []
4: for s = 1 to S do
5: prior← log(pφ1(· |z1)⊗ pφ2(· |z2))
6: likelihood← log(L:,:,ms)
7: posterior← prior + λ likelihood
8: (z1

s, z
2
s)← Sampler(posterior)

9: z1 ← concat(z1, z1
s)

10: z2 ← concat(z2, z2
s)

11: end for
12: x1 ← Dψ(z1)
13: x2 ← Dψ(z2)
14: return x1, x2

tensor L is highly sparse. We showcase this in table 5.1 for all our experiments,
where the density of L is defined as the percentage of nonzero elements in L.

NOTE:

Employing discrete likelihood functions for source separation in the latent
domain of a VQ-VAE is a flexible approach; there is no need to change the
VQ-VAE representation, the non-parametric learning procedure does not
depend on hyperparameters, and the autoregressive priors do not require
re-training.

5.3.3 Inference Procedure
Given an observable mixture y, the autoregressive priors pφ1 , pφ2 and the esti-
mated likelihood tensor L, it is possible to perform inference and estimate x1, x2,
as described in Algorithm 2 and depicted in Figure 5.2.

We start by mapping y to the latent domain obtaining m = B(Eθ(y)) and
initializing the estimates z1, z2 with the empty sequences. The algorithm iterates
over s = 1, . . . , S. At each step, the joint prior (a K ×K matrix) is computed
(Line 5) by taking the outer product of the two distributions predicted by the
autoregressive models conditioned over the past context. We use the logarithms of
the distributions for numerical stability. The log-likelihood function is computed
next (Line 6), applying the logarithm on L:,:,ms . In our experiments, we can
apply different scaling factors λ to the log-likelihood to balance it to the priors.
The two matrices are then combined to form the posterior on Line 7.

Finally (Lines 8-10), different techniques can be employed to sample the
best candidate tokens (z1

s, z
2
s) from the posterior. In our experiments, we used

ancestral sampling (with and without top-k filtering) and beam search. After
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Dataset K Likelihood density

MNIST 256 1.49 %
CelebA 512 6.06 %
CelebA-HQ 1024 3.80× 10−1 %
ImageNet 16384 3.90× 10−3 %
Slakh (Drum + Bass) 2048 7.60× 10−2%

Table 5.1: Statistics on likelihood functions over different
datasets. K is the number of VQ-VAE latent codes. Likelihood
density is the percentage of nonzero elements in the likelihood

tensor L.

the inference loop ends, the estimated sequences are mapped back to the data
domain with the decoder of the VQ-VAE (Lines 12-13), obtaining x1 and x2.

Post-inference Refinement. The quality of the separated images is limited
by the quality of the images obtained via the VQ-VAE decoder. To enhance the
separations we can adopt an additional refinement step by iteratively optimizing
the VQ-VAE latent representations of the samples:

e1

t+1 = e1

t + α∇e1t ‖Dψ(e1

t) +Dψ(e2

t)− 2y‖2 (5.5)
e2

t+1 = e2

t + α∇e2t ‖Dψ(e1

t) +Dψ(e2

t)− 2y‖2 (5.6)

for t = 1, . . . , T − 1 and e1
1 = Eθ(x1), e2

1 = Eθ(x2). In simple words, we
optimize for dense latent embeddings such that their decodings better sum to
the mixture, initializing them to the output of Algorithm 2. We found this
strategy particularly helpful on the MNIST datset, where we assess the quality
of the separation through a pixel-wise metric (PSNR) and the VQ-VAE tends
to produce smooth images.

5.4 Experimental Results
We performed quantitative and qualitative experiments on various datasets to
demonstrate the efficacy and scalability of LASS. In the image domain, we
evaluate on MNIST [35] and CelebA (32×32) [36] and present qualitative results
on the higher resolution datasets CelebA-HQ (256×256) [37] and ImageNet
(256×256) [38]. In the audio domain, we test on Slakh2100 [111], a large dataset
for music source separation suitable for generative modeling. We conducted
all our experiments on a single Nvidia RTX 3090 GPU with 24 GB of VRAM.
Implementation details for all the models are listed on the companion website4.

5.4.1 Image Source Separation
We choose the Transformer architecture [16] as the autoregressive backbone for
all image source separation experiments. With MNIST and CelebA, we first

4github.com/gladia-research-group/latent-autoregressive-source-separation

github.com/gladia-research-group/latent-autoregressive-source-separation
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Figure 5.3: Results on MNIST with top-k sampling
(k = 32) over a random batch of examples. Top-k sampling
produces more defined digits, in agreement with the results in

table 5.3.

Separation Method MNIST (PSNR)↑ CelebA (FID)↓

Average 14.9 15.19
NMF 9.4 -
S-D 18.5 -
BASIS Glow 22.7 -
BASIS NCSN 29.3 7.55
LASS (Ours) 24.2 8.96

Table 5.2: Comparison with other methods. We evaluate
LASS on both the MNIST and CelebA test sets. Results are
reported in PSNR (higher is better) and FID (lower is better).

train a VQ-VAE, then train the autoregressive Transformer on its latent space.
We use K = 256 codes on MNIST and K = 512 on CelebA, given that CelebA
presents more variability, requiring more information to reconstruct data. On
CelebA-HQ and ImageNet, we leverage pre-trained VQ-GANs [15] alongside the
pre-trained Transformers published by the authors5 (celebahq_transformer
checkpoint for CelebA-HQ and cin_transformer for ImageNet). Given the
flexibility of LASS, they are employed inside the separation algorithm without
modifications. On CelebA-HQ the VQ-GAN has K = 1024 codes, while on
ImageNet has K = 16384. As a first step, in all image-based experiments we
learn the L tensor using the procedure presented in the section “Method”. As
shown in table 5.1, CelebA presents the lowest sparsity (highest density) while
ImageNet has the highest. In all cases, density is below 7%, and the inference
procedure is not affected by memory issues.

5github.com/CompVis/taming-transformers
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Quantitative Results To assess the quality of image separations produced by
LASS, we compare our method with different baselines on MNIST and CelebA.

On MNIST, we compare LASS with results reported for the two generative
separation methods “BASIS NCSN” (score-based) and “BASIS Glow” (noise-
annealed flow-based) from [107], the GAN-based “S-D” method [105], the fully
supervised version of Neural Egg “NES” and the “Average” baseline, where
separations are obtained directly from the mixture x1 = x2 = y/2. In all these
cases, the evaluation metric is the PSNR (Peak Signal to Noise Ration) [112].
We follow the experimental procedure of [107] on MNIST and perform separation
on a set of 6,000 mixtures obtained by combining 12,000 test sources. In order
to choose the best sampler for this dataset, we validate the set of samplers
in table 5.3 on 1,000 mixtures constructed from the test split. We find that
stochastic samplers perform best (PSNR > 20 dB) while MAP methods do not
reach a satisfactory performance. We hypothesize that beam search tends to fall
into sub-optimal solutions by performing incorrect choices in early inference over
sparse images such as MNIST digits. Top-k sampling with k = 32 performs best,
so we choose it to perform the evaluation (a qualitative comparison is shown in
Figure 5.3). For each mixture in the test set we sample a candidate batch of
512 separations, select the separation whose sum better matches the mixture
(w.r.t. the L2 distance), and finally perform the refinement procedure in Eqs.
(5.5), (5.6) with T = 500 and α = 0.1. Evaluation metrics on this experiment
are shown in table 5.2, while inference time is reported in table 5.4. Our method
achieves higher metrics than “NMF”, “S-D” and “BASIS Glow” and is faster
than “BASIS NCSN”, thanks to the latent quantization. The higher PSNR
achieved by the later method can be attributed to the fact that, in their case, the
underlying generative models perform sampling directly in the image domain; in
our case, the VQ-VAE compression can hinder the metrics.

We compare our method to “BASIS NCSN”, using the pre-trained NCSN
model [26] on CelebA. In this case, we evaluate against the FID metric [113]
instead of PSNR, given that for datasets that feature more variability than
MNIST, source separation can be an underdetermined task [107]: semantically
good separations can receive a low PSNR score since the generative models
may alter features such as color and cues (an effect amplified by a VQ-GAN
decoder). The FID metric better quantifies if the separations belong to the
distribution of the sources. We test on 10,000 mixtures computed from pair of
images in the validation split using a top-k sampler with k = 32. We scale the
likelihood term by multiplying it by λ = 3. It is a known fact in the literature
that score-based models outperform autoregressive models on FID metrics [114]
on different datasets, yet our method paired with an autoregressive model shows
competitive results with respect to the score-based “BASIS NCSN”.

Qualitative results. To demonstrate the flexibility of LASS in using existing
models without any modification, we leverage pre-trained checkpoints on CelebA-
HQ and ImageNet. In this case, only the likelihood tensor L is learned. We
showcase a curated results list in Figure 5.1 and a more extensive list on the
companion website. To the best of our knowledge, our method is the first to
scale up to 256×256 resolutions and can be used with more powerful latent
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Sampling Method MNIST (PSNR) Slakh (SDR)

Greedy 17.36 ± 5.90 1.23 ± 2.33
Beam Search 16.96 ± 5.78 5.01 ± 2.39
Ancestral Sampl. 24.03 ± 6.37 4.23 ± 2.29
Top-k (k = 16) 23.74 ± 6.55 3.13 ± 2.53
Top-k (k = 32) 24.23 ± 6.23 2.93 ± 2.20
Top-k (k = 64) 23.85 ± 6.13 3.24 ± 3.29

Table 5.3: LASS performance using different sampling
strategies. On MNIST, the reported score is PSNR (dB) (higher
is better), while on Slakh is SDR (dB) (higher is better). When
stochastic samplers are used (ancestral or top-k), the selected
solution in the batch is the one whose sum minimizes the L2

distance to the input mixture.

Method Time

MNIST LASS (Ours) 4.49 s ± 0.27 s
BASIS NCSN 53.34 s ± 0.51 s

Slakh LASS (Ours) 1.33 min ± 0.87 s
PnF 42.29 min ± 1.08 s

Table 5.4: Inference speed comparisons for performing
one source separation. To estimate variance, we repeat in-
ference 10 times on MINST and 3 times on Slakh. We consider

3-second-long mixtures on Slakh.

autoregressive models without re-training (which is cumbersome for very large
models). As such, end-users can perform generative separation without having
access to extensive computational resources for training these large models.

5.4.2 Music Source Separation
We perform experiments on the Slakh2100 dataset [111] for the music source
separation task. This dataset contains 2100 songs with separated sources
belonging to 34 instrument categories, for a total of 145 hours of mixtures. We
focus on the “Drums” and “Bass” data classes, with tracks sampled at 22kHz.
We use the public checkpoint of [73] for the VQ-VAE model, taking advantage
of its expressivity in modeling audio data over a quantized domain. Given
that such a model is trained at 44kHz, we upsample input data linearly, then
downsample the output back at 22kHz. For the two autoregressive priors, we
train two Transformer models, one for “Drums” and another for “Bass” and learn
the likelihood function over the VQ-VAE (statistics are reported in table 5.1).
We compare LASS to a set of unsupervised blind source separation methods
-“rPCA” [92], “ICA” [91], “HPSS” [94], “FT2D” [115] - and to two supervised
baselines Demucs [88] and Conv-Tasnet [87] using the SDR (dB) evaluation
metric computed with the museval library [116]. To evaluate the methods,
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Separation Method Avg. Drums Bass

rPCA 0.82 0.60 1.05
ICA -1.26 -0.99 -1.53
HPSS -0.45 -0.56 -0.33
REPET 1.04 0.53 1.54
FT2D 0.95 0.59 1.31
LASS (Ours) 4.86 4.73 4.98
Demucs 5.39 5.42 5.36
Conv-Tasnet 5.47 5.51 5.43

Table 5.5: Comparison with other source separation
methods on Slakh (“Drums” and “Bass” classes). Results
are reported in SDR (dB) (higher is better). Lower part of the
table shows supervised methods. With “Avg” we refer to the

mean between the results over the two classes.

we select 900 music chunks of 3 seconds from the test splits of the “Drums”
and “Bass” classes, combining them to form 450 mixtures. The validation
dataset is constructed similarly (with different music chunks). As a sampling
strategy, we use beam search since it shows the best results on a validation of
50 mixtures (table 5.3), using B = 100 beams. Evaluation results are reported
in table 5.5: LASS clearly performs better than all the blind unsupervised
baselines and is comparable with the results obtained by methods that use
supervision. Furthermore, we compare the time performance of LASS against
the generative source separation method “PnF” [109] by evaluating the time
required to separate a mixture of 3 seconds sampled at 22 kHz (piano vs. voice
on “PnF”). Results in table 5.4 show that LASS is significantly faster, and as
such, it can be adopted in more realistic inference scenarios.

5.5 Limitations
In this work, we limit our analysis to the separation of two sources. Even if
this is a common setup especially in image separation [86, 109], dealing with
multiple sources is a possible line of future work. Under our framework, this
would require to increase the dimensions of the discrete distributions (both the
priors and the likelihood function). To alleviate this problem, techniques such
as recursive separation may be employed [117].

Another limitation of the proposed method is the locality assumption taken in
eq. (5.3). Different tasks such as colorization and super-resolution would require
a larger conditioning context, and newer quantization schemes to aggregate
latent codes on global contexts (using self-attention in the encoder and the
decoder of the VQ-VAE) [118]. Adopting a VQ-VAE quantized with respect to
the latent channels [119] combined with a parametric likelihood function could
be a way to solve this limitation, while still maintaining the flexible separation
between VQ-VAE, priors, and likelihoods presented in the paper.
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5.6 Conclusion
In this chapter, we introduced LASS as a source separation method for latent
autoregressive models. Thanks to its unintrusive approach it does not modify
the structure of the priors, allowing the utilization of pretrained latent space
autoregressive models. We have tested our method on different datasets and have
shown results comparable to state-of-the-art methods while being more scalable
and faster at inference time. Additionally, we have shown qualitative results
at a higher resolution than those proposed by our competitors. We believe our
method will benefit from the improved quality of newer autoregressive models,
improving both the quantitative metrics and the perceptive results.
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Chapter 6

Diffusion Models for
Multi-Source Music Generation

In this chapter, we introduce a series of diffusion-based generative architectures
intended to allow a more instrument-aware and compositional control over
music generation. This is important if we are interested in utilizing generative
models as useful tools in an audio-processing and/or music-producing pipeline.
In particular, our research effort resulted in three main works. These—in
chronological order of development—are:

Multi-Source Diffusion Models (MSDM): This is the first audio diffusion
model we designed: it is able to take both music synthesis and source
separation by learning the score of the joint probability density of sources
sharing a context. In addition to classic total inference tasks, such as
generating a mixture and separating sources, we also explore the partial
generation (or accompaniment generation) task, where a subset of the
sources is generated given the others. An example would be the generation
of a piano track that complements an existing drum track.

Generalized Multi-Source Inference (GMSI): This work is a generaliza-
tion of our previous MSDM approach to arbitrary time-domain and text-
conditioned diffusion models. These models do not require separated data
as they are trained on mixtures, and can parameterize an arbitrary number
of sources, thus giving a hypothetical user extensive control. We propose
an inference procedure enabling the coherent generation of sources and
accompaniments.

CompoNet: This is a diffusion architecture based on ControlNet [120], which
allows the performing of several types of generative tasks through a new
fine-training procedure, unifying several compositional models (MSDM,
GMSDI, StemGen [121], and InstructME [122]). Beyond the flexibility
offered by the ability to perform numerous compositional tasks, our model
is the first to manage stems of the same type in the same track and
introduces semantic control at the stem level.

6.1 Introduction
Generative models have recently gained a lot of attention thanks to their success-
ful application in many fields, such as NLP [123, 124], image synthesis [125, 126]
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or protein design [127]. The audio domain is no exception to this trend [18,128].
Indeed, the task of automatic music production has seen significant advance-
ments thanks to recent developments in generative AI. In particular, the families
of generative models showcasing state-of-the-art music synthesis are latent lan-
guage models [129] and diffusion models [26, 28, 130]. Latent language models
map a continuous-domain (time or spectral) signal to a sequence of discrete
tokens and estimate a density over such sequences autoregessively [18, 131] or
via mask-modeling [132]. Diffusion models [128,133], on the other hand, operate
on continuous1 representations directly, capturing the gradient of the log-density
perturbed by a Gaussian process. Despite differences between these generative
models, they typically share some mechanisms for conditioning on rich textual
embeddings, obtained either using text-only encoders [134] or audio-text con-
trastive encoders [135–137]. Such a mechanism allows generating a musical track
following a natural language prompt.

Multi-source coherency. A peculiarity of the audio domain is that an audio
sample y can be seen as the sum of multiple—usually coherent—individual
sources {x1, . . . , xN}, resulting in a mixture y =

∑N
n=1 xn. Indeed, unlike in

other sub-fields of the audio domain (like speech), musical sources2 present
in musical mixtures share a context given their strong interdependence. For
example, the bass line of a song follows the drum’s rhythm and harmonizes
with the melody of the guitar. Mathematically, this fact can be expressed by
saying that the joint distribution of the sources p(x1, . . . , xN) does not factorize
into the product of individual source distributions {pn(xn)}n=1,...,N . Knowing
the joint p(x1, . . . , xN) implies knowing the distribution over the mixtures p(y)
since the latter can be obtained through the sum. The converse is more difficult
mathematically, being an inverse problem.

Nevertheless, humans have developed the ability to process multiple sound
sources simultaneously in terms of synthesis (i.e., musical composition or gener-
ation) and analysis (i.e., source separation). More specifically, composers can
invent multiple sources {x1, . . . , xN} that sum to a consistent mixture y and,
extract information about the individual sources {x1, . . . , xN} from a mixture y.
This ability to compose and decompose sound is crucial for a generative music
model. A model designed to assist in music composition should be capable of
isolating individual sources within a mixture and allow for independent operation
on each source. Without this feature, it might be hard for musical generative
models to be effectively employed in music production tasks: the subsequent
manipulation of sub-tracks, creation of accompaniments, and source separation
are often required. Therefore, we argue that the task of compositional music
generation is highly connected to the task of music source separation.

To the best of our knowledge, no model in deep learning literature was able
to perform both tasks simultaneously before our model. Models designed for
the generation task directly learn the distribution p(y) over mixtures, collapsing
the information needed for the separation task. In this case, we have accurate

1(e.g. time, spectral, or latent domains)
2Often referred to as stems.
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mixture modeling but no information about the individual sources. It is worth
noting that approaches that model the distribution of mixtures conditioning on
textual data [18,138] face the same limitations. Conversely, models for source
separation [139] either target p(x1, . . . , xN | y), conditioning on the mixture, or
learn a single model pn(xn) for each source distribution (in a weakly-supervised
manner) and condition on the mixture during inference [8, 107]. In both cases,
generating mixtures is impossible. In the first case, the model inputs a mixture,
which hinders the possibility of unconditional modeling, not having direct access
to p(x1, . . . , xN) (or equivalently to p(y)). In the second case, while we can
accurately model each source independently, all essential information about
their interdependence is lost, preventing the possibility of generating coherent
mixtures.

Contributions. For this line of research on multi-source generation on music,
our contributions can be summarize as follow:

(i) We bridged the gap between source separation and music generation by
learning p(x1, . . . , xN), the joint (prior) distribution of contextual sources
(i.e., those belonging to the same song). For this purpose, we use the de-
noising score-matching framework to train a Multi-Source Diffusion Model
(MSDM). We can perform both source separation and music generation
during inference by training this single model.

(ii) With MSDM, we obtained competitive results on source separation against
state-of-the-art discriminative models [140] on the Slakh2100 [44] dataset.
This is partially due to a novel procedure for computing the posterior
score based on Dirac delta functions, exploiting the functional relationship
between the sources and the mixture.

(iii) Using our inference time procedure GMSDI, we can tackle all of MSDM
capabilities requiring only mixture data for training. The result is thus an
unsupervised algorithm when paired with a contrastive encoder.

(iv) Thanks to its flexible approach, GMSDI can parameterize an arbitrary
number and type of sources, allowing for rich semantic control. This might
be especially useful for instruments that are less common in stem-separated
datasets.

(v) We proposed CompoNet, a powerful fine-tuned variant of AudioLDM2,
able to tackle a wide variety of compositional music generation tasks.

6.2 Related Work

6.2.1 Generative Models for Audio
Deep generative models for audio, learn—either directly or implicitly—the
probability density of audio mixtures, represented in our notation by p(y),
possibly conditioning on additional data such as text. Various general-purpose
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generative models, such as autoregressive models, GANs [141], and diffusion
models, have been adapted for use in the audio field.

Autoregressive models have a well-established presence in audio modeling [142].
Jukebox [20] proposed to model musical tracks with Scalable Transformers
[16] on hierarchical discrete representations obtained through VQ-VAEs [129].
Furthermore, using a lyrics conditioner, this method generated tracks with vocals
following the text. However, while Jukebox could model longer sequences in latent
space, the audio output suffered from quantization artifacts. By incorporating
residual quantization [143], newer latent autoregressive models [144, 145] can
handle extended contexts and output more coherent and naturally sounding
generations. State-of-the-art latent autoregressive models for music, such as
MusicLM [18], can guide generation by conditioning on textual embeddings
obtained via large-scale contrastive pre-training [135,146]. MusicLM can also
input a melody and condition on text for style transfer. A concurrent work,
SingSong [147], introduces vocal-to-mixture accompaniment generation. Our
accompaniment generation procedures differ from the latter since we aim to
perform generation at the stem level in a composable way, while the former
outputs a single accompaniment mixture.

DiffWave [148] and WaveGrad [149] were the first diffusion (score) based
generative models in audio, tackling speech synthesis. Many subsequent mod-
els followed these preliminary works, mainly conditioned to solve particular
tasks such as speech enhancement [150–153], audio upsampling [154], MIDI-to-
waveform [155, 156], or spectrogram-to-MIDI generation [157]. The first work in
source-specific generation with diffusion models is CRASH [158]. [128, 159, 160]
proposed text-conditioned diffusion models to generate general sounds, not
focusing on restricted classes such as speech or music. Closer to our work, diffu-
sion models targeting the musical domain are Riffusion [161] and Moûsai [138].
Riffusion fine-tunes Stable Diffusion [126], a large pre-trained text-conditioned
vision diffusion model, over STFT magnitude spectrograms. Moûsai performs
generation in a latent domain, resulting in context lengths that surpass the
minute.

6.2.2 Compositional Waveform Music Generation
In the music domain, we usually have N distinct source waveforms {x1, . . . , xN}
with xn ∈ RD for each n. The sources coherently sum to a mixture y =

∑N
n=1 xn.

In this setting, multiple tasks can be performed: one may generate a coherent
set of waveforms {xi}i—such that their sum is a valid mixture y—or separate
the individual sources x from a given mixture y. We refer to the first task as
total generation and the second as source separation. A subset of sources can
also be fixed in the generation task, and the others can be generated coherently.
We call this task partial generation or accompaniment generation. In general, we
say that compositional music generation (in the waveform domain3) consists in

3as opposed to symbolic domains such as MIDI or sheet music [162]
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the generation of source-aware music tracks. That is, we say that a model can
perform compositional music generation if it allows the manipulation and/or
extraction of specific stems during the generation process.

An example of a (non-musical) compositional model is AUDIT [163]. It
proposes a diffusion model conditioned by a T5 Encoder [134], trained with
instructions that allow the addition, removal (drop), and replacement of sources
in an input audio mixture. This model operates on general audio signals with
weak dependencies between the sources (e.g., environmental sounds). While
MSDM is an unconditional generative model that processes single sources in
parallel, AUDIT is a conditional generative model that processes mixtures
sequentially. InstructME [122] introduces AUDIT in the musical setting of
MSDM, where sources are highly interdependent.

Another model is StemGen [121]: given an instrument tag and an input
audio mixture, it generates a single accompaniment source, via a masked music
language model [132].

6.2.3 Audio Source Separation
Existing audio source separation models can be broadly classified into dis-
criminative and generative. Discriminative source separators are deterministic
parametric models that input the mixtures and systematically extract one or all
sources, maximizing the likelihood of some underlying conditional distribution
p(x1, . . . , xN | y). These models are typically trained with a regression loss [164]
on the estimated signal represented as waveform [87, 139, 165], STFT [166, 167],
or both [83]. On the other hand, generative source separation models learn a
prior model for each source, thus targeting the distributions {pn(xn)}n=1,...,N .
The mixture is observed only during inference, where a likelihood function
connects it to its constituent sources. The literature has explored different priors,
such as GANs [104, 106, 168], normalizing flows [107, 169], and autoregressive
models4 [109].

The separation method closer to ours is the NCSN-BASIS algorithm [107]. This
method was proposed for source separation in the image domain, performing
Langevin Dynamics for separating the mixtures with an NCSN score-based
model. It employs a Gaussian likelihood function during inference, which, as we
demonstrate experimentally, is sub-optimal compared to our novel Dirac-based
likelihood function.

NOTE:

The main difference between our methods with respect to other generative
source separation methods (including NCSN-BASIS) is the modeling of the
sources’ joint distribution. As such, we can perform source separation and
generate mixtures or subsets of stems with a single model.
4Such as our LASSsource separation procedure, discussed in section 5.3.
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Contextual information between sources is explicitly modeled in [140] and
[170]. The first work models the relationship between sources by training
an orderless NADE estimator, which predicts a subset of the sources while
conditioning on the input mixture and the remaining sources. The subsequent
study achieves universal source separation [171,172] through adversarial training,
utilizing a context-based discriminator to model the relationship between sources.
Both methods are discriminative, as they are conditioned on the mixtures
architecturally. The same architectural limitation is present in discriminative
approaches for source separation that use diffusion-based [173, 174] or diffusion-
inspired [175] methods. Our method sets itself apart as it proposes a model not
constrained architecturally by a mixture conditioner, so we can also perform
unconditional generation.

6.3 Multi-Source Diffusion Models
As briefly mentioned in section 6.1, the key contribution of Multi-Source Diffusion
Models (MSDM ) is the ability to perform all compositional tasks5 of total
generation, accompaniment generation, and source separation simultaneously.
This can be done by training a single diffusion model that captures the prior
p(x1, . . . , xN). Indeed, the model—illustrated in fig. 6.1—approximates the noisy
score function:

∇x(t) log p(x(t)) = ∇(x1(t),...,xN (t)) log p(x1(t), . . . , xN(t)) ,

with a neural network:

Sθ(x(t), σ(t)) : RN×D × R→ RN×D , (6.1)

where x(t) = (x1(t), . . . , xN(t)) denotes the sources perturbed with the Gaussian
kernel in eq. (2.4).

6.3.1 Compositional Tasks
The three tasks of our method are solved during inference by discretizing the
backward eq. (2.6). Although different tasks require distinct score functions,
they all originate directly from the prior score function in eq. (6.1). We analyze
each of these score functions in detail.

Total Generation The total generation task is performed by sampling from
eq. (2.6) using the score function in Stθ(x, σ). The mixture is then obtained by
summing over all the generated sources.

Partial Generation In the partial generation task, we fix a subset of source
indices I ⊂ {1, . . . , N} and the relative sources xI := {xn}n∈I . The goal
is to generate the remaining sources xI := {xn}n∈I consistently, where I =

5Described in section 6.2.2.
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Figure 6.1: Diagram illustrating the MSDM method.
MSDM leverages a forward Gaussian process (right-to-left) to
learn the score over contextual sets (indicated by large rectan-
gles) of instrumental sources (represented by waveforms) across
different time steps t. During inference, the process is reversed
(left-to-right), enabling us to perform tasks such as total genera-
tion, partial generation, or source separation (detailed in fig. 6.2).

{1, . . . , N}−I. To do so, we estimate the gradient of the conditional distribution:

∇xI(t) log p(xI(t) | xI(t)). (6.2)

This falls into the setting of imputation or, as it is more widely known in the
image domain, inpainting. We approach imputation using the method in [27].
The gradient in eq. (6.2) is approximated as follows:

∇xI(t) log p([xI(t), x̂I(t)]) ,

where x̂I is a sample from the forward process: x̂I(t) ∼ N (xI(t); xI(0), σ(t)
2I).

The square bracket operator denotes concatenation. Approximating the score
function, we write:

∇xI(t) log p(xI(t) | xI(t)) ≈ SθI([xI(t), x̂I(t)], σ(t)) ,

where SθI denotes the entries of the score network corresponding to the sources
indexed by I.

Source Separation We view source separation as a specific instance of con-
ditional generation, where we condition the generation process on the given
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(a) Total generation.

(b) Partial generation.

(c) Source separation.

Figure 6.2: Inference tasks with MSDM. Oblique lines
represent the presence of noise in the signal, decreasing from left
to right, with the highest noise level at time T when we start
the sampling procedure. A: We generate all stems in a mixture,
obtaining a total generation. B: We perform partial generation
(accompaniment generation) by fixing the sources x1 (Bass) and
x3 (Piano) and generating the other two sources x̂2(0) (Drums)
and x̂4(0) (Guitar). We denote with x1(t) and x3(t), the noisy
stems obtained from x1 and x3 via the perturbation kernel in
eq. (2.4). C: We perform source separation by conditioning the

prior with a mixture y, following algorithm 3.
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Algorithm 3 ‘MSDM Dirac’ sampler for source separation.
Require: I number of discretization steps for the ODE, R number of corrector steps,
{σi}i∈{0,...,I} noise schedule, Schurn

1: Initialize x̂ ∼ N (0, σ2
I I)

2: α← min(Schurn/I,
√
2− 1)

3: for i← I to 1 do
4: for r ← R to 0 do
5: σ̂ ← σi · (α+ 1)
6: ε ∼ N (0, I)
7: x̂← x̂ +

√
σ̂2 − σ2

i ε

8: z← [x̂1:N−1, y−
∑N−1

n=1 x̂n]
9: for n← 1 to N − 1 do

10: gn ← Sθn(z, σ̂)− SθN (z, σ̂)
11: end for
12: g← [g1, . . . , gN−1]
13: x̂1:N−1 ← x̂1:N−1 + (σi−1 − σ̂)g
14: x̂← [x̂1:N−1, y−

∑N−1
n=1 x̂n]

15: if r > 0 then
16: ε ∼ N (0, I)
17: x̂← x̂ +

√
σ2
i − σ2

i−1ε

18: end if
19: end for
20: end for
21: return x̂

mixture y = y(0). This requires computing the score function of the posterior
distribution:

∇x(t) log p(x(t) | y(0)) . (6.3)

Standard methods for implementing conditional generation for diffusion models
involve directly estimating the posterior score in eq. (6.3) at training time
(i.e., Classifier Free Guidance, as described in [33]) or estimating the likelihood
function p(y(0) | x(t)) and using the Bayes formula to derive the posterior. The
second approach typically involves training a separate model, often a classifier,
for the score of the likelihood function as in Classifier Guided conditioning,
outlined in [176].

In diffusion-based generative source separation, learning a likelihood model
is typically unnecessary because the relationship between x(t) and y(t) is repre-
sented by a simple function, namely the sum. A natural approach is to model the
likelihood function based on such functional dependency. This is the approach
taken by [107], where they use a Gaussian likelihood function:

p(y(t) | x(t)) = N (y(t) |
N∑
n=1

xn(t), γ2(t)I), (6.4)

with the standard deviation given by a hyperparameter γ(t). The authors argue
that aligning the γ(t) value to be proportionate to σ(t) optimizes the outcomes
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of their NCSN-BASIS separator.
We present a novel approximation of the posterior score function in eq. (6.3)

by modeling p(y(t) | x(t)) as a Dirac delta function centered in
∑N

n=1 xn(t):

p(y(t) | x(t)) = 1y(t)=
∑N

n=1 xn(t) . (6.5)

and we present only the final formulation, which we call ‘MSDM Dirac’. The
method constrains a source, without loss of generality xN , by setting xN(t) =
y(0)−

∑N−1
n=1 xn(t) and estimates:

∇xm(t) log p(x(t) | y(0)) ≈ Sθm((x1(t), . . . , xN−1(t), y(0)−
N−1∑
n=1

xn(t)), σ(t)) (6.6)

− SθN((x1(t), . . . , xN−1(t), y(0)−
N−1∑
n=1

xn(t)), σ(t)) ,

(6.7)

where 1 ≤ m ≤ N − 1 and Sθm, S
θ
N denote the entries of the score network

corresponding to the m-th and N -th sources. Our approach models the limiting
case wherein γ(t) → 0 in the Gaussian likelihood function. This represents a
scenario where the dependence between x(t) and y(t) becomes increasingly tight,
sharpening the conditioning on the given mixture during the generation process.

The separation procedure can be additionally employed in the weakly-
supervised source separation scenario, typically encountered in generative source
separation [8, 107, 169]. This scenario pertains to cases where we know that
specific audio data belongs to a particular instrument class, but we do not have
access to sets of sources that share a context. To adapt to this scenario, we
assume independence between sources p(x1, . . . , xN) =

∏N
n=1 pn(xn) and train

a separate model for each source class. We call the resulting model ‘Indepen-
dent Source Diffusion Model with Dirac Likelihood’ or ‘ISDM Dirac’. While
the ISDM method lacks generative capabilities, it enables us to demonstrate
the effectiveness of generative source separation when combined with Dirac
likelihood.

The sampler. Our approach utilizes a first-order ODE integrator, specifically
the Euler method, and incorporates stochasticity via the Schurn mechanism as
discussed in [29]. Additionally, we apply a correction step as described in [27,107].
This correction procedure entails injecting additional noise and then re-denoising
at each denoising step i employing the score network fixed at σi. This process
is repeated R times for each denoising step i. The pseudocode for the ’MSDM
Dirac’ source separation sampler is outlined in algorithm 3.

6.3.2 Experimental Results
We perform experiments on Slakh2100 [44], a common dataset for music source
separation. We chose Slakh2100 because it has a significantly larger quantity
of data (145h) than other multi-source waveform datasets like MUSDB18 [177]
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Model FAD ↓ Quality ↑ Coherence ↑

MSDM 6.55 6.44± 2.12 6.34± 2.37
Mixture Model 6.67 6.04± 2.48 5.63± 2.65

Table 6.1: Comparison between total generation capa-
bilities of MSDM and an equivalent architecture trained
on mixtures. Both subjective (quality and coherence) and
objective (FAD) evaluations are shown. Subjective evaluation is
performed through listening tests, where subjects are asked to
evaluate songs from 1 to 10 with respect to the overall quality
of the chunk and to coherence (i.e., how the instruments sound
plausible together). Results show a very small difference between
the model trained on mixtures and MSDM. This suggests that,
given the same dataset and architecture, the generative power of
MSDM is the same as the model trained on mixtures, while being

able to perform separation and partial generation.

(10h). The amount of data plays a decisive role in determining the quality of a
generative model, making Slakh2100 a preferable choice.

Music Generation

The performance of MSDM on the generative tasks is tested through subjective
and objective evaluation. Subjective evaluation is carried out through listening
tests. Concisely, we produced an online form used for the results shown in
table 6.1. In this form, subjects were asked to rate—from 1 to 10—the quality
and instrument coherence of 30 generated chunks, of which 15 are generated
from the mixture model and 15 from MSDM.

As for the objective evaluation of the generative tasks, we generalize the FAD
protocol in [147] to our total generation and partial generation tasks. Given Dreal
a dataset of ground truth mixtures chunks and I a set indexing conditioning
sources (∅ for total generation), we build a dataset Dgen whose elements are the
sum between conditioning sources (indexed by I) an the respective generated
sources. We define the sub-FAD as FAD(Dreal, Dgen). Our method is the first
able to generate any combination of partial sources, and as such, we do not have
a competitor baseline. We thus report the sub-FAD results of our method as
baseline metrics for future research, together with listening test results.

Results for total and partial generations are reported and discussed in table 6.1
and table 6.3 respectively. Concisely, table 6.1 shows that the generative power
of MSDM is the same of a model with the same architecture and trained on
mixtures of the same dataset. Table 6.3 shows that the task of partial generation
can be performed with non-trivial quality and can used as a baseline for future
works on general accompaniment generation.
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Model Bass Drums Guitar Piano All

Demucs [139,140] 15.77 19.44 15.30 13.92 16.11
Demucs + Gibbs (512 steps) [140] 17.16 19.61 17.82 16.32 17.73

Dirac Likelihood
ISDM 18.44 20.19 13.34 13.25 16.30
ISDM (correction) 19.36 20.90 14.70 14.13 17.27
MSDM 16.21 17.47 12.71 13.29 14.92
MSDM (correction) 17.12 18.68 15.38 14.73 16.48

Gaussian Likelihood [107]
ISDM 13.48 18.09 11.93 11.17 13.67
ISDM (correction) 14.27 19.10 12.74 12.20 14.58
MSDM 12.53 16.82 12.98 9.29 12.90
MSDM (correction) 13.93 17.92 14.19 12.11 14.54

Table 6.2: Quantitative results for source separation on
the Slakh2100 test set. We use the SI-SDRi as our evaluation
metric (dB – higher is better). We present both the super-
vised (‘MSDM Dirac’, ‘MSDM Gaussian’) and weakly-supervised
(‘ISDM Dirac’, ‘ISDM Gaussian’) separators and specify if a
correction step is used. ‘All’ reports the average over the four
stems. The results show that: (i) Dirac likelihood improves over-
all results, even outperforming the state of the art when applied
to ISDM (ii) adding a correction step is beneficial (iii) MSDM
with Dirac likelihood and one step of correction gives results
comparable with the state of the art and superior to the Demucs
model trained in [140] overall. We stress again that while the
baselines are trained on the separation task alone, MSDM is able

to perform also generative tasks.

Source Separation

We compare our supervised MSDM and weakly-supervised MSDM with the
‘Demucs’ [139] and ‘Demucs + Gibbs (512 steps)’ regressor baselines from [140],
the state-of-the-art for supervised music source separation on Slakh2100, aligning
with the evaluation procedure of [140].

NOTE:

To evaluate source separation, we use the scale-invariant SDR improvement
(SI-SDRi) metric [178]. The SI-SDR between a ground-truth source xn and
an estimate x̂n is defined as:

SI-SDR(xn, x̂n) = 10 log10

‖αxn‖2 + ε

‖αxn − x̂n‖2 + ε
,

where α = x>n x̂n+ε
‖xn‖2+ε and ε = 10−8. The improvement with respect to the

mixture baseline is defined as SI-SDRi = SI-SDR(xn, x̂n)− SI-SDR(xn, y).
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Slakh2100
Generated Sources Input Sources FAD

Single source imputation
Bass Drums, Guitar, Piano 0.45
Drums Bass, Guitar, Piano 1.09
Guitar Bass, Drums, Piano 0.11
Piano Bass, Drums, Guitar 0.76

Two sources imputation
Bass, Drums Guitar, Piano 2.09
Bass, Guitar Drums, Piano 1.00
Bass, Piano Drums, Guitar 2.32
Drums, Guitar Bass, Piano 1.45
Drums, Piano Bass, Guitar 1.82
Guitar, Piano Bass, Drums 1.65

Three sources imputation
Bass, Drums, Guitar Piano 2.93
Bass, Drums, Piano Guitar 3.30
Bass, Guitar, Piano Drums 4.90
Drums, Guitar, Piano Bass 3.10

Table 6.3: Quantitative results for the partial generation
task on Slakh2100. We use the FAD as our objective evaluation
metric (lower is better). No baseline is reported since our work
is the first able to generate any combination of accompaniments;
the results thus pose a baseline for future works on general

accompaniment generation.
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We evaluate over the test set of Slakh2100, using chunks of 4 seconds in
length (with an overlap of two seconds) and filtering out silent chunks and
chunks consisting of only one source, given the poor performance of SI-SDRi
on such segments. We report results comparing our Dirac score posterior with
the Gaussian score posterior of [107], using the best parameters of the ablation
experiments and 150 inference steps. Our results are illustrated and discussed
in table 6.2. Concisely, MSDM proves to be very close to the state of the
art. Moreover, our newly defined sampling procedure, when used in the weakly
supervised flavor, yields results that are better than the competitors on some
stems.

6.3.3 Limitations
Our model’s ability to handle both total and partial generation and source
separation positions it as a significant step toward the development of general
audio models. This flexibility paves the way for more advanced music composition
tools, where users can easily control and manipulate individual sources within
a mixture. However, the amount of available contextual data constrains the
performance of our model. To address this, pre-separating mixtures and training
on the separations, as demonstrated in [147], may prove beneficial.
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6.4 Generalized Multi-source Diffusion Infer-
ence

We train a text-conditioned diffusion model (eq. (2.9)) Sθ(y(t), z, σ(t)), with pairs
of audio mixtures y(t) and associated text embeddings z, containing information
about the sources present in the mixture. We assume that each text embedding
z is of the form z1⊗· · ·⊗ zK (more compactly

⊗K
k=1 zk), where each zk describes

a source xk present in y and ⊗ denotes an encoding of concatenated textual
information (e.g., z1 ⊗ · · · ⊗ zK = Etext

φ (q1, . . . , qK), with Etext
φ (qk) = zk). The

idea is to leverage such text embeddings for parameterizing the individual source
score functions:

∇xk(t) log p(xk(t) | zk) ≈ Sθ(xk(t), zk, σ(t)) , (6.8)

even if the model is trained only on mixtures. We devise a set of inference
procedures for Sθ, called Generalized Multi-Source Diffusion Inference, able to
solve the tasks of SMSDM

θ in the relaxed data setting.

Figure 6.3: Diagram for unconditional generation proce-
dure with GMSDI, sampling two coherent sources.

6.4.1 Total generation
In order to generate a coherent set of sources {xk}k∈[K], described by text embed-
dings {zk}k∈[K], we can sample from the conditionals p(xk(t) | xk̄(t), y(t), z1, . . . , zK , z1⊗
· · · ⊗ zK):

p(x(t), y(t) | z1, . . . , zK , z1 ⊗ · · · ⊗ zK)
p(xk̄(t), y(t) | zk̄, z1 ⊗ · · · ⊗ zK)

. (6.9)
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First, we develop the numerator in eq. (6.9) using the chain rule:

p(x(t), y(t) | z1, . . . , zK , z1 ⊗ · · · ⊗ zK)
= p(xk(t) | zk)p(y(t), xk̄(t) | xk(t), zk̄, z1 ⊗ · · · ⊗ zK)
= p(xk(t) | zk)p(y(t) | x(t))p(xk̄(t) | xk(t), zk̄)
≈ p(xk(t) | zk)p(y(t) | x(t)) . (6.10)

We assume independence of the likelihood p(y(t) | x(t)) from embeddings and
approximate the last equality dropping the unknown term p(xk̄(t) | x(t), zk̄). We
substitute eq. (6.10) in eq. (6.9), take the gradient of the logarithm with respect
to xk(t) and model the likelihood with isotropic Gaussians [179] depending on a
variance γ2

xk :

∇xk(t)
log p(xk(t) | zk)p(y(t) | x(t))

log p(xk̄(t), y(t) | zk̄, z1 ⊗ · · · ⊗ zK)
=∇xk(t) log p(xk(t) | zk) +∇xk(t) log p(y(t) | x(t))

=∇xk(t) log p(xk(t) | zk) +∇xk(t) logN (y(t) |
K∑
l=1

xl(t), γ2
xkI)

=∇xk(t) log p(xk(t) | zk) +
1

γ2
xk
(y(t)−

K∑
l=1

xl(t)) . (6.11)

Applying similar steps we obtain the score of the density on y(t) conditioned on
x(t) (notice the opposite likelihood gradient):

p(y(t) | x(t), z1, . . . , zK , z1 ⊗ · · · ⊗ zK)

≈ ∇y(t) log p(y(t) |
K⊗
l=1

zl) +
1

γ2
y
(
K∑
l=1

xl(t)− y(t)) . (6.12)

During inference, we sample from eq. (6.11) and eq. (6.12) in parallel, replacing
the gradients of the log-densities with score models (eq. (6.8)):{

Sθ(xk(t), zk, σ(t)) + 1
γ2xk

(y(t)−
∑K

l=1 xl(t))
Sθ(y(t),

⊗K
l=1 zl, σ(t)) + 1

γ2y
(
∑K

l=1 xl(t)− y(t)) .
(6.13)

A diagram of the method is illustrated in fig. 6.3. Given a partition {Jm}m∈[M ]

of [K] containing M subsets (i.e., ∪m∈[M ]Jm = [K]), we can perform inference
more generally with:{

Sθ(
∑

j∈Jm
xj(t),

⊗
j∈Jm

zj, σ(t)) + 1
γ2Jm

(y(t)−
∑K

l=1 xl(t))
Sθ(y(t),

⊗K
l=1 zl, σ(t)) + 1

γ2y
(
∑K

l=1 xl(t)− y(t)).
(6.14)
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Figure 6.4: FAD between generated sources and
Slakh2100 test data (200 chunks, ∼12s each). Neg Prompt

indicates the presence of negative prompting.

6.4.2 Partial generation
We can generate accompaniments xJ for a given set of sources xI , described
by {zi}i∈I , by selecting a set of accompaniment text embeddings {zj}j∈J . We
integrate eq. (6.13) for j ∈ J :Sθ(xj(t), zj(t), σ(t)) + 1

γ2xj

[
y(t)−

(
α
∑

i∈I xi(t) + β
∑

l∈J xl(t)
)]

Sθ(y(t),
⊗K

l=1 zl, σ(t)) + 1
γ2y

[(
α
∑

i∈I xi(t) + β
∑

l∈J xl(t)
)
− y(t)

]
,

(6.15)

with xi(t) (i ∈ I) sampled from the perturbation kernel in eq. (2.4) conditioned
on xi and α, β ∈ R scaling factors. Using eq. (6.14), we can generate the
accompaniment mixtures

∑
j∈J xj directly.

6.4.3 Source separation
Source separation can be performed by adapting eq. (6.6) to the text-conditioned
model. Let an observable mixture y(0) be composed by sources described by
{zk}k∈[K]. We can separate the sources by choosing a constrained source (w.l.o.g.
the K-th) and sampling, for k ∈ [K − 1], with:

Sθ(xk(t), zk, σ(t))− Sθ(y(0)−
K−1∑
l=1

xl(t), zK , σ(t)) . (6.16)
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We call this method GMSDI Separator. We also define a GMSDI Extractor,
where we extract the k-th source xk with:

Sθ(xk(t), zk, σ(t))− Sθ(y(0)− xk(t),
⊗
l 6=k

zl, σ(t)) , (6.17)

constraining the mixture
∑

l 6=k xl(t), complementary to xk(t).

6.4.4 Experimental Setup
To validate our theoretical claims, we train two time-domain Moûsai-like [133]
diffusion models. The first model is trained on Slakh2100 [44]. Slakh2100 is
a dataset used in source separation, containing 2100 multi-source waveform
music tracks obtained by synthesizing MIDI tracks with high-quality virtual
instruments. We train the diffusion model on mixtures containing the stems
Bass, Drums, Guitar, and Piano (the most abundant classes). To condition the
diffusion model, we use the t5-small pre-trained T5 text-only encoder [134],
which inputs the concatenation of the stem labels present in the mixture (e.g.,
“Bass, Drums” if the track contains Bass and Drums). Given that we know the
labels describing the sources inside a mixture at training time, such an approach
is weakly supervised. The window size is 218 at 22kHz (∼12s).

The second model is trained on a more realistic dataset, namely MTG-
Jamendo [43]. MTG-Jamendo is a music tagging dataset containing over 55000
musical mixtures and 195 tag categories. We train our diffusion model on
the raw_30s/audio-low version of the dataset, using the first 98 shards for
training and the last 2 for validation. The model window is of 219 samples
(∼24s) at 22kHz. We condition the model with the pre-trained checkpoint
music_audioset_epoch_15_esc_90.14.pt6 of the LAION CLAP contrastive
encoder [137]. At training time, we condition the diffusion model with embed-
dings Econtr

φ (y) obtained from the training mixtures y themselves, resulting in
an unsupervised model. At inference time, we use ADPM27 [180] with ρ = 1 for
generation and AEuler2 with schurn = 20 for separation.

6.4.5 Experimental Results
First, we want to understand whether the model trained on Slakh2100 mixtures
can parametrize single sources well. We sample, for each stem, 200 chunks of
∼12s, conditioning with embeddings of single stem labels (e.g., “Bass”). Then,
we compute the Fréchet Audio Distance (FAD) [181] with VGGish embeddings
between such samples and 200 random Slakh2100 test chunks of the same source.
In fig. 6.4, we compare our model against the weakly supervised version of
MSDM [9], where a model learns the score function for each stem class (a
setting requiring access to clean sources). We notice that single-stem prompting
is insufficient for obtaining good FAD results, especially for Bass and Drums,
causing silence to be generated. We find negative prompts (section 2.2.2) essential
for obtaining non-silent results using “Drums, Guitar, Piano” (Bass), “Bass”

6https://github.com/LAION-AI/CLAP
7https://github.com/crowsonkb/k-diffusion
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Figure 6.5: FAD results on total and partial generation.
These results were obtained on Slakh2100 test mixtures. In
particular, 200 chunks were randomly selected, with ∼12 seconds

of sound each.

(Drums), “Bass, Drums” (Guitar), “Bass, Drums” (Piano). In all settings above,
we use 150 sampling steps.

Following, we ask how well the model can perform coherent synthesis with
GMSDI. In fig. 6.5, we compute the FAD between 200 random Slakh2100 test
mixture chunks (∼ 12s each) and mixture chunks obtained by summing the
model’s generated stems (unconditional) or the generated stems together with
the conditioning tracks (conditional). On total generation (All), we set γy =∞
and reach ∼ 1 lower FAD point, using 600 sampling steps. On partial generation,
we sample using 300 steps, setting γy � ∞, to inform the generated mixture
about the conditioning sources. In this scenario, MSDM tends to generate
silence. To enforce non-silent results with MSDM, we sample 100 examples for
each conditioning chunk and select the sample with the highest L2 norm.

For source separation, we employ the SI-SDR improvement (SI-SDRi) [182] as
an evaluation metric and follow the evaluation protocol of [9]. First, we perform
a grid search (table 6.4) to find a good embedding scale w. For the GMSDI
Separator, we do not use negative prompting, while for the GMSDI Extractor,
we only use negative prompts for Bass and Drums. We evaluate on the full
Slakh2100 test set with w = 3 and constrained Drums for GMSDI Separator
and w = 7.5 for GMSDI Extractor, showcasing results in table 6.5. Training
only with mixtures (plus associated labels), the ensemble of the two separators
reaches 11.56 dB, being zero-shot, i.e., we do not target source separation during
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Model w = 3.0 w = 7.5 w = 15.0 w = 24.0

GMSDI Extractor 7.66 9.61 6.00 -0.62
GMSDI Separator (Bass) 8.10 6.72 -1.09 -20.60
GMSDI Separator (Drums) 9.44 8.69 -1.48 -21.62
GMSDI Separator (Guitar) 5.82 4.37 -2.27 -17.49
GMSDI Separator (Piano) 7.60 6.41 -2.68 -16.90

Table 6.4: Grid search over embedding scale w on 100
chunks (∼12s each) of Slakh2100 test set. Results in
SI-SDRi. The source in parenthesis is the constrained source.

Model Bass Drums Guitar Piano All
Demucs + Gibbs (512 steps) [140] 17.16 19.61 17.82 16.32 17.73
ISDM 19.36 20.90 14.70 14.13 17.27
MSDM 17.12 18.68 15.38 14.73 16.48
GMSDI Separator 9.76 15.57 9.13 9.57 11.01
GMSDI Extractor 11.00 10.55 9.52 10.13 10.30
Ensamble 11.00 15.57 9.52 10.13 11.56

Table 6.5: Quantitative results for source separation on
the Slakh2100 test set. Results in SI-SDRi (dB – higher is

better).

training [183].

6.4.6 Limitations
While the lack of a requirement of specific stem-separated data is a nice upside
of this approach, we still need models that have a good enough “understanding”
single-stem distributions for the GMSDI procedure to work effectively. This
might be true for probably the most common instruments—such as piano and
guitar—it might be more difficult for less popular instruments, or for instruments
that rarely can be heard performing by themselves.

Another important drawback of GMSDI is the necessity to stay in the time
domain, rather than the latent space of a VAE, like most successful diffusion
models [126,128,184]. Thus it is required to enhance this method for usage in
the latent domain8.

8It is not doable with the standard approach since the latent space of a VAE might not
preserve linearity enough for a correct sampling.
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6.5 CompoNet
As a conclusion of our multi-source diffusion work, we propose an improved
compositional model for music called CompoNet and compare it with our initial
MSDM model (section 6.3).

CompoNet uses a pre-trained latent diffusion model εφ, based on U-Net
architecture [185] conditioned via cross-attention layers [16], on a large dataset
of tuples (m, c) comprising audio mixtures m and relative textual descriptions c.
The mixtures m are mapped to latent vectors z = EVAE(m) using a pre-trained
VAE encoder [13], while the text descriptions are mapped to a continuous
sequence s = ETXT(c) using a text encoder (e.g., [134]). Following the DDPM
formulation [28], the model is trained to reverse the forward Gaussian noising
process given by:

zt =
√
ᾱtz +

√
1− ᾱtε, ε ∼ N (0, I) , (6.18)

where t ∈ [0, T ] is a time index (with T the maximum time step), ᾱt is defined by
integrating a noise schedule [28], and ε is sampled from the standard Gaussian
distribution. The model is trained with denoising score matching [186]:

min
φ

Ez,ε,s,t
[
‖ε− εφ(zt, s, t)‖22

]
, (6.19)

with zt obtained via eq. (6.18).

For our downstream task, we fine-tune a ControlNet [120] adapter Cψ for
tackling all compositional musical tasks (fig. 6.6) with a single model.

The U-Net εφ comprises an encoder, bottleneck, decoder structure εφ =
DφD ◦BφB ◦EφE . The ControlNet adapter is defined as Cψ(zt, s, t,w) = EφE(zt+
convin(w), s, t), where convin is a zero-initialized convolutional layer, and w is a
latent (VAE) embedding of an external audio input. The ControlNet adapter
outputs the set of processed features {Ci

ψ(zt, s, t,w)}i=1,...,I for each layer of EφE ,
with I the total number of layers. The full ControlNet conditional architecture
is defined as εφ,ψ = DφD ◦ BφB ◦ EφE ,ψ with EφE ,ψ combining the encoder and
ControlNet adapter features at each layer i with zero-initialized convolutional
layers convi:

Ei
φE ,ψ

(zt, s, t,w) = Ei
φE
(zt, s, t) + convi(Ci

ψ(zt, s, t,w)) .

While we have described the general ControlNet architecture, we still have
to describe how we train it in CompoNet, namely, the roles of the z,w and s
variables. Iterating over a dataset containing tuples (x, t) with multi-stem tracks
x = {xn}n=1,...,N and tag descriptions t = {tn}n=1,...,N for each stem, we sample
from x two arbitrary subsets of stems Y,X ⊆ x, with |X| > 0. Y contains input
stems while X contains output stems. The topological relationships between
such subsets define all possible compositional tasks, as depicted in fig. 6.6. While
previous models partially solve some tasks (see tables 6.6 and 6.7), ours is the
first to solve all of them simultaneously. We proceed like in eq. (7.1) and mix the
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sources in Y and X, obtaining mY and mX , respectively. Afterward, we encode
them in the VAE latent space, defining z = EVAE(mX) and w = EVAE(mY ). We
define the following prompt s:

s = ETXT(tY1 , . . . , tY|Y | , SEP, tX1 , . . . , tX|X|) , (6.20)

specifying input and output mixture tags separated by a special token SEP.
Having specified the required inputs and outputs, we train εφ,ψ via the

usual denoising scoring matching loss, optimizing only the parameters of the
ControlNet encoder. The s prompt instructs the model which task to perform
based on the specified stems combination.

Identity (ID) Edit: Add (EA)

Accompaniment
Generation (AG)

Unconditional
Generation (UG)

Source Separation
(Extraction, Drop) (SS)

Edit: Replace (ER)

Figure 6.6: Inter-stem compositional generation tasks. Y
and X represent the input and output stem sub-sets, respectively.

6.5.1 Experimental Setup
Model implementation. In CompoNet, we employ the AudioLDM2 [128,184]
architecture. Since the authors pre-train the model on a large array of datasets
[187–194], we skip the pretext-task training phase and directly fine-tune a
ControlNet adapter based on the AudioLDM 2-Large checkpoint9. During fine-
tuning, we directly pass the conditioning prompt in eq. (6.20) to the text-
embedding mechanism of AudioLDM2 (based on CLAP [136,137], T5 [134], and
GPT2 [72]), conditioning both the U-Net and the ControlNet adapter.

9https://huggingface.co/cvssp/audioldm2-large

https://huggingface.co/cvssp/audioldm2-large
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Model Task

UG AG SS EA ER

MSDM 3 3(MS) 3(MS) 7 7

GMSDI 3 3(MS) 3(MS) 7 7

StemGen [121] 3 3(1S) 7 7 7

Audit [163] 3 7 3(Remove 1S) 3(1S) 3(1S)
InstructME [122] 3 7 3(Extract 1S; Remove 1S) 3(1S) 3(1S)
CompoNet 3 3(MS) 3(MS) 3(MS) 3(MS)

Table 6.6: Compositional audio models comparison. The
various tasks are illustrated in fig. 6.6. 1S vs MS: the task

operates on one vs multiple sources at a time.

Model Methodology Input Output Coherence

MSDM Train / Supervised Multi / Source Multi / Source 3

GMSDI Inf. / Weakly Sup. Multi / Sub-mix Multi / Sub-mix 3

StemGen Train / Supervised Single / Sub-mix Single / Source 3

Audit Train / Supervised Single / Sub-mix Single / Sub-mix 7

InstructME Train / Supervised Single / Sub-mix Single / Sub-mix 3

CompoNet Train / Fine-tuning Single / Sub-mix Single / Sub-mix 3

Table 6.7: Compositional audio models comparison. The
various tasks are illustrated in fig. 6.6. Multi vs Single on
Input / Output: the model accepts multiple vs single inputs /
outputs. Source vs Sub-mix on Input / Output: the model

processes single sources or sub-mixes as inputs / outputs.

6.5.2 Experimental Results
For the accompaniment generation evaluation, we compare our MSDM model
with the new proposed CompoNet. We train CompoNet on MUSDB18-HQ
and Slakh2100 (restricted to Bass, Drums, Guitar, and Piano stems at test
time). We also consider a Random baseline, where, for a given input, we output
a random sub-mix from a different test track. We generate 200 chunks for
both datasets and models, conditioning on random stem subsets of test tracks
and querying a subset of the complementary. The chunks are ∼6s / 10.24s
long on MUSDB18-HQ / Slakh2100. Given that MSDM tends to generate
silence, we sample 12 candidate tracks for each generated track, selecting the
one with the highest L2 norm. We compare the COCOLA score in eq. (7.4) with
the FAD [195, 196] metric (interpreted as a sub-FAD [9, 147]) computed with
CLAP [136], EnCodec [197], and VGGish [198] backbones.

We showcase the results in table 6.8. With the FAD metrics, the model
assigns the best score to the Random baseline. This behavior can be explained
by considering that the Random outputs are real data, and the FAD evaluates
well the perceptual quality. At the same time, it fails to assess the coherence
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between the tracks, and tends to score MSDM better.

Method FAD ↓
CLAP

FAD ↓
EnCodec

FAD ↓
VGGish COCOLA score ↑

Slakh2100
MSDM 0.23 92.81 2.01 3.31
CompoNet 0.30 106.23 3.20 13.50
Random 0.064 51.44 0.16 0.069
Ground Truth - - - 16.57

MUSDB18-HQ
MSDM 0.29 148.09 2.36 11.61
CompoNet 0.37 130.04 2.14 11.94
Random 0.11 100.25 0.35 4.40
Ground Truth - - - 16.25

Table 6.8: Comparison between MSDM and CompoNet.

6.6 Conclusions
In this chapter, we have discussed a number of diffusion-based approaches to
compositional music generation. In particular, we:

(i) presented MSDM, a general method—based on denoising score-matching—
for source separation, mixture generation, and accompaniment generation
in the musical domain. Our approach utilizes a single neural network
trained once, with tasks differentiated during inference. Moreover, we have
defined a new sampling method for source separation. We quantitatively
tested the model on source separation, obtaining results comparable to
state-of-the-art regressor models. We qualitatively and quantitatively
tested the model on total and partial generation. For the first one we
showed the model has the same generative power of the same model trained
on mixtures. For the latter, we showed the accompaniment generated are
plausible and nontrivial.

(ii) described GMSDI, a compositional music generation method working
with any time-domain text-guided diffusion model. This method obtains
reasonable generation and separation metrics on Slakh2100, enabling
unsupervised compositional music generation for the first time. In future
work, we want to extend the technique to latent diffusion models and
narrow the gap with supervised methods.

(iii) introduced CompoNet, a novel compositional model for music based on
ControlNet that can simultaneously solve a wide range of tasks. Further,
we evaluated its performance against our original baseline MSDM and
showed a stark improvement.
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Chapter 7

Coherence-Oriented Contrastive
Learning for Audio

In this chapter, we introduce COCOLA (Coherence-Oriented Contrastive Learn-
ing for Audio), a contrastive learning method designed to capture the harmonic
and rhythmic coherence between musical audio samples. COCOLA operates at
the level of music track stems: this approach allows for the objective evaluation
of compositional models in the task of accompaniment generation, providing a
robust framework for assessing musical coherence. To facilitate further research
and development, we release all trained models.

7.1 Introduction
In the last couple of years, there have been significant advances in music genera-
tion in the continuous domain [18,131,132,138,199], thanks to the impressive
development of generative models [27, 28,123]. In addition to producing high-
quality tracks of increasing length [199], these models offer precise semantic
control through textual conditioning [134, 136]. However, they fall short as
tools for musical composition since they output a final mix containing all stems.
To address this, a diverse range of compositional generative models is emerg-
ing1 [9, 121, 122]. These models (i) define generative tasks at the stem level and
(ii) might be used iteratively and interactively. Arguably, the most significant
application of these models is accompaniment generation: given multiple condi-
tioning sources (combined or not), the model generates a new set (or a mixture)
of coherent stems.

The measuring problem. An important issue with this line of research is
the lack of an objective metric for measuring the coherence of the generated
accompaniments with respect to the provided input. In section 6.3.2, we proposed
the sub-FAD metric as a multi-stem generalization of the FAD [195] protocol
proposed in [147], however, this metric is not optimal for assessing coherence, as
it tends to focus on global quality rather than the level of harmony and rhythm
shared between accompanying stems.

Our solution. To this end, we propose a novel contrastive model called
COCOLA (Coherence-Oriented Contrastive Learning for Audio), which can

1See chapter 6.
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Figure 7.1: Illustration of COCOLA score. COCOLA
is a contrastive model able to estimate the coherence between

instrumental tracks and generated accompaniments.

evaluate the coherence between conditioning tracks and generated accompani-
ments (fig. 7.1). The model is trained by maximizing the agreement between
disjoint sub-components of an audio window (sub-mixtures of stems) and mini-
mizing it on sub-components belonging to different windows. With the model,
we define a COCOLA score as the similarity between conditioning tracks and
accompaniments in the embedding space.

7.2 Related Work

7.2.1 Contrastive Methods for Audio
Contrastive learning [200,201] can be formulated both as a supervised or self-
supervised problem.

Supervised approach. Supervised contrastive learning methods are typically
cross-modal, requiring labeled information alongside audio data. In early works,
the labeled information was in the form of simple tags, while the loss used to
align embeddings of audio segments and tags was the triplet loss [202]. Within
the same data setting, [203] used the contrastive loss of SimCLR [204]. With
the advent of the transformer architecture [16], using complex sentences instead
of simple tags became feasible. MuLaP [135] is the first model to train a
common representation between audio and sentences in the musical domain. In
such work, the audio and text are processed by a joint transformer encoder,
conveying information about the two modalities through cross-attention layers.
Although it is not a contrastive model per se, an audio-text matching loss uses
negative examples to encourage the model to focus on aligned pairs. More recent
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Figure 7.2: The COCOLA training procedure (single
stem case). We first randomly crop windows of size L from a
batch of K tracks (depicted on the left). As a second step, we
randomly select two distinct stems in each window. For example,
in the first window we select x11 (Guitar) and x13 (Drums). Thus,
we embed all selected stems with the COCOLA encoder fθ,
obtaining latent representations. For example, we obtain h1

1 and
h1
2 from the first window. Finally, we compute the contrastive

loss (eq. (7.3)) considering embedings belonging to the same
window as positive pairs and combinations of embeddings between

different windows as negative pairs.

works [136,137,146,205], consider separate textual and audio encoders, which
makes it possible to use the two branches independently at inference time.

Self-supervised approach. Self-supervised representation learning methods
[206–209] build embedding spaces targeting structural information extracted
from the audio data itself. In [210], the authors build positive examples for a
triplet loss by augmenting with Gaussian noise, time and frequency translations,
and sampling with time proximity. They also consider example mixing. While we
compare coherent mixes in our method (section 7.3.1), in [210], positive pairs are
not coherence-related (e.g., mixing siren and dog sounds). As in the supervised
case, following [204], multi-class cross-entropy losses are employed [211–213].
In COLA [211], the authors train an embedding model with contrastive loss
using the simple criterion of sampling positive pairs only from the same audio
track (still employing Gaussian noise), outperforming a fully supervised baseline
in a plethora of tasks. [214] pairs mixtures with sources extracted via source
separation.

Interestingly, our proposed COCOLA method shares aspects of both supervised
and self-supervised approaches. Given that stems are pre-separated, we cannot
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consider the method purely self-supervised. At the same time, we process such
data with a uni-modal encoder, as is the case for self-supervised methods.

7.3 Method

7.3.1 Stem-Level Contrastive Learning
In our setting, we have access to a dataset D = {x̄k}k=1,...,K̄ containing K̄
musical tracks x̄k, each separated into a variable number N of individual stems
x̄kn, i.e., x̄k = {x̄kn}n=1,...,N . As a first step, we sample a batch of K < K̄ tracks
{x̄k}k=1,...,K from D, with possible repetitions. Following, we slice a window xk
of size L for each track x̄k in the batch (all stems in a window share the same
length), such that no window contained in the same track overlaps for more than
a ratio r, obtaining a new batch {xk}k=1,...,K . Afterward, we select, for each k,
two disjoint non-empty stem subsets Xk

1 , X
k
2 of xk. We define the sub-mixes mk

1

and mk
2 by summing the stems in Xk

1 , X
k
2 :

mk
1 =

∑
xkn∈Xk

1

xkn, mk
2 =

∑
xkn∈Xk

2

xkn (7.1)

When Xk
1 , X

k
2 are singletons, the sub-mixes are simply two stems in the window

(single stem case). We work with sub-mixes because current compositional
music generation methods [121] operate over them. Like in COLA [211], we
use a convolutional audio-only encoder2 fθ : RL → Rd, mapping mk

1 and mk
2 to

lower-dimensional embedding vectors hk1 = fθ(mk
1) and hk2 = fθ(mk

2), with d the
embedding dimension.

The COCOLA training procedure maximizes the agreement between pairs
hk1,hk2 of sub-mixes embeddings in the same window. It decreases it for pairs
hk1,h

j
2 (j 6= k) of sub-mixes embeddings in different windows. As in COLA, we

use a bilinear similarity metric:

sim(hk1,h
j
2) = (hk1)TWhj2 , (7.2)

where W is a learnable matrix. The loss we optimize is the multi-class cross
entropy:

L = −
K∑
k=1

log exp(sim(hk1,hk2))∑K
j=1 exp(sim(hk1,h

j
2))

. (7.3)

We depict the training procedure of COCOLA in fig. 7.2 for the single stem case.

2In our notation, we incorporate into fθ any domain transform preceding or following the
convolutional network operations, like the (pre) mel-filterbank map and the (post) projection
head g in COLA.
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NOTE:

In the COLA training procedure, the positive pairs are (fully mixed) windows
belonging to the same track. In COCOLA, they are sub-mixes belonging
to the same window. As such, we allow for negative pairs belonging to the
same track but in different windows. The r ratio has to be chosen well to
avoid strong overlaps between windows in the same track. In that case, we
could potentially consider (nearly) coherent sub-mixes as negative pairs.

7.3.2 The COCOLA Score
Equipped with the encoder fθ, we can quantify the coherence of the accompani-
ments generated by a generative model pφ(x | y), where y is the conditioning
variable and x is the modeled variable; respectively, input and output of the
generative model. The model’s variables can be either a set of stems or sub-mixes.
Given the input y, the model pφ generates an output x̃ ∼ pφ(x | y). We can
compute the coherence between y and x̃ by first embedding the two vectors
hy = fθ(y) and hx̃ = fθ(x̃) (summing the stems beforehand if considering a set
of stems). We define the COCOLA score between x and ỹ as:

COCOLA score(y, x̃) = sim(hy,hx̃) , (7.4)

the similarity (eq. (7.2)) between their embeddings. The described procedure is
depicted in fig. 7.1.

7.4 Experimental Setup
Datasets. For training and evaluating COCOLA, we use four public stem-
separated datasets: MUSDB18-HQ [40], MoisesDB3 [42], Slakh2100 and Coco-
Chorales4 [46]. These datasets are quite different from each other; some are
synthesized and offer large volumes of clean—albeit less diverse—music, while
others consist of real studio recordings but are significantly smaller in size. For
a more in-depth discussion see section 2.3.

Model implementation. To implement the COCOLA encoder fθ, we follow
[211] and employ the EfficientNet-B0 [215] convolutional architecture followed
by a linear projection layer, operating on the mel-filterbank audio representation.
The embedding dimension is 512. With respect to the original baseline, we add
a 0.1 dropout on the EfficientNet layers.

Training details. All COCOLA models are trained on an NVIDIA RTX 4070
Super with 12GB of VRAM. Each training batch contains 32 audio chunks of
5s (16kHz). We set the maximum window overlap ratio r = 50% and train
with the Adam optimizer [216] with a 10−3 learning rate. We add Gaussian

3Not having pre-computed splits, we set a custom 0.8 (train) / 0.1 (validation) / 0.1 (test)
split.

4In our experiments we use the tiny version, comprising 4000 tracks.
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Figure 7.3: Cosine vs bilinear similarity during training.
Training is performed with “COCOLA All”. The accuracy metric
is defined in eq. (7.5). We adopt the bilinear similarity in eq. (7.2),

given its improved performance.

noise to positive samples as a data augmentation method, with σ = 10−3. We
experimented training with cosine similarity [204] but reported (fig. 7.3) lower
performance, corroborating [211].

7.5 Experimental Results
We employ four COCOLA encoder models in our experiments: “COCOLA
MoisesDB”, “COCOLA Slakh2100”, “COCOLA CocoChorales” and “COCOLA
All”. The first three are trained on the homonym datasets, while the last one
is trained on all three combined. For the “COCOLA CocoChorales” we use
all ensables while on “COCOLA All” we use only the Random ensamble for
a more balanced partitioning, with respect to the other datasets. MUSDB18-
HQ, being the smallest dataset, is used as a held-out test dataset for studying
generalization.

7.5.1 Coherent Sub-Mix Classification
We cross-test the performance of all COCOLA models, performing classification
of coherent pairs on the test split of our datasets. More specifically, given an
encoder fθ, we iterate a test set, collecting at each step a batch of K windows
x1, . . . , xK . Following the steps in section 7.3.1 we compute all similarities
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sim(hk1,h
j
2) for k, j ∈ [K]. We define the accuracy over a batch as:

1

K

K∑
k=1

1

(
k = arg max

j∈[K]

sim(hk1,h
j
2)

)
, (7.5)

where 1 is the indicator function. We obtain the final accuracy averaging over all
batches in the dataset. For our evaluation we use K = 2 and depict in table 7.1
the results across all combinations of models and test datasets. While both
“COCOLA MoisesDB” and “COCOLA Slakh2100” perform only slightly better
than a random choice, “COCOLA CocoChorales” features improved performance.
Finally, combining the three dataset, we obtain an accuracy of over 90% on all
datasets, showcasing generalization with 90.43% on the held-out MUSDB18-HQ.

Test Dataset
Train Dataset MUSDB18-HQ MoisesDB Slakh2100 CocoChorales

MoisesDB [42] 52.56% 53.01% 51.22% 60.32%
Slakh2100 [44] 53.06% 53.58% 53.78% 59.35%
CocoChorales [46] 70.10% 61.48% 67.50% 99.78%
All 90.43% 93.06% 90.06% 99.89%

Table 7.1: Classification accuracy. Results on various test
sets with COCOLA models using K = 2 sub-mixture test pairs.

MUSDB18-HQ is used as a hold-out test dataset.

7.6 Conclusion
In this chapter, we proposed COCOLA: a contrastive encoder for recognizing the
coherence between musical stems. Then, we evaluated different audio datasets
with our model COCOLA and found it adept at evaluating accompaniment co-
herence. Indeed, such a model could help future research on compositional music
generation by providing a specialized quantitative metric on accompaniment
quality.

Future work. We plan to improve the quality of COCOLA by training on
additional stem-level datasets [217] or using data obtained by pre-separating [147]
larger realistic music datasets [218]. In future work, we would also like to explore
inference-side methods that can guide the diffusion process using COCOLA as a
likelihood function, offering an alternative (or additional) loss for the GMSDI
method.





85

Chapter 8

Conclusions

In this thesis, we covered various approaches and architectures to harness the
generative powers for solving tasks from different domains: reasoning, images,
and music. The common ground among all these fields is the exploration of
various approaches and procedures to harness (and sometimes measure) the
generative capabilities of the current state-of-the-art generative models.

In the reasoning and language domain, we have seen how the collaborative
effort of a generative model with a discriminative interpreter can be used to
improve a property deduction task. This was developed in conjunction with a
toy reasoning environment composed of simple sequences of geometric shapes
and logical properties. This line of research was further explored with our
participation in a collaborative benchmark on Large Language Models: for
this benchmark, we proposed a task inspired by our aforementioned reasoning
environment.

In source separation, we developed several procedures that use (possibly
pre-trained) generative models. In particular, we have seen: (i) an approach
that is able to separate two mixed continuous signals using a sparse estimated
joint probability over latent discrete codes. (ii) A diffusion-based method that
separates musical mixture by performing constrained generation over the sources’
joint probability. (iii) A fine-tuned approach that learns—amid other things—
how to disentangle the single sources from a provided mixture.

For music production, we have investigated several approaches to tackle the
generation of coherent audio sources, possibly conditioned on some provided
musical tracks. We were amongst the first researchers that approached this
compositional music direction in the waveform domain, thanks to our multi-
source diffusion architecture [9]. We further explored this line of research by
developing an inference time procedure to exploit pre-trained diffusion models on
music. Finally, we approached the task of compositional music generation in a
semi-supervised approach by fine-tuning an existing audio diffusion architecture
over several possible music accompaniment generation tasks.

In conclusion, this thesis spans several methodologies and useful tools to aid
the utilization of (often pre-trained) generative architecture. This is a valuable
effort since generative artificial intelligence utilization is rapidly increasing in
both the industry and academic domains.
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