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Abstract

This dissertation explores the transformative potential of Blockchain technology
with a primary focus on its application in agri-food traceability and contributions
to Software Engineering Education and Training (SEET). Conducted over three
years at the Polytechnic University of Bari, this research investigates Blockchain’s
capabilities to enhance transparency, security, and efficiency across various domains,
with an emphasis on bridging the gap between producers and consumers within
supply chains.

The work is structured around two main research approaches: a comprehensive
analysis of Blockchain technology and the practical development of traceability plat-
forms. The Systematic Literature Review (SLR) conducted as part of this research
identifies the primary challenges for Blockchain application in agri-food traceability,
including security, architectural design, and the integration of supporting technolo-
gies. These insights form the foundation for the proposed traceability models, which
reinforce trust between consumers and producers. In addressing Blockchain’s tech-
nical challenges, the research delves into quantum-safe cryptography, exploring en-
cryption methods capable of withstanding future quantum computing threats. Ad-
ditional focus areas include hybrid Blockchain architectures combining public and
private models and integrating NoSQL databases to support scalable, flexible plat-
forms. Complementary technologies such as Augmented Reality (AR) and Large
Language Models (LLMs) are explored for their potential to extend Blockchain’s us-
ability across various fields, including digital tourism. In the context of SEET, this
dissertation examines methods to enhance training. The integration of gamification
and the role of LLMs in peer assessment are analyzed as innovative approaches to
improve educational outcomes. This focus on workforce training addresses one of
the major open challenges identified in the SLR and underscores the importance of
a well-prepared workforce to drive future Blockchain innovation.

Finally, this dissertation outlines several key areas for future research, including
decision-support tools for novice Blockchain developers, the automated generation
of smart contracts through LLMs, and the integration of Blockchain in the Internet
of Drones (IoD). These avenues represent the potential for expanding Blockchain’s
application scope, enhancing its accessibility, and further reinforcing its role as a
transformative technology across industries.
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Preface

This dissertation summarizes the work I have done within Blockchain technology
during my three years as a Ph.D. candidate at Polytechnic University of Bari.
The research was conducted at the Laboratory of Information Systems under the
supervision of Professor Marina Mongiello. Most parts of this thesis have been
published in International Journals and Conference Proceedings over the last three
years.

The main topic relates to the analysis of advancements in Blockchain technol-
ogy research, starting from the agri-food traceability sector. A secondary topic
regarding Software Engineering Education and Training has also been discovered.
With respect to the main topic, two main approaches have been followed: a com-
prehensive state-of-the-art analysis to understand the pros and cons of Blockchain
applied to agri-food traceability, and modeling and designing traceability platforms
for both producers and consumers. The research started with the acquisition of ba-
sic knowledge of Blockchain by examining its historical developments [1], followed
by investigating its use in agri-food traceability through a Systematic Literature
Review (SLR) [2]. This review highlighted the key challenges and opportunities
that Blockchain presents in this sector. Blockchain has been shown to greatly en-
hance the connection between producers and consumers in agri-food traceability.
For consumers, it builds trust in the products they purchase [3], while for pro-
ducers, it enhances supply chain management through greater transparency and
responsibility [4].

The SLR highlighted several open challenges, primarily focused on security and
privacy, Blockchain architectures, the integration of complementary technologies,
and the need for specialized employee training.

• In terms of security and privacy, my research has addressed the potential
threats posed by quantum computing, evaluating quantum-safe encryption
algorithms [5], as well as the implications for signatures and key-pair genera-
tion [6]. In addition, I contributed to the development of a machine learning-
based cyber-attack mitigation system in cloud and fog environments [7].
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• Architecturally, my work explored the design of hybrid Blockchain frame-
works, merging public and private Blockchain models [8], and integrating
Blockchain with NoSQL databases [9]. Additionally, I proposed a reward-
based architecture for managing the exchange of goods and services [10],
alongside frameworks to enhance the management of smart cities [11] and
Internet of Things (IoT) devices [12]. Furthermore, I conducted a deploy-
ment cost analysis for smart contracts, assessing their sustainability [13]. An
additional review focused on Edge and Fog computing for IoT extended this
research scope [14].

• As Blockchain platforms continue to evolve, integrating additional technolo-
gies has become crucial. My research also examined the role of the Meta-
verse in digital tourism [15] and education [16], the potential of Augmented
Reality (AR) [17], and the relevance of Large Language Models (LLMs) in
Blockchain development.

The employee training open challenge connects to Software Engineering Edu-
cation and Training (SEET). In this context, I conducted two reviews: one on the
usage of gamification in SEET [18], and another exploring gamification in industrial
settings [19]. Additionally, I examined how LLMs can enhance SEET, particularly
in peer assessment [20].

The findings from these studies have opened new avenues for future research,
including Blockchain interoperability, the development of decision support tools for
Blockchain developers, the integration of Blockchain in emerging fields such as the
Internet of Drones (IoD), and the automation of smart contracts generation using
LLMs.

The following is a list of papers published throughout the Ph.D. program.
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Chapter 1

Introduction

The agri-food sector faces several critical challenges, including ensuring food safety,
improving traceability, and enhancing transparency across the supply chain. These
challenges are exacerbated by the involvement of multiple stakeholders, diverse
systems, and the need for trust in the recorded data. As the demand for secure and
efficient traceability systems grows, Distributed Ledger Technologies (DLTs), such
as Blockchain, emerge as a promising solution to address these issues.

Blockchain systems have been widely adopted in various domains, ranging from
cryptocurrency to traceability systems, and from videogames to smart cities. The
technology’s core characteristics, including data immutability, high resistance to
tampering, and the ability to ensure trust in multi-stakeholder environments, make
it particularly suitable for solving issues in the agri-food sector. Blockchain is
an append-only data storage solution where data, once added, is cryptographically
linked to the preceding records. This structure makes tampering highly challenging,
as modifying a single block would compromise the integrity of the entire chain.

In contexts like the agri-food sector, where data integrity and trust are paramount,
Blockchain’s capability to provide transparency and verifiability is invaluable. For
example, its adoption enables the tracking of food products from farm to fork,
thereby ensuring compliance with safety standards and fostering consumer trust.
Additionally, advancements in Blockchain technology, such as the transition from
Proof of Work (PoW) to Proof of Stake (PoS) in certain systems, highlight ongoing
efforts to enhance efficiency and sustainability without compromising security.

This thesis investigates the application of Blockchain technology to the agri-
food sector. It begins with an exploration of Blockchain’s historical development
and foundational concepts in Chapter 2. A Systematic Literature Review (SLR),
presented in Chapter 4, focuses specifically on the use of Blockchain in agri-food
traceability systems [2]. The SLR identifies key challenges and research gaps, which
serve as the basis for subsequent chapters.

The findings from the SLR have informed the design and development of Blockchain-
based traceability platforms, which aim to benefit both producers and consumers.
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These platforms are detailed in Chapter 5. Furthermore, the identified research
challenges are addressed in various dedicated chapters:

• Chapter 6 examines security and privacy considerations, including the impli-
cations of quantum computing and biometric key-pair generation.

• Chapter 7 models hybrid architectures that integrate multiple Blockchain
platforms and approaches.

• Chapter 8 explores complementary technologies, such as Augmented Reality
(AR) and Large Language Models (LLMs), which can enhance Blockchain-
based systems.

• Chapter 9 discusses Software Engineering Education and Training (SEET),
with a focus on gamification and the role of LLMs in academic and profes-
sional training. This chapter is linked to the need for employee training, a
key challenge highlighted in the SLR.

Finally, Chapter 10 concludes the thesis by summarizing the contributions and
providing an outlook for future research directions. A conceptual map summarizing
the thesis contents and their interconnections is shown in Fig. 1.1.
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Research
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Design and

development
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Figure 1.1: Conceptual map summarizing thesis contents
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Chapter 2

Background - Blockchain technology

2.1 History

A brief history of Blockchain technology has been proposed in a dedicated history
conference [1].

The first traces of Blockchain technology date back to 1979, with a book written
by David Chaum [21]. Chaum describes the idea of a distributed computer system
where suspicious groups can interact in a consistent and private way. Transac-
tions are stored in some blocks, called vaults, responsible of signing, recording and
broadcasting transactions.

In 1991, Haber and Stornetta published a book describing how to timestamp a
digital document [22]. In this discussion, cryptographically secured chain of blocks
are introduced, with timestamps that could not be modified.

In 2008, Nakamoto published the whitepaper of Bitcoin [23], the first decentral-
ized Blockchain application, which was designed to function without the need for
a central authority, such as a government or financial institution. The Nakamoto
whitepaper is a seminal document in the field of cryptocurrencies and Blockchain
technology. It outlines the technical design and features of the Bitcoin system,
including the use of a distributed ledger known as the Blockchain, which records
all transactions on the network in a transparent and immutable way.

The Nakamoto whitepaper has been the focus of various scientific studies and
analyses, ranging from technical evaluations of the Bitcoin protocol to explorations
of the socio-economic consequences of cryptocurrencies. Some key areas of research
related to the Nakamoto whitepaper include: a) cryptography: the Nakamoto
whitepaper introduced a number of cryptographic techniques that are essential
to the Bitcoin system, such as digital signatures and hash functions; b) distributed
systems: the Bitcoin network is a decentralized system that relies on a network of
nodes to maintain the integrity of the Blockchain; c) economics: the whitepaper
advocated a new sort of money unattached to any central authority.

3



Background - Blockchain technology

This has resulted in an increasing research on the economic implications of cryp-
tocurrencies, such as price stability and adoption rates; d) social and political im-
plications: the decentralized and anonymous nature of cryptocurrencies has raised
important questions about privacy, regulation, and the role of governments in con-
trolling the flow of money. Overall, the Nakamoto whitepaper has played a key role
in shaping the development of the cryptocurrency and Blockchain ecosystem.

After the introduction of Bitcoin, the Blockchain technology evolved rapidly.
In 2013, Vitalik Buterin proposed Ethereum [24], a revolutionary Blockchain plat-
form that introduced the concept of programmable smart contracts. The Ethereum
whitepaper described a platform that would go beyond simple cryptocurrency trans-
actions, allowing developers to create decentralized applications (DApps) and im-
plement complex business logic through smart contracts. This marked the begin-
ning of what is commonly referred to as Blockchain 2.0.

The evolution of Blockchain technology can be categorized into three main gen-
erations:

• Blockchain 1.0: Represented by Bitcoin and other cryptocurrencies, this
generation focused primarily on monetary transactions and digital currency
applications. The main innovation was the ability to transfer value in a
decentralized manner without intermediaries.

• Blockchain 2.0: Initiated by Ethereum in 2015, this generation introduced
programmable smart contracts and enabled the development of decentralized
applications. This evolution expanded Blockchain’s potential beyond financial
transactions, enabling complex automated agreements and introducing new
concepts like tokens and decentralized finance.

• Blockchain 3.0: The current generation focuses on addressing the limita-
tions of previous generations, particularly in terms of scalability, interoper-
ability, and sustainability. Projects in this generation aim to enable cross-
chain communication, reduce energy consumption through alternative con-
sensus mechanisms, and provide enhanced privacy features.

Recent developments have seen the emergence of various specialized Blockchain
platforms designed for specific use cases. For instance, Hyperledger Fabric [25],
launched in 2015, was specifically designed for enterprise use, offering modularity
and privacy features crucial for business applications. Similarly, platforms like Car-
dano introduced new consensus mechanisms to address the environmental concerns
associated with traditional mining.

The period from 2018 to present has been characterized by increasing institu-
tional adoption and the emergence of new applications beyond cryptocurrencies.
Notable developments include the rise of Non-Fungible Tokens (NFTs), decentral-
ized finance protocols, and the integration of Blockchain technology in various sec-
tors including supply chain management, healthcare, and notably, the agri-food
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industry. These advancements have demonstrated the technology’s potential to
transform traditional business processes and create new paradigms for digital in-
teraction and value exchange.

2.2 Key Elements

The fundamental architecture of Blockchain technology comprises several key ele-
ments that work together to ensure its functionality, security, and decentralization.
This section explores the core components that form the foundation of Blockchain
systems.

2.2.1 Distributed Ledger and Block Structure

The cornerstone of Blockchain technology is the distributed ledger, which maintains
a complete record of all transactions across a network of nodes. Unlike traditional
centralized databases, this ledger is replicated and synchronized across all partici-
pants, ensuring transparency and redundancy [26].

Each block in the Blockchain contains fundamental elements:

• Timestamp: A timestamp of when the block was created

• Data: The actual content of the transactions or information being stored

• Hash: A unique cryptographic identifier of the current block

• Previous Hash: The hash of the preceding block, creating the chain struc-
ture

The linking of blocks through hash references creates an immutable chain, where
any attempt to modify historical data would require changing all subsequent blocks,
making tampering practically impossible in well-established networks. Fig. 2.1
shows the content of a generic block.

Block #i-2

Timestamp



Previous Hash #i-3



Hash #i-2



Data

Block #i-1

Timestamp



Previous Hash #i-2



Hash #i-1



Data

Block #i

Timestamp



Previous Hash #i-1



Hash #i



Data

Block #i+1

Timestamp



Previous Hash #i



Hash #i+1



Data

Figure 2.1: Generic blocks structure in a Blockchain
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2.2.2 Network Architecture and Node Types

The Blockchain network operates on a Peer-to-Peer (P2P) architecture, where nodes
communicate directly without intermediaries. Three primary types of nodes exist
within most Blockchain networks [27]:

• Full Nodes: Store the complete Blockchain and validate all transactions
and blocks. They play a crucial role in maintaining network integrity by
independently verifying adherence to protocol rules.

• Mining/Validator Nodes: Specialized nodes that participate in the con-
sensus process, creating new blocks and adding them to the chain. These
nodes compete or collaborate (depending on the consensus mechanism) to
maintain network security.

• Light Nodes: Store only block headers and rely on full nodes for complete
information. They are particularly useful for resource-constrained devices
that still need to interact with the network.

2.2.3 Transactions and State Management

Transactions represent the atomic unit of change in a Blockchain system. Each
transaction undergoes several stages before being permanently recorded [28]:

1. Creation: A transaction is initiated and digitally signed by the sender

2. Propagation: The transaction is broadcast to the network for validation

3. Verification: Nodes verify the transaction’s validity (e.g., sufficient funds,
correct signatures)

4. Inclusion: Valid transactions are included in a new block

5. Confirmation: The block is added to the chain through consensus

The state of the Blockchain represents the current status of all accounts and
smart contracts at any given point. State management is crucial for maintaining
consistency across the network and ensuring that all nodes reach the same conclu-
sions about the validity of transactions.
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2.3 Types of Blockchain Networks
Blockchain networks can be categorized based on their access control and permission
management mechanisms. Each type serves different purposes and offers distinct
advantages for specific use cases [29].

Public and private Blockchains represent the two fundamental approaches to
network accessibility:

• Public Blockchains are completely open networks where anyone can par-
ticipate as a node, validate transactions, and access the ledger. Bitcoin and
Ethereum are prominent examples of public Blockchains. Key characteris-
tics include complete decentralization and transparency, no central authority,
high redundancy and security, slower transaction processing, and higher en-
ergy consumption.

• Private Blockchains are controlled by a single organization that determines
participation rights. These networks are typically used for internal business
operations [30]. Notable features include controlled access and participation,
faster transaction processing, lower energy consumption, higher privacy and
confidentiality, and centralized control over network rules.

Consortium or federated Blockchains represent a hybrid approach where a group
of organizations operates the network collaboratively [31]. This model is particu-
larly relevant for industry-specific applications, such as supply chain management
in the agri-food sector. Key characteristics include pre-selected nodes for validation,
shared governance among participating organizations, balanced trade-off between
decentralization and efficiency, enhanced privacy while maintaining partial decen-
tralization, and customizable consensus mechanisms. A comparison of Blockchain
types is shown in Table 2.1.

Table 2.1: Comparison of Blockchain Types
Characteristic Public Private Consortium
Decentralization High Low Medium
Performance Low High High
Scalability Limited High High
Privacy Low High Medium
Cost Efficiency Low High Medium

The selection of a Blockchain type depends on specific requirements and con-
straints [32]:

• Public Blockchains: Cryptocurrencies, public record-keeping, decentralized
finance
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• Private Blockchains: Internal audit trails, asset management, organiza-
tional record-keeping

• Consortium Blockchains: Supply chain traceability, inter-bank settlements,
industry-specific collaboration

2.4 Cryptography
Cryptography is fundamental to Blockchain technology, providing the security
mechanisms that ensure data integrity, authentication, and immutability. Hash
functions and digital signatures form the backbone of Blockchain’s security archi-
tecture.

Hash Functions are one-way cryptographic functions that generate a fixed-size
output (hash) from any input data. In Blockchain, the most commonly used hash
function is SHA-256 [33, 34, 35]. Hash functions possess several critical properties,
shown in Fig. 2.2:

• Deterministic: The same input always produces the same hash

• Pre-image resistance: It is computationally infeasible to derive the input from
its hash

• Collision resistance: It is extremely unlikely for two different inputs to pro-
duce the same hash

• Avalanche effect : A small change in input produces a significantly different
hash
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489982e81e97f8e7ae
77521f01f08ff457466
8d7d3a1423f

2b1e778936c2540f3
e71d7669f426cd4f9f
55ecb2eac2ef73262
c29965fab16e
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5837a0ba3e3a5c7d9
64934233f2dee3977
b27b1c38256c

7da07bde762e05e4b
cb868796a6e5edd66
51077835d61b7f50fd
3770bf02f2a0

SHA-256

SHA-256

SHA-256

SHA-256

Figure 2.2: SHA-256 outputs given a string as input

Digital Signatures utilize asymmetric cryptography to provide authentication
and non-repudiation. The process involves generating public-private key pairs,
signing messages with the private key, and verification using the corresponding
public key.
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2.4.1 Merkle Trees and Chain Structure

The Merkle Tree, also known as a hash tree, is a fundamental data structure in
Blockchain that enables efficient verification of large datasets [36]. Its implementa-
tion in Blockchain provides several advantages:

• Efficient Verification: Allows verification of a single transaction without
processing the entire block

• Data Integrity: Any modification to transaction data would change the
Merkle root

• Scalability: Enables light nodes to verify transactions without storing the
complete Blockchain

The structure of a Merkle tree in a Blockchain block is represented in Fig. 2.3.

Tx1

Hash1

Hash(1,2)

Tx2

Hash2

Tx3

Hash3

Hash(3,4)

Root Hash

Tx4

Hash4

Figure 2.3: Merkle Tree Structure in a Blockchain Block

Modern Blockchain systems employ several advanced cryptographic techniques
to enhance privacy and security.

• Zero-Knowledge Proofs (ZKP): Allow one party (the prover) to prove to
another party (the verifier) that a statement is true without revealing any
information beyond the validity of the statement. Applications include:

– Privacy-preserving transactions

– Confidential smart contract execution

– Identity verification without data disclosure

• Ring Signatures: Enable a user to sign a transaction on behalf of a group
without revealing their identity within that group. This technique is partic-
ularly useful in:

– Privacy-focused cryptocurrencies

– Anonymous voting systems

– Confidential business transactions
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• Homomorphic Encryption: Allows computations to be performed on en-
crypted data without decryption, enabling:

– Confidential smart contract execution

– Private data processing

– Secure multi-party computation

2.5 Consensus Protocols

Consensus protocols are fundamental to the operation of Blockchain networks, as
they ensure that nodes within a decentralized, distributed system can reliably agree
on the state of the Blockchain. These protocols establish a standardized process
that safeguards consistency and security across the network without the need for
a central authority [37]. Consensus mechanisms also help to maintain the decen-
tralized nature of the system by enabling network participants to validate and add
blocks independently, promoting trust in the network.

2.5.1 Proof-based Consensus Mechanisms

Among the various types of consensus mechanisms, proof-based systems have been
widely adopted for public Blockchains. In these systems, network participants —
whether they are miners or validators — must demonstrate a form of commitment
or stake, thereby contributing to the network’s security and stability.

One of the most recognized proof-based mechanisms is Proof of Work (PoW),
which was pioneered by Bitcoin. In PoW, participants, called miners, compete
by solving complex mathematical problems, with the first to solve the puzzle being
awarded the right to validate the next block. The security of PoW lies in its require-
ment for significant computational power, making attacks highly impractical due
to the substantial energy and resource cost. However, this reliance on computing
power also means that PoW is energy-intensive, drawing significant environmental
criticism. Nonetheless, PoW’s inherent design serves as a natural deterrent against
Sybil attacks, where malicious entities try to gain control by creating multiple fake
identities [23].

In response to PoW’s energy demands, Proof of Stake (PoS) was developed
as an alternative that requires significantly less computational power. Instead of
competing with computing resources, validators in PoS “stake” a certain amount of
cryptocurrency as collateral, with the probability of being selected to validate a new
block directly proportional to the amount staked. This mechanism, although more
energy-efficient, introduces potential centralization risks, as participants with larger
stakes have a higher likelihood of selection, potentially concentrating power among
wealthier stakeholders. PoS mechanisms often incorporate penalties, or "slashing,"
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to discourage malicious behavior, enhancing overall security while maintaining ef-
ficiency [38]. Table 2.2 presents a comparison of the features of PoW, PoS, and
other major consensus mechanisms.

Table 2.2: Comparison of Major Consensus Mechanisms
Feature PoW PoS PBFT
Energy Efficiency Low High High
Scalability Limited Medium High
Decentralization High Medium Low
Finality Probabilistic Probabilistic Immediate
Security Very High High High

2.5.2 Byzantine Fault Tolerance Based Protocols

In permissioned Blockchain networks where all participants are known, Byzantine
Fault Tolerance protocols offer another approach to achieving consensus. These
protocols are particularly suitable for private or consortium Blockchains due to their
focus on ensuring agreement among nodes even when some may behave maliciously.
A prominent example is Practical Byzantine Fault Tolerance (PBFT), which is well-
suited for smaller networks. In PBFT, nodes undergo a structured process involving
pre-prepare, prepare, commit, and reply phases, through which a block proposal
is presented by a leader and then confirmed by the other nodes. PBFT provides
immediate finality, meaning that once a transaction is confirmed, it is permanently
recorded, a feature that enhances its efficiency in controlled environments such as
Hyperledger Fabric.

2.5.3 Hybrid and Emerging Consensus Mechanisms

The demand for higher scalability, energy efficiency, and environmental sustain-
ability in Blockchain networks has led to the development of hybrid and emerging
consensus mechanisms that combine aspects of traditional protocols with novel ap-
proaches [39]. For example, Delegated Proof of Stake is a variation of PoS in which
token holders vote for a limited number of block producers to validate transactions.
This system, used in high-performance networks like EOS, enhances transaction
throughput but often results in more centralized control, as fewer individuals are
responsible for block production.

Another emerging model is Proof of Authority, which uses validator identity
rather than staked tokens as the basis for block validation. Proof of Authority is
highly efficient for permissioned networks and is widely used in private and con-
sortium networks due to its high throughput and low energy requirements. The
increasing variety of consensus mechanisms reflects the Blockchain community’s

11



Background - Blockchain technology

ongoing efforts to develop protocols that address the limitations of earlier designs
while balancing decentralization, security, and scalability. Emerging trends focus
on enhancing transaction speed, improving energy efficiency, strengthening security
measures, and exploring solutions that prioritize environmental sustainability.

2.6 Mining

Mining is the critical process by which new transactions are validated and incor-
porated into the Blockchain. Through the creation of new blocks, mining ensures
both the security and integrity of Blockchain networks. Additionally, this process
sustains network participation by providing economic incentives for miners, while
raising essential considerations about its environmental impact.

The mining process involves a sequence of computational tasks that require spe-
cific technical components. Hardware plays a central role, with high-performance
systems such as Application-Specific Integrated Circuits (ASICs), Graphics Pro-
cessing Units (GPUs), and, less frequently, Central Processing Units (CPUs) being
used depending on the network’s requirements. ASICs, specialized for the sole pur-
pose of mining, provide efficiency unmatched by other hardware, making them the
choice hardware for networks with significant hash power demands like Bitcoin.
GPUs, meanwhile, offer versatility and are commonly used in smaller or emerging
networks where ASICs are not yet as cost-effective.

Mining also requires specialized software: miners use software for performing
hash calculations essential for proof-of-work computations, wallet software for re-
ceiving rewards, and a network client to facilitate the propagation of new blocks
once validated. Together, this hardware and software ecosystem enables miners to
participate in the validation and security of the network.

The mining workflow consists of collecting unconfirmed transactions from the
mempool, followed by validating these transactions for accuracy and integrity. Once
validated, miners organize these transactions into a candidate block, which is then
subjected to a computational proof-of-work challenge. Upon solving this challenge,
the miner propagates the validated block across the network, where other nodes
verify its correctness before it is permanently added to the Blockchain.

2.6.1 Mining Economics and Incentives

The economics of mining are integral to maintaining Blockchain security, incen-
tivizing participants, and ensuring that miners are rewarded in line with their con-
tributions [40]. Miners earn revenue through a combination of block rewards and
transaction fees, providing a financial incentive for miners to dedicate resources to
the network. Block rewards introduce new coins into circulation with each mined
block, and transaction fees serve as an additional source of income, added by users
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to prioritize their transactions in the mempool.
Over time, block rewards undergo scheduled reductions, known as “halving”

events. These events, initially implemented in the Bitcoin network, reduce the
amount of new cryptocurrency released per block, ultimately preserving scarcity
and helping to stabilize the asset’s value. To overcome the high computational
costs associated with mining, many participants join mining pools, which are col-
laborative groups where rewards are distributed proportionally based on each par-
ticipant’s contributed hash power. Pools employ various payout schemes, such as
Pay-per-Share (PPS), Proportional, and Score-based, to ensure fair compensation
according to each miner’s contribution.

The profitability of mining depends on several factors, including the block re-
ward (Rb), transaction fees (Ft), the current cryptocurrency market price (Pc), and
the costs associated with mining, such as energy costs (Ce), hardware expenses (Ch),
and maintenance costs (Cm). These factors combine into a profitability equation:

Profit = (Rb +
∑

Ft)× Pc − (Ce + Ch + Cm) (2.1)

This equation underscores the financial considerations miners must assess to
determine the feasibility of mining as an ongoing operation.

2.6.2 Environmental Impact and Sustainability

The environmental impact of mining, particularly in PoW networks like Bitcoin, has
become a topic of intense debate. The substantial energy consumption associated
with mining stems from the extensive computational work required, with estimates
indicating that Bitcoin’s annual energy consumption rivals that of medium-sized
countries. This energy demand has prompted calls for more sustainable practices
and has encouraged the relocation of mining facilities to areas with lower electricity
costs, often to regions with abundant renewable energy sources.

In response to environmental concerns, the Blockchain community has explored
various sustainability initiatives. One approach is the transition to PoS mecha-
nisms, which drastically reduce energy consumption by eliminating the need for
intensive PoW calculations. Another initiative is “green mining,” where mining op-
erations are powered by renewable energy sources like solar, wind, and hydroelectric
power, helping to reduce the carbon footprint associated with mining [41].

Other strategies include carbon offset programs, where miners can invest in
initiatives that reduce carbon emissions elsewhere, and the development of energy-
efficient hardware to minimize the power required per hash. Additionally, heat
recycling has gained traction as an innovative approach where the excess heat gen-
erated by mining equipment is repurposed for other applications, such as heating
buildings or powering agricultural operations.
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2.7 Smart Contracts

Smart contracts are self-executing programs stored on the Blockchain that au-
tonomously enforce the terms of a given agreement, providing automation and
reliability without the need for intermediaries. By embedding logic directly onto
the Blockchain, smart contracts enable complex, decentralized applications that
go beyond simple transactions, marking a significant advancement in Blockchain’s
capabilities [42].

Smart contracts function as autonomous agents, interacting with users and other
contracts through the Blockchain. These contracts are defined by specific archi-
tectural components that ensure they can perform their operations securely and
efficiently [43].

Each smart contract comprises key elements that together facilitate its execution
on the Blockchain:

• Code: The contract’s program logic is written in a language suited to Blockchain
platforms (e.g., Solidity on Ethereum). This code defines the contract’s be-
havior, including functions, events, and conditions that must be met for dif-
ferent actions.

• State: This is the current condition of the contract’s variables. As users
interact with the contract, state variables are updated to reflect changes,
such as balances or user-defined values.

• Storage: Contracts require persistent data storage on the Blockchain, ensur-
ing that contract states are recorded in an immutable ledger.

• Interface: This represents the set of functions exposed by the contract that
users or other contracts can invoke. The interface defines how external entities
interact with the contract, whether through public functions or events emitted
during execution.

Smart contracts operate through a systematic execution model, where they are
deployed, invoked, and updated in line with Blockchain protocols. The execution
model includes the following steps:

1. Deployment to the Blockchain, at which point the contract’s code and initial
state are recorded immutably.

2. Function invocation through transactions, where users or contracts trigger
the smart contract’s functions.

3. Validation by network nodes, ensuring that the contract’s terms are upheld
and that no unauthorized actions occur.
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4. State update based on execution results, where changes to contract variables
are recorded.

5. Storage of the updated state onto the Blockchain, preserving contract inter-
actions for future reference and audits.

An illustrative example of a smart contract, “ExampleContract,” is shown below:

contract ExampleContract {
// State variables
address public owner;
uint256 public value;

// Events
event ValueChanged(uint256 newValue);

// Constructor
constructor() {

owner = msg.sender;
}

// Functions
function setValue(uint256 newValue) public {

require(msg.sender == owner);
value = newValue;
emit ValueChanged(newValue);

}
}

This example demonstrates basic smart contract elements, including state vari-
ables, a constructor, and a function with access control.

2.7.1 Security Challenges and Vulnerabilities

Smart contracts, despite their benefits, face significant security challenges. Vulner-
abilities can expose contracts to various risks, as shown in Table 2.3, highlighting
the need for robust design patterns and security protocols [44].

While smart contracts offer automation and security, they face inherent limita-
tions:

• Immutability: Once deployed, a contract’s code and logic cannot be changed,
making bug rectification challenging.

• Resource Constraints: Limited computational resources restrict complex
operations, as excessive computation leads to higher costs.
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• Oracle Dependency: Smart contracts lack native access to external data,
relying on oracles to provide accurate information. This dependency can
affect contract reliability if the oracle’s data is inaccurate or tampered with.

• Scalability Constraints: The need for consensus validation limits the trans-
action throughput, affecting contract scalability.

• Interoperability Issues: Contracts on different Blockchains have limited
direct interaction, hindering the exchange of data and functionality across
platforms.

Table 2.3: Smart Contract Vulnerabilities and Mitigations
Vulnerability Description Mitigation
Reentrancy External calls allowing recursive

execution
Check-Effects-
Interactions pattern

Integer Overflow Arithmetic operations exceeding
value limits

SafeMath library us-
age

Access Control Improper permission manage-
ment

Role-based access con-
trol

Logic Errors Flaws in business logic implemen-
tation

Formal verification

To enhance smart contract efficiency and broaden their applicability, ongoing
research and development efforts focus on:

• Enhanced Security Measures: Advanced verification techniques and au-
diting tools aim to minimize vulnerabilities and ensure safe deployment.

• Scalability Improvements: Solutions such as layer-two networks, sharding,
and cross-chain communication are being explored to overcome scalability
limitations.

• Cross-Chain Interoperability: Protocols and bridges enabling contracts
to communicate across different Blockchains are in development, facilitating
data sharing and resource management.

• Development Tools: User-friendly development environments and testing
frameworks continue to evolve, simplifying the creation and debugging of
smart contracts.

• Standardization Efforts: Initiatives focused on establishing standards for
contract design, function naming, and security guidelines are underway, aim-
ing to streamline contract development and improve reliability.
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2.8 Non-Fungible Tokens

Non-Fungible Tokens (NFTs) have introduced a new paradigm in digital asset rep-
resentation on the Blockchain. Unlike cryptocurrencies, which are fungible and
interchangeable, NFTs are unique, indivisible, and provide verifiable ownership of
digital assets, fostering authenticity and traceability. Initially popularized through
digital art and collectibles, NFTs have rapidly expanded in application across var-
ious fields, with emerging uses in the agri-food industry as well [45].

NFTs are based on specific token standards that guide their creation, trans-
fer, and interaction on the Blockchain. Among the most popular standards is
Ethereum’s ERC-721, which laid the foundation for creating unique tokens that
differ from each other in attributes and identifiers [46]. The ERC-1155 standard
followed, allowing the creation of both fungible and non-fungible assets within a sin-
gle smart contract [47]. This dual functionality has made ERC-1155 particularly
versatile for projects requiring various asset types. Other Blockchain platforms,
like Binance Smart Chain and Flow, have developed their own standards to ad-
dress specific technical needs, such as enhancing scalability or lowering transaction
fees.

The core characteristics that define NFTs—uniqueness, indivisibility, and prove-
nance—are instrumental in their practical applications. Each NFT contains unique
metadata, ensuring that no two tokens are alike, while their indivisibility prevents
them from being divided into smaller units. The Blockchain’s transparent, im-
mutable record further guarantees that ownership history, or provenance, remains
secure and publicly accessible. Additionally, the programmability of NFTs enables
complex interactions and autonomous actions via smart contracts, such as auto-
mated royalties or conditional transfers, greatly expanding their potential uses.

In the agri-food sector, NFTs support transparency and product verification
throughout the supply chain. For premium products, NFTs offer a tool for verifying
authenticity, such as by certifying the organic or geographical origins of items like
wine or specialty foods. NFTs can document each stage in the production and distri-
bution processes, protecting against counterfeiting and giving consumers a reliable
source of information. For example, by associating individual products or batches
with unique NFTs, producers and retailers can ensure that quality standards are
met and visible to buyers. NFTs are also being explored in supply chain tracking,
enabling stakeholders to follow the journey of high-value items with precision. For
instance, agricultural products like specialty grains or produce can be tracked from
the farm to the consumer, with relevant data—such as harvest dates or storage
conditions—stored immutably. Integrating IoT devices with Blockchain-based sys-
tems allows for real-time monitoring, further enhancing traceability through live
status updates. NFTs have applications beyond products as well, such as in land
management, where they can represent ownership records, leases, or rights, helping
stakeholders manage resources and ownership in a digitally secure format.
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However, despite these benefits, NFTs in agri-food face both technical and prac-
tical challenges. Integrating NFT systems with traditional supply chain operations
can be complex, and achieving Blockchain scalability to support high transaction
volumes remains a significant issue. Further, data standardization across different
supply chains is required to ensure consistent record-keeping, yet it is challenging
in a sector as diverse as agri-food. Additionally, implementing NFT-based solutions
can be costly, and widespread adoption requires substantial training and regulatory
support. Consequently, while NFTs offer innovative solutions for transparency and
efficiency, their adoption in agri-food will depend on overcoming these technical
and institutional barriers [48].

2.9 Common Blockchains

As Blockchain technology matures, a variety of platforms have emerged, each op-
timized for specific use cases and technical characteristics. This section explores
three widely utilized Blockchain platforms — Ethereum, Hyperledger Fabric, and
IOTA — highlighting their distinct features, architectures, and applications.

2.9.1 Ethereum

Ethereum, launched in 2015, is a decentralized, open-source Blockchain platform
designed to support smart contracts and decentralized applications. Unlike Bitcoin,
which primarily serves as a digital currency, Ethereum’s Turing-complete virtual
machine, known as the Ethereum Virtual Machine (EVM), enables developers to
deploy self-executing code directly on the Blockchain. This capability has made
Ethereum the most widely adopted platform for applications requiring complex
logic and automated interactions [24].

Ethereum’s consensus mechanism initially operated on PoW, similar to Bitcoin,
but transitioned to PoS through the Ethereum 2.0 upgrade in September 15th, 2022.
Ethereum has become a foundation for various decentralized finance applications,
NFT marketplaces, and more. The architecture of an Ethereum block is shown in
Fig. 2.4.

2.9.2 Hyperledger Fabric

Hyperledger Fabric is an enterprise-focused Blockchain platform developed un-
der the Linux Foundation’s Hyperledger project. Unlike public Blockchains like
Ethereum, Hyperledger Fabric is a permissioned Blockchain, which restricts access
to a defined network of participants. This permissioned approach is particularly
suitable for businesses and consortiums where privacy and control over data shar-
ing are critical. Hyperledger Fabric’s modular architecture allows organizations to
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tailor the platform’s components, such as consensus mechanisms and data storage,
to meet their unique requirements [25].
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Figure 2.4: Ethereum block architecture

One of the key features of Hyperledger Fabric is its use of "channels," which cre-
ate private, isolated ledgers between specific participants in the network, ensuring
that only authorized members can view certain transactions. Additionally, Hyper-
ledger Fabric does not rely on a single consensus protocol but supports pluggable
consensus, enabling users to choose mechanisms based on their needs. Its architec-
ture allows for performance optimization in complex business processes, making it
popular in sectors such as supply chain management, finance, and healthcare. It is
composed of:

• Endorsing Peers: These specialized peers validate and endorse transaction
proposals. After receiving proposals, they simulate transactions by executing
the requested chaincode to generate a read-write set without committing it.
Following simulation, they validate results against business logic and endorse-
ment policies, adding their digital signatures to approve transactions.

• Proposer: The proposer is the entity that starts a transaction. It constructs
transaction proposals, sending them to endorsing peers for validation. Once
endorsements are received, it assembles them to prepare the transaction for
ordering.

• Ordering Service: This service is essential for sequencing transactions con-
sistently. After collecting endorsed proposals, it organizes them into blocks
and reaches a consensus on the transaction order. Once ordered, blocks are
distributed to all peers to maintain consistent ledger states.
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• Validators: Validators are responsible for reviewing the blocks received from
the ordering service. They verify endorsements on each transaction and check
that blocks comply with network policies and structure. Only transactions
that meet all criteria are committed to the ledger.

• Committers: Committers finalize the transaction process. After receiving
blocks from the ordering service, they perform a final validation on each trans-
action. Once approved, they commit the transaction to the ledger, marking
the transaction as complete across the network.

• Certificate Authority (CA): The CA manages digital identities, ensuring only
authorized participants interact on the network. It issues certificates, enabling
identity verification and secure communication. It also provides tools for
administrators to manage certificate renewals, revocations, and other identity
maintenance tasks.

2.9.3 IOTA

IOTA represents a departure from traditional Blockchain structures by utilizing a
Tangle, a Directed Acyclic Graph data structure. Designed specifically for the In-
ternet of Things, IOTA’s architecture eliminates the need for miners by having each
new transaction confirm two previous transactions, creating a web of interlinked
transactions rather than a linear chain. This unique setup theoretically enables
IOTA to achieve higher transaction throughput as network activity increases, mak-
ing it suitable for IoT applications where scalability and microtransactions are crit-
ical [49]. IOTA’s architecture offers advantages in terms of scalability and energy
efficiency, as it does not rely on energy-intensive mining processes.
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Chapter 3

Research methodology

Research methodology encompasses the systematic approaches employed to solve
a research problem, ensuring the collection, analysis, and interpretation of data
is structured and reliable. In this study, two main methodologies were followed:
a Systematic Literature Review (SLR) and a Design and Development Research
Methodology, each suited to the respective phases of the research on Blockchain
technology applied to agri-food traceability.

Research methodologies can broadly be classified into several types based on
the nature and objectives of the research. These include:

• Qualitative Research
This approach focuses on understanding complex phenomena through non-
numerical data, such as interviews, observations, and textual analysis. It is
particularly suited for exploring the depth of a subject, though less focused
on generalizability.

• Quantitative Research
Based on numerical data, this methodology is often used to quantify variables
and assess statistical relationships. It allows for generalization from sample
data to broader populations.

• Mixed Methods
Combining both qualitative and quantitative research, this approach offers a
comprehensive perspective, allowing researchers to explore both the breadth
and depth of a topic.

• Empirical Research
This methodology relies on direct or indirect observation and experience, of-
ten involving experiments or field studies to test hypotheses.
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• Systematic Research
SLR is a structured methodology aimed at identifying, analyzing, and syn-
thesizing all available research on a specific topic, ensuring that the study is
based on existing evidence.

• Design and Development Research
This methodology is focused on creating and evaluating artifacts (such as
models, platforms, or frameworks) that solve specific real-world problems,
often through iterative design and testing.

In this research, two specific methodologies were employed:

• Systematic Literature Review (SLR)
To thoroughly explore the current state of Blockchain technology in the agri-
food traceability sector, an SLR was conducted. This method provided a
comprehensive understanding of the challenges, opportunities, and existing
solutions in the domain, guiding the subsequent design phase of the research.

• Design and Development Methodology
Following the SLR findings, a real-world platform was designed and developed
to address the practical needs of producers and consumers in the agri-food
supply chain. This methodology involved iterative prototyping, implemen-
tation, and evaluation to ensure the platform’s effectiveness in enhancing
transparency and trust within the supply chain.

These methodologies ensure a balanced approach, combining theoretical analysis
with practical implementation to address the research objectives.

3.1 Systematic Literature Review
The approach follows the guidelines of a systematic mapping process proposed
in [50] and the Preferred Reporting Items for Systematic Review and Meta-Analysis
(PRISMA) guidelines. The authors outline a five-step workflow, as illustrated in
Fig. 3.1: Definition of Research Questions (RQs), Primary Studies Search, Papers
Screening, Keywording of Abstracts, and Data Extraction and Mapping of Studies.

• Definition of Research Questions (RQs)
RQs define the goals of a study and the outcomes desired from the research.

• Primary Studies Search
The objective of the second step is to define a search string to gather papers
from online databases. This string can be composed using the Population,
Intervention, Comparison, and Outcome (PICO) method [51].
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• Papers Screening
Gathered papers are filtered through Inclusion and Exclusion Criteria, which
include domain affinity, acceptance for publication in a conference, journal,
or book, and the main language of the paper, among others.

• Keywording of Abstracts
Each paper abstract is categorized using keywords that lead to a classification
schema. This schema is useful for better understanding a set of categories that
represent the underlying population.

• Data Extraction and Mapping of Studies
In the final step, actual data extraction occurs. Here, the provided RQs are
answered, and useful insights regarding the topic of interest are identified.
Graphics and tables can be employed to highlight trends within the analyzed
papers more effectively.

Step

Goal

Definition of 

Research Questions

Definition of the 
review scope

Primary studies 

search

All papers gathered

Papers

screening

Extraction of 

relevant papers

Keywording of

abstracts

Classification

scheme

Data extraction and 
mapping of studies

Completed work

Figure 3.1: Systematic Mapping process

3.2 Design and Development

The second phase of this research focused on the design and development of innova-
tive Blockchain-based architectures that aim to improve both consumer perception
and producer transparency in agri-food traceability. This phase adhered to Software
Engineering best practices to ensure that the developed platforms were scalable,
secure, and user-friendly.

3.2.1 Architectural Modeling

To address the challenges identified during the SLR, several novel architectures
were modeled, each focusing on different aspects of agri-food traceability:
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• Consumer Perception Enhancement
A consumer-facing platform was designed to provide transparency regarding
the provenance, handling, and quality of food products. This architecture
relied on a public Blockchain to ensure that the information was immutable
and verifiable, enhancing consumer trust. Through the use of smart contracts,
key milestones in the supply chain were automatically validated, providing
real-time updates to consumers.

• Producer Transparency Improvement
For producers, a private Blockchain-based architecture was developed to en-
able secure, transparent tracking of goods along the supply chain. This sys-
tem allowed producers to monitor and document every step of the production
process, ensuring accountability and compliance with regulatory standards.
Some considerations on reward-based mechanisms to incentivize honest be-
havior and the timely sharing of information were also made.

Both architectures were designed using modular and scalable components to
ensure ease of integration with existing systems, and to allow for future expansion
as technologies evolve. The implementation phase followed a structured approach
based on Software Engineering guidelines, including:

• Requirement Analysis
The functional and non-functional requirements of both consumers and pro-
ducers were gathered through a combination of interviews, surveys, and anal-
ysis of existing agri-food traceability systems. Key requirements included
high availability, data security, and ease of use.

• Platform Modeling
Various modeling techniques were used to depict the system architecture,
data flow, and interactions between components. Unified Modeling Lan-
guage (UML) diagrams, such as class diagrams and sequence diagrams, helped
visualize relationships and behaviors within the platform. This ensured a
clear blueprint for the development phase, outlining how modules interact,
how data moves across the system, and how users interface with core func-
tionalities.

• Modular Design
A modular architecture was chosen to allow for flexibility and scalability. This
enabled the system to integrate with various complementary technologies,
such as Internet of Things (IoT) devices for real-time data collection and
different databases for handling large datasets.
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• Prototyping and Iteration
A prototype of the platform was developed and iteratively refined based on
feedback from potential users. This iterative approach ensured that the final
implementation was both functional and user-centric.

• Testing and Evaluation
Rigorous testing was conducted to assess the platform’s performance under
different conditions, including stress testing to evaluate its scalability and
security testing to ensure the integrity and confidentiality of data. Feedback
from industry stakeholders was also incorporated to validate the platform’s
applicability in real-world scenarios.

An Agile development methodology was followed, allowing for continuous feed-
back and iterative improvements to the platform. This approach facilitated the
integration of new features based on user feedback during the development process.

The design and development of these innovative Blockchain architectures pro-
vide a practical solution to the challenges of traceability, transparency, and trust
within the agri-food sector. By adhering to Software Engineering guidelines, the
platforms ensure scalability, security, and usability, offering an effective tool for
both consumers and producers in managing agri-food supply chains.
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State of the Art analysis

In the agri-food domain, Blockchain can modernize the way food is traced through-
out the Supply Chain: by using this technology, each step of the food Supply Chain,
from production to consumption, can be tracked and recorded to be trustable from
the consumer point of view [52]. This allows for a more efficient food control and
safety: producers can improve their visibility too.

Furthermore, Blockchain technology can also be used to create digital identi-
ties for food products, including information such as origin, production method,
and certifications. This would allow consumers to make more informed decisions
about the food they purchase and also allows for better tracking of sustainability
and ethical production methods. Overall, Blockchain technology has the potential
to significantly improve the transparency and the security of the agri-food supply
chain, and to increase consumer trust in the food system.

Therefore, a comprehensive evaluation of Blockchain-based traceability systems
is lacking in the literature, both in terms of technical implementation and advan-
tages and disadvantages. To that end, this chapter presents a literature review
to identify and assess the level of maturity in the use of Blockchain technology
to improve agri-food. Six Research Questions (RQs) are proposed, that aim to ex-
plore the role of Blockchain technology in supporting agri-food Supply Chains, both
from the consumers and stakeholders point of views. The analysis is based on 183
main papers, after a process of data gathering and filtering through the PRISMA
workflow [50]. An analysis of industries involvement in the process of adopting
a distributed architecture together with some security aspects is conducted, with
some considerations on open challenges and future research directions. Section 4.1
describes some related work, Section 4.2 describes the adopted research methodol-
ogy, and Section 4.3 analyzes results. Section 4.4 draws conclusions and lists open
challenges in the analyzed topic.
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4.1 Related work

Several literature reviews have explored the use of Blockchain in supply chain man-
agement. Zhao et al. present a review of studies on Blockchain applications in sup-
ply chains up to 2019, dividing the research into four primary categories: manufac-
turing, sustainable water management, traceability, and information security [53].

Niknejad et al. focus on the integration of Blockchain with smart agriculture,
specifically addressing traceability and IoT sensors, expanding the scope beyond
previous literature to explore Blockchain’s role in agri-food systems [54]. The
study aims to examine the involvement of various industries and assess whether
the benefits of decentralized applications surpass their limitations.

Bhat et al. provide insights into the integration of Blockchain and IoT technolo-
gies within supply chain management, highlighting advantages such as food trace-
ability, composition monitoring, and security enhancements throughout the supply
chain [55]. The paper also addresses key cybersecurity challenges in Blockchain-
based supply chains, particularly regarding consumer trust and IoT device vulner-
abilities.

Dasaklis et al. conduct a systematic literature review on Blockchain-based sup-
ply chain traceability solutions, emphasizing the limited discussion of practical
solutions, especially in terms of cost and implementation feasibility in the reviewed
literature [56].

Bhatiadigitalization [57] offers a taxonomy and content analysis of Blockchain-
based frameworks and adoption models for various stakeholders, while Agnusdei et
al. focus on sustainable agri-food supply chains with less emphasis on Blockchain-
specific issues [58].

Additional studies analyze the benefits of Blockchain in agri-food traceability,
including counterfeiting prevention, decentralized organization, enhanced quality
control, and product traceability [59], [60]. These works also explore practical
use cases and security considerations. Other studies investigate the adoption of
Blockchain technology across different countries and its applications in traceability,
information systems, and agriculture, noting that Blockchain remains in its early
stages of development [61], [62].

Agarwal et al. explore the adoption of Blockchain in supply chain management
through a SWOT analysis, identifying key opportunities such as reducing anti-
counterfeiting risks, enhancing trust, and gaining competitive advantage. The study
also highlights challenges such as the lack of industry standards and interoperability
issues [63].

This review diverges from the aforementioned studies by addressing not only
product traceability within the supply chain but also the impact of Blockchain on
agri-food, security concerns, and the application of technologies beyond Blockchain
and IoT. Furthermore, the review considers the role of industries in adopting this
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new paradigm, along with an analysis of its advantages and limitations. A com-
parison of these reviews is provided in Table 4.1.

Table 4.1: Comparison between the related work and the present review

Reference Blockchain
based

IoT and
other technologies

Industries
involvement

Security
aspects

[53] Yes Yes No Privacy
[54] Yes No Yes No relevance
[55] Yes Yes No relevance Infrastructure
[56] Yes No Use cases No relevance
[57] Yes Yes No relevance No relevance
[58] Less importance No Yes Infrastructure
[59] Yes No Use cases Superficial
[60] Yes No Yes Infrastructure
[61] Yes Superficial No Infrastructure
[62] Yes No Yes Infrastructure and Privacy
[63] Yes No Yes Privacy

This review Yes Yes Yes with in-depth analysis Infrastructure and Privacy

4.2 Research Methodology - Literature Review

This research adopts the guidelines for conducting a Systematic Literature Review
as outlined by Kitchenham et al. [64], focusing on relevant literature published be-
tween 2016 and 2022. The review assists in identifying and mapping areas related
to Blockchain technology in the agri-food sector, as well as uncovering potential re-
search gaps. The process for identifying relevant studies is illustrated in Figure 4.1.

4.2.1 Definition of Research Questions

The objective of this study is twofold: (a) to identify the state of the art in
Blockchain technology and the smart agri-food domain, and (b) to provide a foun-
dation for highlighting gaps, trends, and future research directions in this field. To
achieve these goals, the following Research Questions (RQs) are formulated:

• RQ1: What are the Blockchain trends in the agri-food sector from
2016 to 2022?
This question aims to examine publication patterns, including the year, mode,
and type, in order to understand the progression of the field.

• RQ2: What research themes have been addressed in studies on
Blockchain technology and agriculture?
This question seeks to identify key areas of study in the field and their con-
tributions to the scientific community.
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Figure 4.1: PRISMA search methodology
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• RQ3: What solutions can Blockchain provide to address stakeholder
challenges across the agri-food chain?
This question aims to explore the benefits of Blockchain in agri-food trace-
ability on a large scale, with a particular focus on industry involvement.

• RQ4: What information can stakeholders receive and integrate us-
ing Blockchain?
This question aims to identify the types of product and technology informa-
tion available for consumers and producers in product traceability.

• RQ5: What are the current research gaps between the benefits of
Blockchain technology and its limitations?
This question aims to identify research gaps and trends, as well as examine
existing open challenges.

• RQ6: How is security addressed, and at what level?
This question aims to assess the level of security provided, both in terms of
implementation and infrastructure.

4.2.2 Paper Selection Strategy

Relevant databases were consulted to ensure that the information included in the
review is comprehensive. A Population, Intervention, Comparison, and Outcome
(PICO) framework was used to guide the search for keywords, categorized into two
main groups:

• Population-related term: “agri-food”.

• Intervention-related terms: “Blockchain” and “traceability”.

The search string was constructed using binary logic:
“blockchain AND traceability AND (agri OR food OR agrifood)”.
This query returned 645 results from databases including ACM, IEEEXplore,

ScienceDirect, Scopus, Springer, and Wiley, which was deemed sufficient for the
scope of the investigation.

4.2.3 Inclusion and Exclusion Criteria

Once studies containing the search string’s keywords in their metadata (title, ab-
stract, keywords) were identified, irrelevant studies were filtered out (i.e., stud-
ies that only superficially addressed the topic despite containing the relevant key-
words). To enhance the reliability of the included studies, the following inclusion
and exclusion criteria were applied:
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Inclusion criteria:

• Studies published up to 2022.

• Studies written in English.

• Studies accepted for publication in conferences or journals.

• Studies focused on traceability in the agri-food supply chain.

• Studies that emphasize Blockchain methods and solutions.

Exclusion criteria:

• Studies with incomplete texts.

• Secondary or tertiary studies (e.g., surveys).

• Studies where Blockchain is not the primary focus, but used as an example.

After applying the screening procedure, 183 studies were included in the anal-
ysis1. The extracted data was classified to answer the formulated Research Ques-
tions. The data extraction form is shown in Table 4.2.

Table 4.2: Research questions and their corresponding value
Data Value RQ

Publication year 2016 to 2022 RQ1
Search type Method of analysis RQ1
Research area Type of study RQ2
Focus Software or knowledge-based RQ2
Solution target Approach to problem-solving RQ3
Industry involvement Involvement of industries RQ3
Product information Product aspects covered RQ4
Other technologies Use of additional technologies RQ4
Benefit-boundary gap Comparison of benefits and limitations RQ5
Security focus Level of security analysis RQ6

1A replication package is available at https://politecnicobari-my.sharepoint.com/:f:
/g/personal/marco_fiore_poliba_it/Eimw3a8vD5lHsBgD39p-xEABYpmVV--Pe7WgpeQeN9evMQ?
e=pe2ZyM
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4.3 Results and discussion

This section presents the results of the literature review to answer the six Research
Questions proposed above.

4.3.1 RQ1: What are the Blockchain trend issues in the agri-
food sector from 2016 to 2022?

The analysis of Figure 4.2 shows an increasing number of papers during the years.
Studies on the topic of Blockchain applied to agri-food increased over time and are
expected to constantly grow. There is a slight decrease between 2020 and 2021,
which can be attributed to the pandemic situation that shifted research perspec-
tives. Practical approaches began to spread in 2022, emphasizing the importance
of finding new ways to meet the increasing food demand due to the growing world
population [65].
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Figure 4.3: Distribution by search type

Figure 4.3 distinguishes between different search types: 43.8% of the analyzed
papers are proposals, offering innovative solutions with systems that are not fully
validated or implemented. Implementations cover 8.2% of the analyzed papers,
indicating that producers are hesitant to adopt Blockchain systems, largely due to
its immaturity. Other categories include 14.1% evaluative opinions, 17.8% valida-
tion research, and 10.8% experiments, reflecting the ongoing nature of practical
evaluations. Ethical and philosophical discussions account for 4.9%, highlighting
Blockchain as not just a technological innovation but also a transformative way of
thinking.
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4.3.2 RQ2: What research themes have been addressed in
previous studies on Blockchain technology and agricul-
ture?

Figure 4.4 presents the different research areas covered: 75 papers focus on tech-
nology, 38 on architecture, and 23 on performance. Since Blockchain is still a
developing technology, researchers continue to explore new approaches to enhance
its performance. Other areas include reliability (17 papers), business analysis (14),
quality (8), bibliometrics (5), and philosophy (3), with transparency and data im-
mutability recognized as crucial aspects for the adoption of Blockchain.

Figure 4.5 shows the distribution between software-based and knowledge-based
publications. The two categories are nearly balanced, with 89 software-based and
94 knowledge-based papers, indicating that research into Blockchain’s architectural
network and algorithms is progressing alongside software development and techno-
logical advancements.

Blockchain traceability solutions are being explored by companies and real-
world scenarios, but as noted in [56], delivering commercial value is challenging
due to factors such as Blockchain’s infancy, the diffusion of advanced traceability
technologies, scalability issues, and the gap between platform research and real-
world testing.
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4.3.3 RQ3: What solutions may Blockchain build to simplify
the problems of stakeholders across the full agri-food
chain?

Figure 4.6 shows that 62.3% of the proposed papers focus on product identification
at various stages of the Supply Chain, system implementation, and traceability
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aspects. Blockchain can identify products, track them through production and
distribution, and manage the Supply Chain to ensure transparency and trust. In-
teroperability is a less-explored topic, with only 6% of papers addressing it, as
integrating Blockchain into existing systems often requires significant architectural
changes.

As shown in Figure 4.7, 138 papers reported no industry involvement. This
lack of industry engagement is a key factor in the slow adoption of Blockchain
as a traceability tool in agri-food. The success of Blockchain solutions requires
the proactive participation of industries, which should lead the adoption of these
technologies to improve product quality and supply chain efficiency.
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4.3.4 RQ4: What kind of information could stakeholders re-
ceive and integrate using Blockchain?

The analysis of Figure 4.8 reveals that traceability information in the agri-food
sector is largely focused on product origin, such as transport, storage, place of
production, and processing. This information helps optimize logistical aspects.
Quality-related papers focus on certifications like Hazard Analysis and Critical
Control Points (HACCP), which help reduce counterfeiting and ensure the safety
of products and production lines.

Figure 4.9 shows a growing use of IoT devices alongside Blockchain technology.
IoT sensors are primarily employed for tracking environmental conditions like hu-
midity and temperature during transportation and storage. Edge computing and
data mining techniques are also increasingly used to optimize and secure interac-
tions with consumers.
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4.3.5 RQ5: What are the present research gaps between the
benefits of Blockchain technology and its limitations?

The literature highlights several benefits of Blockchain for the Supply Chain, such
as the ability to trace products from cultivation to retail, identify defective batches
quickly, and streamline information collection and storage [66]. However, several
research gaps and limitations persist, including:

• Difficulty in scaling Blockchain for larger systems.

• Lack of industry-wide adoption due to the perceived risk and cost.

• Limited tools for developers to understand and implement Blockchain solu-
tions.

• Insufficient integration with existing Supply Chain technologies.

• Initial financial investments required for adoption.

As noted in [67], stakeholders’ willingness to adopt new technology is subjective
and may slow down the transition to Blockchain-based systems. The lack of sim-
ple, user-friendly tools for implementing Blockchain also widens the gap between
established businesses and start-ups, as the latter are often more agile in adopting
Industry 4.0 technologies [68].

4.3.6 RQ6: Is the matter of security addressed, and if so, at
what level?

As shown in Figure 4.10, security is a key concern in Blockchain research. 94 of
the 185 papers address security, either in terms of infrastructure or traceability.
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Blockchain’s distributed architecture offers enhanced security and fraud prevention
for Supply Chains. The use of IoT devices further bolsters security by ensuring
real-time data collection and tamper-resistant records.
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4.4 Open challenges

This review evaluates the application of Blockchain technology to agri-food trace-
ability, analyzing 183 out of an initial 645 references. These studies collectively
form a robust foundation for assessing the state of the art in this field, highlighting
both the technological advancements and the challenges that lie ahead.

From the analysis, it is evident that interest in Blockchain for agri-food sup-
ply chains began to gain momentum around 2018, with a shift in research focus
from theoretical proposals to validations and practical implementations. Blockchain
technology has been identified as a critical tool for enhancing transparency, trust,
and traceability across supply chains. While more than half of the studies focus on
the technological aspects of Blockchain, 60% of the reviewed literature emphasizes
its potential to improve traceability in agri-food sectors.

However, despite these promising findings, the slow adoption of Blockchain in
industrial applications highlights significant gaps, particularly in terms of industry
involvement. The COVID-19 pandemic may have further delayed the technology’s
promotion and adoption. Nevertheless, the use of Blockchain in agri-food sup-
ply chains presents numerous benefits. These include enhanced brand identity,
improved sales for companies, and greater transparency for consumers, who can
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verify the quality and origin of their products through QR codes and other means.

Several open challenges must be addressed to accelerate the widespread adoption
of Blockchain in the agri-food sector. These challenges highlight the areas where
future research and development efforts should be concentrated:

1. Stakeholder Training and Awareness: A lack of training for industries
and stakeholders remains one of the major hurdles. Researchers should de-
velop new approaches to educate stakeholders about Blockchain’s character-
istics and its applicability to agri-food supply chains. Practical training pro-
grams and guidelines are essential to ensure that stakeholders can grasp the
technology’s advantages and successfully implement it.

2. Integration with Emerging Technologies: To overcome the limitations
of current Blockchain platforms, such as bandwidth and throughput con-
straints, future research should focus on the integration of Blockchain with
complementary technologies like Big Data, Edge Computing, and IoT. These
technologies can provide the scalability and reliability required for large-scale
adoption, while also addressing the challenges of data management and sys-
tem performance in distributed environments.

3. Supporting Tools for Developers: The absence of robust developer tools
is another barrier to Blockchain adoption. There is a need for user-friendly
tools and frameworks that can help developers differentiate between available
Blockchain platforms and choose the most suitable one for their specific use
cases. Such tools should provide guidance on technical compatibility, scal-
ability, and cost-effectiveness, making it easier for developers to build and
implement Blockchain-based solutions.

4. Scalability and Standardization: One of the key technical challenges that
future research must address is the scalability of Blockchain systems, par-
ticularly for large and complex supply chains. In addition, interoperability
between Blockchain platforms and existing systems remains a critical area for
exploration. A standardized regulatory framework is crucial for fostering the
adoption of Blockchain in agri-food supply chains.

5. Incentivizing Industry Involvement: Finally, future research should ex-
plore strategies to incentivize greater industry participation. Blockchain adop-
tion can be driven by demonstrating tangible benefits to key stakeholders, in-
cluding cost savings, improved operational efficiency, and enhanced consumer
trust.

By addressing these open challenges, Blockchain technology can realize its full
potential as a transformative tool for agri-food traceability, offering enhanced trans-
parency, accountability, and efficiency across the global supply chain.
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Blockchain for Agri-food Traceability

The inner characteristics of Blockchain technology allow systems to be transparent
and trustable. Traceability is easily achievable due to the immutability of data
stored in a Blockchain. Traceability refers to the ability to reproduce the history of
products from production to distribution [69]. By ensuring traceability, it becomes
possible to identify the responsibilities of each actor involved in a supply chain,
thereby fostering consumer trust in terms of food quality and safety. However,
given the length and complexity of many supply chains, tracking products from
raw materials to end consumers can be costly [70]. Consequently, a scalable and
efficient system is required, which must also be reliable to maintain consumer trust
[71]. Blockchain technology addresses these challenges with its intrinsic properties:
(i) it is a distributed system, eliminating dependence on a single server that could
be a point of failure, (ii) it offers data immutability, making it straightforward to
track information and resistant to tampering, and (iii) it can be deployed as either
a public or private ledger [72] [73], allowing it to adapt to specific use cases while
still ensuring transparency and fraud prevention.

A common architecture that summarizes various approaches to agri-food trace-
ability using Blockchain technology is illustrated in Figure 5.1. Most proposed
architectures involve two key actors: the end consumer and the producer, which
can be further extended to include the farmer, distributor, and retailer. Each actor
functions as a node within the distributed system. The end consumer can access all
immutable traceability information via their device, typically through a QR code
or RFID tag [74]. The producer, in turn, inputs new data, which is managed by
predefined smart contracts. These smart contracts are responsible for ensuring the
accuracy of the data being added to the Blockchain. Additionally, data may be
sourced from IoT sensors following a data-gathering process facilitated by a central
unit. All transactions are recorded on the Blockchain and can subsequently be
uploaded to the InterPlanetary File System (IPFS) [75].
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Figure 5.1: An architecture incorporating components presented in different works

This chapter explores the development of new platforms, based on the Software
Engineering guidelines (e.g., requirements definition, UML diagrams, agile devel-
opment), to connect producers and consumers in a Blockchain-based environment.
An analysis of transparency and accountability enhancement is proposed in Sec-
tion 5.1, while consumers perception of Blockchain-based platforms is described in
Section 5.2.

5.1 Transparency and Accountability enhancement
Traceability is a handy tool for consumers seeking as much information as possible
about a certain product. Businesses, on the other hand, consider traceability as
a strategic marketing tool since it allows them to guarantee the quality of their
products to clients in a transparent manner. The capacity to quickly obtain all
information on an agri-food product is crucial for customer trust. Products’ in-
formation can include where they were created, where they came from, how they
arrived at the shelter, and so on. Transparency and accountability can be enhanced
by using Blockchain technology: this is the main goal of the Tracecoop project. The
aim of the proposed project is to apply the Blockchain system to the agri-food sec-
tor, with the ultimate goal of creating a platform for products traceability. The
platform is based on the use of appropriate devices (smartphones, tablets, etc.)
and must allow the general user (consumer, producer, etc.), at any time, to verify
the origin and the product information, as well as the chemical-physical characteris-
tics, the organoleptic properties of the product, and the varietal origin. It must also
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guarantee to control and monitor the agri-food chain of the product itself thanks
to the possibility of accessing information relating to the production phases, from
sowing to sale, including all stages of any transformation. Specifically, the project
proposal intends to experiment with the integration of Blockchain technology and
therefore the real-time traceability of the information recorded on the history of the
product, in order to guarantee the various stakeholders, from the agronomist to the
final consumer, the certification of product safety to prevent scams and malicious
events. The architecture of the system proposed in the project is shown in Fig. 5.2.
It is composed of four main components: the front-end application for both the
consumer and the producer, the private Blockchain for sensors, and the back-end
application.
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Figure 5.2: Architecture of the proposed system

• Front-end for the consumer. The front-end component is a web-based ap-
plication. This app allows the consumer to scan a QR code placed on the
product’s label to access the back-end and read information about the chosen
product. The main goal is to ensure that the information displayed on the
platform is secure and transparent.

• Front-end for the producer. The front-end component for the producer en-
ables various actors (i.e., the farmer, the distributor, the retailer) to add
information not collected by IoT sensors. This functionality allows producers
to establish a trust relationship with consumers: the more a consumer trusts
a producer, the more likely they are to purchase that producer’s products.
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• Private back-end. Data from IoT sensors are not directly inserted into the
main back-end; instead, they are gathered in a private local back-end respon-
sible for the collection and conversion of information into value. An edge
computing unit reads the information from the sensors and, after a defined
period, extracts valuable insights and uploads them to the main back-end.

• Back-end. This component is responsible for storing information about agri-
food products in a secure and immutable manner. Data stored in this com-
ponent are accessible (with read-only permission) to customers who scan the
QR code on the product’s label.

The proposed architecture is the result of evaluating several relevant issues:

• The system must be available 24/7, as it will be used at various times through-
out the day.

• Sensor data are constantly generated, so the system must support large vol-
umes of information.

• The system must be scalable and optimized for different types of products,
not just the test items.

• There should be the capability to add new functions without requiring down-
time for the platform.

To satisfy the requirements described above, a Blockchain-based architecture
was chosen. Blockchain technology makes the history of any digital asset unal-
terable and transparent through decentralization and cryptographic hashing. A
Blockchain is a distributed database shared among network nodes, storing infor-
mation electronically in digital representation. Blockchains are best known for their
critical role in cryptocurrency systems like Bitcoin, where they maintain a secure
and decentralized record of transactions. The innovation of Blockchain lies in its
ability to ensure the integrity and security of a data record, fostering trust without
the necessity for a trusted third party.

A typical scenario consists in a field composed by an agri-food product (i.e.,
pomegranates); IoT sensors gather both field and meteorological information and
upload them into Hyperledger Fabric. An edge computing unit is responsible of
converting this huge amunt of data into valuable information, then it uploads the
output of the processing to Ethereum using the available smart contract. Producers
also upload some information about that product (i.e., where it is distributed,
how it is transported from the field to the reseller). A consumer, looking at the
pomegranate in a supermarket, decides to know more about that product. He opens
the web-app and scans the QR code that he finds on the product label. He then
access all relevant information about that lot of pomegranates, knowing the amount

41



Blockchain for Agri-food Traceability

of spared water, what chemical products have been used during cultivation, and
when and where the product has been cultivated and transported. The scenario is
shown in a UML sequence diagram in Fig. 5.3.

IoT Sensor Producer Chaincode Hyperledger

Fabric Edge Unit Consumer Smart


contract Ethereum

loop
1: sendFieldData(value, “sensor”) 1.1: sendFieldData(value, “sensor”)

3: accessInfo(field)

3.1: info given [JSON]

3.1.2: sendValuableData()

4: readData(id)
4.1: readData(id)

3.1.2.1: sendValuableData()

3.1.1: convertData()

2.1: sendFieldData(value, “human”)

2: sendFieldData(value, “human”)

Figure 5.3: Sequence diagram showing a common scenario of the Tracecoop project

5.2 Consumers perception
Consumers side, the prject aims to understand if users tend to trust producers more
if Blockchain is used in a traceability platform. To do so, a choice experiment is
conducted, together with an econometric data analysis.

The econometric data analysis was conducted using Nlogit software (version
5.0)1, based on Lancaster utility theory. It was assumed that the consumer, by
choosing between two products, A or B, would select the one with greater util-
ity. Therefore, the choice of the product is influenced by its attributes and the
preferences that distinguish consumers.

The utility function is described by a deterministic component (V ), a function of
observable attributes, and a stochastic component (ϵ) that represents measurement
errors along with all unobservable attributes influencing the purchase choice. Thus,
the utility function is determined as follows:

Unj = Vnj + ϵnj (5.1)

where Vnj can be expressed by:

Vnj = β′xnj = α + β1x1n + β2x2n + ...+ βmxmn + ϵnj (5.2)

1https://www.limdep.com/products/nlogit/
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Here, xnj indicates the attribute x of the alternative j selected by individual n,
with the coefficients β′, whereby βn represents the weight of the preference for each
level of the attribute, while the coefficient α incorporates the heterogeneity of the
sample of consumers/respondents.

The estimation of Willingness-to-Pay (WTP) reflects how much extra consumers
were willing to pay as a price premium for a product based on Blockchain technology
with a specific characteristic. The following formula was used for this estimation:

WTPa = −
βa
βp

(5.3)

where WTPa is the willingness-to-pay for attribute a; βa and βp are the estimated
coefficients related to each attribute and price, respectively.

An online survey was conducted, lasting about four months (June - Septem-
ber 2022), which reached 327 valid respondents. Six attributes were considered,
with their levels of variation within the choice experiment (CE) approach assigned
as follows: (i) Attribute 1: BC technology and attached QR code (with 2 lev-
els: absent, present); (ii) Attribute 2: Information on environmental sustainability
(with 3 levels: absent, partial, complete); (iii) Attribute 3: Information on social
sustainability (with 3 levels: absent, partial, complete); (iv) Attribute 4: Informa-
tion on the quality and healthiness of the selected products (with 3 levels: absent,
partial, complete); (v) Attribute 5: Information on business innovation (with 3
levels: absent, partial, complete); (vi) Attribute 6: Price (with 4 levels: about half
of the average market price, average market price rounded, 2 times the average
market price, 3 times the average market price). Concerning the levels, “absent”
indicates that only the mandatory information is included on the label for con-
sumer access. The “partial level” indicates that the consumer is informed that the
agri-food product is sustainable, but no details are provided on the activities that
make it sustainable. The “complete level” indicates that the consumer is informed
that the agri-food product is sustainable, with detailed information available on
the activities that allow the product to be classified as environmentally friendly.

5.2.1 Econometrics Results and Discussion

The multinomial logit model (MNL) analysis revealed that all estimated attributes
were significant, and the alternative specific constant (ASC) for the opt-out option
was negative and significant, indicating overall acceptance of the products included
in the analysis. As expected, the price attribute had a negative coefficient, in-
dicating that consumers were negatively influenced by price increases. All other
attributes had positive and significant coefficients, indicating a positive influence
on purchase decisions. Table 5.1 shows these results.

Furthermore, the attributes showed slight differences, indicating that consumers
have varying preferences for different attributes. Overall, the highest WTP (€1.25)
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was for the "Quality and Healthiness" attribute. This was significantly higher than
the WTP for "Social Sustainability Information" (€0.59), "Environmental Sustain-
ability Information" (€0.35), and "Business Innovation" (€0.31). The presence of
Blockchain technology resulted in a WTP of €0.52 (Fig. 5.4). Results align with
findings from other studies that highlight the potential of Blockchain technology in
communicating credence attributes and empowering consumers [76].

Table 5.1: MNL coefficients estimate
Variable Coefficient Standard Error z Prob. |z|>Z* 95% Confidence Interval
Price -0.24196 *** 0.01293 -18.71 0 -0.26731 -0.21661
BC Technology 0.1265 ** 0.05425 2.33 0.0197 0.02018 0.23283
Environmental Sustainability 0.08398 *** 0.02233 3.76 0.0002 0.04021 0.12775
Social Sustainability 0.14191 *** 0.02115 6.71 0 0.10046 0.18336
Quality and Healthiness 0.30143 *** 0.02311 13.04 0 0.25613 0.34674
Business Innovation 0.07462 *** 0.01978 3.77 0.0002 0.03586 0.11338
ASC Opt-out -1.04329 *** 0.07546 -13.83 0 -1.19118 -0.8954
Note: ***, **, * ==> Significance at 1%, 5%, 10% level.
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Figure 5.4: WTP estimate for the attributes

This study has practical implications and seeks to support Apulian (southern
Italy) cooperatives or producers in implementing appropriate and efficient promo-
tional and marketing diversification strategies, as well as determining the premium
price of selected products. Additionally, it has public information implications in
terms of supporting and urging the implementation of information labels (like QR
codes) on product labels to influence consumption behavior and raise social aware-
ness. Consequently, another added-value purpose of the present paper is to enrich
the scientific literature on the choice modeling of sustainable agri-food consumers’
perceptions. Possible developments of the study include differentiating the results
for each product and segmenting the market using models that capture discontinu-
ities in people’s choices, such as latent class models.
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The implemented system reflects the proposed requirements, to the ease of use
for both producers and consumers, to the automatization of all aspects of the
analyzed supply chain. The econometric data analysis shows a great interest from
consumers in the traceability system. Moreover, this kind of research is relatively
new in the agri-food market and could be relevant for companies interested in
differentiating their products with this type of tracking, and, consequently, might
represent an incentive for consumers to seek more information about it.
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Chapter 6

Blockchain and Cryptography

The challenge of security and privacy has been analyzed in the context of Blockchain
technology, focusing on the implications of quantum computing and the develop-
ment of post-quantum cryptography. Quantum computing represents a transfor-
mative advancement in computational power, enabling the resolution of complex
mathematical problems far beyond the capabilities of classical computers. How-
ever, this capability also poses significant risks to cryptographic algorithms, includ-
ing those foundational to Blockchain platforms. The immutability and integrity
of Blockchain, which are critical for applications in sensitive domains such as the
agri-food sector, could be compromised without proactive measures.

To address these risks, this chapter examines the intersection of Blockchain and
quantum computing. Section 6.1 provides an introduction to quantum cryptogra-
phy, offering essential context for understanding the vulnerabilities of current cryp-
tographic systems. Section 6.2 presents a state-of-the-art analysis, identifying key
challenges and research gaps. Building on these insights, quantum-resistant solu-
tions are proposed, including quantum-safe encryption algorithms in Section 6.3 and
quantum-safe signatures in Section 6.4. Additionally, Section 6.5 explores secure
biometric key-pair generation as an innovative approach to enhancing Blockchain
security.

6.1 Quantum Computing

Quantum computing represents a significant paradigm shift from classical comput-
ing, leveraging the principles of quantum mechanics to solve complex computational
problems more efficiently. At its core, the qubit (quantum bit) serves as the fun-
damental unit of quantum information, analogous to the classical bit. However,
unlike classical bits, which can only exist in one of two discrete states (0 or 1),
qubits exhibit the property of superposition, allowing them to exist simultaneously
in a combination of both states.
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6.1.1 Qubits, Superposition, and Entanglement

Each quantum state can be expressed as a vector in a Hilbert space, denoted by the
Dirac notation |ψ⟩. A general qubit state can be represented as a linear combination
of the basis states |0⟩ and |1⟩, as follows:

|ψ⟩ = α|0⟩+ β|1⟩ {α, β ∈ C} (6.1)

where α and β are complex numbers representing the probability amplitudes of
the qubit being in the states |0⟩ and |1⟩, respectively. The normalization condition
|α|2+ |β|2 = 1 ensures that the probabilities sum to 1, highlighting the probabilistic
nature of quantum measurements. In superposition, a qubit can represent both 0
and 1 simultaneously, making quantum computers capable of parallelism that vastly
increases their computational power in specific applications.

Another important feature of qubits is entanglement, a phenomenon in which
two or more qubits become linked in such a way that the state of one qubit directly
influences the state of the other, regardless of the distance separating them. This
"spooky action at a distance," as described by Einstein, is a hallmark of quan-
tum mechanics and forms the foundation for advanced quantum algorithms and
protocols.

6.1.2 Quantum States Representation: The Bloch Sphere

The state of a qubit can be visually represented using the Bloch sphere, a geometric
model that maps quantum states to points on the surface of a sphere. The north
and south poles of the Bloch sphere correspond to the classical states |0⟩ and |1⟩,
respectively, while any point on the surface represents a possible superposition of
these states. A general qubit state in spherical coordinates is given by:

|ψ⟩ = cos

(
θ

2

)
|0⟩+ eiϕ sin

(
θ

2

)
|1⟩ (6.2)

Here, θ and ϕ define the position of the qubit on the Bloch sphere. Quantum
gates, which perform operations on qubits, can be viewed as rotations on the Bloch
sphere. This model helps to understand concepts such as decoherence, where the
quantum state moves toward the center of the sphere, indicating a loss of quantum
coherence.

6.1.3 Post-Quantum Cryptography

As quantum computing advances, concerns arise about its impact on cryptographic
systems. Classical cryptographic algorithms, particularly those based on the dif-
ficulty of factoring large integers or computing discrete logarithms, are vulnerable

47



Blockchain and Cryptography

to quantum attacks. Post-Quantum Cryptography (PQC) refers to cryptographic
algorithms designed to be secure against classical and quantum adversaries.

Shor’s and Grover’s algorithms are two quantum algorithms that directly chal-
lenge current cryptographic security. Shor’s algorithm allows quantum computers
to factorize large integers exponentially faster than classical algorithms, posing a
threat to widely used public-key cryptosystems such as RSA and ECC (Elliptic
Curve Cryptography). On the other hand, Grover’s algorithm offers a quadratic
speedup for unstructured search problems, undermining the security of symmetric
cryptographic systems by effectively halving the security strength of keys. Grover’s
quantum algorithm [77], formulated by Lov K. Grover in 1996, allows a search
within an unstructured, unordered database with a polynomial computational com-
plexity equal to:

O(
√
n) (6.3)

Basically, by receiving as input a cryptographic hash value (e.g., digital signa-
ture) and the cryptographic hash function with which it was generated, the Grover
algorithm can decrypt the data in a quadratically smaller number of attempts.
Consequently, this acceleration leads to halving the security level of several secu-
rity algorithms [78]. Table 6.1 shows a comparison between encryption algorithms
security levels, in bit.

Table 6.1: Comparative table of encryption algorithms security levels
Encryption algorithm Security level in bit (current) Security level in bit (post-quantum)

SHA-256 256 128
SHA-3 256 256 128
Keccak-256 256 128
Keccak-384 384 192
Keccak-512 512 256

RIPEMD 160 160 80
AES-128 128 64
AES-256 256 128

6.1.4 Applications to Blockchain Technology

Quantum computing’s potential to break classical cryptographic schemes extends
to Blockchain technology, which relies heavily on cryptographic primitives for its
security and integrity. A Blockchain system typically employs three cryptographic
components: i) key-pair generation for user authentication, ii) transaction signa-
tures for verifying the legitimacy of transactions, and iii) block hashes for linking
blocks securely within the chain.

Quantum attacks, particularly those leveraging Shor’s algorithm, could break
public-key cryptography, allowing attackers to derive private keys from public keys.
This compromises the integrity of transaction signatures (ii) and key-pair generation
(i). However, the threat to block hashes (iii) is less severe because an individual
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attacker could only manipulate their own local Blockchain, which would be rejected
by the consensus of other nodes in the network.

The development of quantum-safe Blockchain systems focuses on integrating
post-quantum cryptographic algorithms that resist quantum attacks. Quantum-
safe key-pair generation and signature schemes ensure the continued security and
reliability of Blockchain-based platforms in the quantum era, ensuring a smooth
transition as quantum technologies mature.

6.2 Related Work

The advent of quantum computing poses a significant threat to the security of
Blockchain systems. In response, several platforms are exploring post-quantum al-
gorithms to counteract this risk. Bitcoin Post-Quantum1 is an experimental exten-
sion of Bitcoin’s primary Blockchain, incorporating quantum-safe digital signatures.
This initiative aims to pave the way for the eventual implementation of quantum-
safe cryptographic methods in Bitcoin’s main network. Ethereum 3.02 intends to
integrate quantum-resistant features such as zk-STARKs (Zero-Knowledge Scal-
able Transparent ARguments of Knowledge). Zk-STARKs are highly secure cryp-
tographic proofs that leverage Zero Knowledge Proof principles to verify encrypted
data without disclosing the underlying information and are inherently resistant to
quantum computing, thus safeguarding its future security. Additionally, Abelian3, a
Blockchain consulting and development firm, suggests employing lattice-based post-
quantum cryptographic techniques to decrease operational costs. Finally, Corda4,
a scalable permissioned peer-to-peer distributed ledger platform, is investigating
post-quantum cryptographic methods such as SPHINCS.

In 2018, the authors in [79] introduced the concept of the post-quantum Blockchain
and developed a secure cryptocurrency protocol capable of withstanding quantum
computing threats. They employed the lattice basis delegation algorithm to derive
secret keys by picking a random value and used the preimage sampling algorithm
for message signing. The security of this approach is linked to solving the short
lattice integer solution problem. Concurrently, [80] suggested a potential approach
to addressing the quantum-era Blockchain challenge, demonstrated through an ex-
perimental implementation of a quantum-secure Blockchain platform incorporating
quantum key distribution. Their findings indicate that quantum-secure Blockchains
are both feasible and scalable for use in commercial and governmental settings.

1https://bitcoinpq.org/.
2https://ethereum.org/es/zero-knowledge-proofs/.
3https://abelian.tech/.
4https://corda.net/.
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In 2020, [81] conducted a study on the latest advancements in post-quantum
cryptosystems and examined their application within Blockchain technologies. They
also analyzed and compared the key features and performance of leading post-
quantum Blockchain systems with a particular focus on the most promising post-
quantum public-key encryption and digital signature schemes. Their findings high-
lighted the absence of post-quantum Blockchain algorithms that simultaneously of-
fer compact key sizes, brief signature/hash dimensions, and rapid execution. Later
that year, [82] pointed out that Blockchain does not significantly differ from other
secure platforms concerning resistance to quantum attacks. They also emphasized
the importance of planning a gradual transition by integrating existing initiatives
and solutions like Quantum Key Distribution and post-quantum cryptography, as
well as developing authentic quantum cryptographic mechanisms for encryption
and digital signatures.

In 2021, researchers [83] aimed to identify and address quantum threats within
Blockchain networks. They crafted and implemented a layer-two solution to protect
the exchange of data between Blockchain nodes over the internet and introduced a
secondary signature in transactions using post-quantum cryptographic keys. This
solution was applied on the LACChain Besu Blockchain network. Additionally, an-
other project5 involved deploying and setting up smart contracts for permissions on
a Blockchain safe from post-quantum threats. Specifically, they carried out the im-
plementation of a Falcon-5126 verification precompiled contract on the Hyperledger
Besu network, with nodes operating on the LACChain.

In the past year, [84] conducted an updated survey on post-quantum digital sig-
natures with unique advanced capabilities. Their research examined cryptographic
signatures essential for Blockchain activities, including account management, con-
sensus processes, enabling scriptless functionalities, and preserving privacy. Specif-
ically, their analysis concentrated on multi-/aggregate, threshold, adaptor, blind,
and ring signatures. Furthermore, the authors in [85] introduced a new method
for handling cryptographic components within smart-contract-based ledgers. They
utilized smart contracts directly on the ledger to manage these cryptographic pro-
tocols, allowing for rapid alteration of algorithms and parameters. The advantage
of this method is its facilitation of adaptable post-quantum-based Blockchain de-
signs. Generally, implementing new features or updates in a Blockchain can lead
to forks, potentially causing significant issues. By employing smart contracts for
Blockchain management, they can circumvent this problem, enabling the seamless
introduction of new protocols or discontinuation of outdated ones without affecting
existing data.

5https://github.com/lacchain/pq-permissioning-setup
6https://falcon-sign.info/.

50

https://github.com/lacchain/pq-permissioning-setup
https://falcon-sign.info/


Blockchain and Cryptography

6.3 Quantum safe algorithms in a Blockchain

Nowadays, computer security is based on the inability of processors to perform
certain calculations in an acceptable amount of time. This inability is exploited by
cryptographic functions that allow data to be encrypted with functions that cannot
be reversed.

The functions that ensure the difficult exploits for traditional computers regard
factoring integers into primes and solving a discrete logarithm, often implemented in
elliptic curve cryptography. With the advent of quantum computers, it is possible to
perform these calculations in reduced time through the Shor and Grover algorithms.

A survey has been conducted among NIST researchers regarding the likelihood
of the development of a quantum computer that is powerful enough to break the
RSA-2048 algorithm in just 24 hours, along with the presumed development time
of the algorithm[86].

To quantify on a temporal level the impact that quantum computing will have
in cryptography, it is possible to observe the inequality formulated by the deputy
director of the Institute for Quantum Computing at the University of Waterloo
Michele Mosca in 1999, known in the form:

D + T > Qc (6.4)

Where D presents the amount of time it takes for encryption to be considered secure,
T the time it takes for infrastructure to be adapted by quantum-safe solutions, and
Qc the time it takes for quantum processors to reach a scale where they can breach
existing encryption protocols.

From the standardization point of view, NIST launched a process in 2016 to
standardize post-quantum cryptography algorithms [87]. Between 2022 and 2024,
the standardization of the finalist algorithms is planned, proposing possible alter-
natives.

It is possible to group the candidate algorithms to be standardized as quantum-
resistant cryptographic algorithms by NIST into two categories, shown in Table
6.2.

The categories shown above are explained as follows [88].

• Hash-Based
Using a cryptographic hash function the input message is converted into a
sequence of bytes called “message digest”.

• Code-Based
Cryptosystem that inserts an error in the message to be transmitted and then
corrects it through a corrective encoding on reception.
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Table 6.2: Post-quantum cryptographic algorithms chosen by NIST in Round 3

Category Finalists Alternatives

Public key algorithms

Hash-based - -
Code-based Classic McEliece BIKE, HQC

Lattice-based CRYSTALS-KYBER, NTRU, SABER FrodoKEM, NTRU Prime
Isogeny-based - SIKE

MPKC - -

Digital signature algorithms

Hash-Based - Picnic, SPHINCS+
Code-Based - -

Lattice-Based CRYSTALS-DILITHIUM, FALCON -
Isogeny-Based - -

MPKC Rainbow GeMSS

• Lattice-Based
Cryptography is performed through computational proofs that require solving
problems using multidimensional algebraic constructs called "lattices".

• Isogeny-Based
The message is encrypted by establishing a secret key between the nodes
present in the communication channel. This encryption is based on the
pseudo-random crossing of a graph called “supersingular isogeny graph”.

• MPKC
Multivariate Public Key Cryptography is a public key cryptography based on
solving systems of polynomial equations.

As highlighted in the 2021 NIST survey results7, the problem still takes some
time, but preventive action is needed.

The basic idea is to create an architecture with a modular encryption algorithm
that connects with the same interface and that can change over time. In this way,
multiple encryption algorithms can coexist in the Blockchain; every block header
will contain a field indicating the algorithm used for the encryption, as shown in
Fig. 6.1. This allows the Blockchain to not discard or readapt all validated blocks
in order to switch to a quantum-safe algorithm, minimizing the left part of Mosca
inequality.

The Blockchain becomes versionable from the encryption algorithms’ point of
view and some smart contracts will be used to store and read the algorithm field,
to know the used encryption algorithm, in every block. The architecture proposed
in Fig. 6.2 shows how a Blockchain can evolve and switch from a quantum broken
chain (blocks #i-2 and #i-1) to a quantum safe one (blocks #i and #i + 1) without
the need to discard all quantum broken blocks. Instead, the version field helps to

7https://globalriskinstitute.org/publications/2021-quantum-threat-timeline-report
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manage different encryption algorithms and keep track of them, so the chain will
not split after the introduction of new algorithms. This minimizes, following the
Mosca inequality described in the chapter above, the time needed to adapt the
infrastructure to the new technology.

ParentHash

Difficulty

UncleHash

GasUsed

Root

GasLimit

TxHash

...

Bloom

SignAlg

Ethereum Block Header

Block Height: 151


Timestamp: 4 mins ago


Size: 3340 bytes


Hash: 0x14f11...2555


Parent Hash: 0xf47ba...35abd


StateRoot: 0xd5e04...147f6


Nonce: 0x003...7b3

Block Height: 152


Timestamp: 2 mins ago


Size: 10902 bytes


Hash: 0xa10b7...42568


Parent Hash: 0x14f11...12555


StateRoot: 0x832f4...9c053


Nonce: 0x38d...731

Block Height: 153


Timestamp: 17 secs ago


Size: 7308 bytes


Hash: 0xd895a...90031


Parent Hash: 0xa10b7...42568


StateRoot: 0x4c2e3...64142


Nonce: 0x260...159


SignAlg: 4

Figure 6.1: Ethereum block header with SignAlg field added

Figure 6.2: Proposed architecture overview

6.3.1 Workflow

The sequence diagram shown in Fig. 6.3a describes the operations required to add
a new block to the chain. The first smart contract, responsible for adding a node,
makes an add request to the BlockCryptoAlgorithmCheck smart contract, which
verifies whether the block should be added to the chain using a quantum-broken or
safe algorithm for the signature and optional data encryption. Then the first smart
contract calculates the block hash and adds that block to the chain.

The sequence diagram shown in Fig. 6.3b describes how to get block informa-
tion from the chain. The node makes a block request to the Blockchain using a
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smart contract, that is responsible for the decryption (if needed) of the contained
information using the correct algorithm. In this case, it gets the version field to
understand what algorithm should be used, then decrypts the block information
and gives them back to the node.

(a) Add a block. (b) Get a block.
Figure 6.3: UML sequence diagrams for (a) adding a new block to the chain, encrypting it
with a defined algorithm and (b) getting a block, decrypting it with the used encryption
algorithm.

The smart contract is based on an enum, called BlockCryptoAlgorithm, which
identifies if the encryption has been made through quantum-safe or not algorithms.
External contracts can use this simple contract to set the used encryption algo-
rithm using the first two functions; they can also get the actual algorithm of the
block using the getAlgorithm() view function, to understand how to decrypt the
information contained in that block or how to verify the block signature.
A practical implementation of this architecture is done in the Official Go imple-
mentation of the Ethereum protocol. The header has been extended with the
SignAlg field, an integer number that contains the information about the used en-
cryption algorithm (either a quantum-broken or quantum-safe one). The system
makes a request to update that field during the block creation process using the
smart contract described above, passing the corresponding number taken from the
BlockCryptoAlgorithm enum. The block header now contains the information on
the correct algorithm to use to decrypt it; the information can be used to access
those block transactions. Fig. 6.1 shows the implementation in a local Ethereum
network with three blocks: the first two blocks show the standard encryption, while
the third block presents the SignAlg field with value 4, indicating that a different
algorithm has been used. The smart contract will then convert the value 4 to the
correct algorithm (e.g.: QuantumSafe2 based on the proposed smart contract).
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6.3.2 Discussion

A modular likeness for the Blockchain technology permits users to have no con-
straints on specific algorithms, but they can let the system evolve over time adapt-
ing it to new signs of progress in research fields without the needing to discard old
changes and information already stored. For example, in classic Blockchains, the
architecture can be adopted for the transaction signature. All transactions made
after a defined timestamp will be signed using a quantum-safe algorithm, while old
transactions can still be verifiable using the old quantum-broken algorithm. The
architecture fits also the chains where data are encrypted and not visible to anyone
[89]: in this case, it is possible to correctly encrypt old and new data stored in
blocks thanks to the coexistence of multiple encryption algorithms.

This architecture allows the creator of a Blockchain to minimize the left part of
the Mosca inequality, letting NIST find all the possible encryption algorithms and
adapting his own infrastructure to them. Blocks that have already been validated
using older and quantum-broken algorithms will be kept alive in the chain without
the need to adapt or discard them.

This kind of adaptation carries some limits to the platform. Older blocks
will still be quantum-broken, so their stored information will not be part of the
quantum-safe switch, even if the entire chain will still be resistant to quantum at-
tacks. This can be seen as a physiological problem of the technology: what is done
and validated can be attacked in the future if it is not adapted to new technologies.

6.4 Quantum safe signatures

This short proposal provides an interface for supporting different signature meth-
ods in the implementation of Go Ethereum nodes8. The Geth implementation is
the most used one, so we decided to focus on its version v1.11.0 (Annos Basin), to
analyze the code and develop our approach to support a quantum safe signature
algorithm. We identify different paths and files to modify to switch from the use
of ECDSA signature algorithm to multiple algorithms. The main folder to ana-
lyze is located in go-ethereum/crypto: in particular, we analyze the crypto.go and
signature_cgo.go files.

To parameterize the methods contained in these files, we created crypto_ecdsa.go
and signature_cgo_ecdsa.go. Each time a method is called in the go-ethereum code,
the calling functions make a check on the used algorithm and call the right function
with its inputs and expected outputs. The main constraint is to use an ECDSA-
compliant algorithm, that is, an algorithm using the same dimensionalities (i.e.,

8https://geth.ethereum.org/
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public and private key size, signature size, signature parameters) and formats of
ECDSA. To overcome this issue, we plan to improve our interface further, consider-
ing only the main methods and making them accept byte-formatted parameters as
input and output. The parsing functions will then be used to adapt the parameters
to each signature algorithm used.

A node has been run and tested using the interface. The geth console is opera-
tional and correctly runs after generating a key-pair. Fig. 6.4 shows the details of
the running modified node, and Fig. 6.5 shows the signature methods in action.

> admin.nodeInfo

{

	enode: "

",

	id:

	" ",

	ip:

	" ",

	listenAddr: " ",

	name: " ",

	ports: {discovery: , listener: },

	protocols: {

		eth: {

			config: {

				arrowGlacierBlock: ,

				berlinBlock: ,

				byzantiumBlock: ,

				chainId:  ,

				constantinopleBlock: ,

				daoForkBlock: ,

				daoForkSupport: ,

				eip150Block: ,

				eip150Hash: " " ,

				eip155Block: ,

				eip158Block: ,

				ethash: {},

				grayGlacierBlock: ,

				homesteadBlock: ,

				istanbulBlock : ,

				londonBlock: ,

				muirGlacierBlock: ,

				petersburgBlock: ,

				terminalTotalDifficulty: ,

				terminalTotalDifficultyPassed: 
			},

			difficulty: ,

			genesis: " ",

			head:" ",

			network:
		},

		snap: {} 

	}

}

> net.listening


> net.peerCount


enode://
ebaeb62e122472c7988ad7e26255c16fd8527b7f15099d9325ccd2a3e35385fe7bc33625e4cb5cda3f76d6c9177f565722b8d8eeb79cd1e04441566906402e73@129.152.24.74:30303"

	enr: "enr:-Ka4QHeA8zsDe2nsDA_iMnRP8PIA-ytqIrWBgyeJel-
aUvK4RwwZgA91mdE3BZTPAgC_6b70iKzKsE67zcGeXuaomzaGAYar4xhgg2V0aMrJhPxk7ASDEYwwgmlkgnY0gmlwh]GYGEqJc2VjcDI1Nmsx0QPr

	rrYuEiRyx5iK1-JiVcFv2FJ7fxUJnZMlzNKj410F_oRzbmFwwIN0Y3CCdl-DdWRwgnZf

27656ffe02b16f7df160bec014f5a1eb0247c4254df7ff2f2d6d9adb41ba59be

129.152.24.74
[::]:30303

Geth/v1.11.3-unstable/linux-amd64/go1.19.6
30303 30303

13773000
12244000

4370000
1

7280000
1920000

true
2463000
0x2086799aeebeae135c246c65021c82b4e15a2c451340993aacfd2751886514f0
2675000
2675000

15050000
1150000

9069000
12965000

9200000
7280000

5.875e+22
true


17179869184
0xd4e56740f876aef8c010b86a40d5f56745a118d0906a34e69aec8c0db1cb8fa3

Oxd4e56740f876aef8c010b86a40d5f56745a118d0906a34e69aec8c0db1cb8fa3
 1


true


11

Figure 6.4: Modified node running on Ethereum

marcofiore@10go-ethereum% 

50 0 50



 /build/bin/gethaccountnew--datadirmodular_chain



You are using a method called by an interface to generate a key 


You are verifying a transaction using a method called by the interface!


INFO[03-02|11:10:20.439]Maximum peer count ETH=  LES= total=

Your new key was generated

Public address of the key: 0x76d7d8E20271D5240D9Ed53e206A606B4DD7c161

Path of the secret keyfile: modular_chain/keystore/UTC--2023-03-02T10-10-27.226351000Z--76d7d8e20271d5240d9ed53e206a606b4dd7c161

====================================================


====================================================



====================================================


====================================================



Figure 6.5: Signing and verifying transactions using the modified interface
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6.5 Biometric key-pair generation

Biometric authentication systems have become increasingly prevalent due to their
unique ability to identify individuals based on intrinsic physical characteristics.
Biometrics, such as fingerprints, facial recognition, and iris scans, offer a highly
secure alternative to traditional password-based systems by utilizing characteris-
tics that are unique to each individual and difficult to replicate. Yet, despite their
advantages, biometrics introduce challenges regarding privacy and data security,
particularly when it comes to sensitive biometric data being misused or compro-
mised.

Combining Blockchain with biometrics offers an intriguing solution to the dual
problems of secure identity management and privacy protection. Two projects have
been proposed to implement fingerprint-based and iris-based key-pair generation in
a Blockchain platform.

6.5.1 Common background

A short background is presented for both proposals.

Biometrics

Biometrics refers to the measurement and statistical analysis of people’s physical
and behavioral characteristics. Biometric authentication is commonly used in var-
ious security systems to identify individuals based on unique physical attributes
such as fingerprints, facial structure, or iris patterns.

Key-Pair Generation

Key-pair generation is a fundamental process in Blockchain systems, where each
user is assigned a public key and a private key. This cryptographic mechanism,
known as asymmetric cryptography, ensures that the private key, which is kept
secret, can be used to sign transactions, while the public key can be used by others
to verify the signature. The use of key-pairs guarantees that transactions can be
securely authenticated without revealing the identity of the user.

The process of generating key-pairs is enhanced by incorporating biometric data
as the seed for the cryptographic algorithm. Seeds are values from which crypto-
graphic key-pairs can be deterministically generated. Using biometric data as a
seed increases security because the biometric data is unique and bound to a spe-
cific individual. The key-pair derived from this seed allows the user to sign and
verify transactions within the Blockchain, without compromising the privacy of
their biometric data.
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Feature Extraction Algorithm

Feature extraction is a critical step in biometric systems, as it involves processing
biometric inputs to extract distinctive features that can uniquely identify an in-
dividual. The use of feature extraction algorithms offers a high level of accuracy
and robustness in distinguishing between individual users, which is essential in
biometric-based authentication systems. By leveraging the power of deep learning,
this approach ensures that the biometric data is processed efficiently, resulting in
high-quality cryptographic keys for use in Blockchain-based platforms.

6.5.2 Fingerprint-based generation

The functionality of the proposal is represented in Fig. 6.6. The user scans his
or her fingerprint in order to generate a new key-pair. A Principal Component
Analysis (PCA) is applied to the result of the scan to identify some characteristics
of the fingerprint, then these characteristics are hashed using a secure hash function
to ensure that the fingerprint information is not accessible by anyone. For security
reasons, the system only hashes the fingerprint features and does not collect the
whole fingerprint data. The novelty introduced in this architecture is about the
obtained hash value, indeed it is used as a seed to generate the key-pair, composed
by a public key and a private key.

P C A H a s h

S e e d

F i n g e r p r i n t



C h a r a c t e r i s t i c s

H a s h e d



C h a r a c t e r i s t i c s

Ke y - p a i r



G e n e r a t i o n
P r i v a t e  k e y

P u b l i c  k e y

Figure 6.6: Architecture of the proposed fingerprint-based system

This kind of approach allows developers to design Blockchain-based platforms
without the worry of sybil resilience, ensuring that every user can create a limited
number of accounts – that is, one for each finger. Some approaches can be consid-
ered to further limit the number of wallets per user, for example recognizing the
fingerprint and allowing the index finger only – 2 wallets per user.

There are several applications of the Blockchain technology, and in some cases it
is mandatory to unambiguously identify the user to ensure that he or she does not
create multiple wallets. Thanks to this biometrical approach, the proposed system
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is able to reduce the number of wallets binding their creation to user fingerprint
data. Differently from other approaches, several advantages can be obtained using
the fingerprint data combined with the hash function in order to generate the seed
for the key-pair generation. Since fingerprint data are not directly used for the
authentication and they are not stored in the Blockchain, the anonymity of the
user is guaranteed. Further studies will be done to understand how to further limit
the number of wallets, for example scanning all 10 fingers, mixing their features to
ensure anonymity, to get a wallet; another approach could be to identify only one
finger per hand, limiting the number of wallets to 2 per user.

6.5.3 Iris-based generation

The architecture of the proposed system is designed to securely handle biometric
data, particularly iris scans, for the purpose of generating a seed used in key-pair
generation within a Blockchain platform. The architecture consists of several in-
terconnected modules responsible for different stages of enrollment, authentication,
and key generation. Each module is designed to ensure data integrity, security, and
privacy while maintaining a decentralized approach through the use of Blockchain.

The system architecture is divided into three primary modules, as depicted in
Fig. 6.7: (i) the Template Generation module, which extracts features from the
submitted iris scan, (ii) the Enrollment Request (Sign-Up) module, which han-
dles user registration and ensures that each user is uniquely enrolled, and (iii) the
Authentication Request (Sign-In) module, which verifies that the user’s biometric
data matches the enrolled profile. Each of these modules communicates with the
Blockchain network for secure storage and retrieval of the relevant biometric data.

Figure 6.7: Architecture of the proposed approach
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The primary objective of the architecture is to securely generate and manage
key-pairs by using iris scans while distributing the biometric data across multiple
nodes in the Blockchain. This decentralized approach increases security by ensuring
that no single node has access to the complete biometric template, thus minimizing
the risk of data theft or compromise.

The data flow in the system begins with the user submitting their iris scan
through the client-side application. This data is passed through the Template
Generation module, where a Convolutional Neural Network (CNN) extracts the
unique features of the iris. The resulting feature vector is then hashed using a
cryptographic hash function, such as SHA-256, to generate a non-reversible and
secure representation of the biometric data.

Once the feature vector is processed, the Enrollment Request module handles
the registration of the user in the Blockchain. If the user is enrolling for the first
time, the system checks the uniqueness of the submitted biometric data by com-
paring the feature vector to the stored fragments in the Blockchain. The system
ensures that no two users share the same biometric signature, thus preventing du-
plicate enrollments. Once the uniqueness is confirmed, the system generates a
key-pair based on the hashed feature vector.

During the authentication process, the user submits their iris scan again, which
is processed similarly to the enrollment phase. The Authentication Request mod-
ule compares the newly submitted feature vector with the stored fragments in the
Blockchain. If the comparison yields a match, the user is authenticated, and access
is granted.

A critical aspect of the system’s architecture is the distributed storage of bio-
metric data. To enhance security and fault tolerance, the extracted feature vector
from the iris scan is divided into multiple fragments, which are stored across dif-
ferent nodes in the Blockchain network. Each fragment is stored in random nodes,
ensuring that no single node holds the complete biometric template.

This fragmentation and distribution of biometric data significantly reduce the
risk of data breaches, as an attacker would need to compromise multiple nodes
to reconstruct the full feature vector. Furthermore, each fragment is stored with
replication to ensure redundancy and fault tolerance. The system uses a consensus
mechanism to guarantee that data fragments are securely and consistently stored
across the network.

The decision to adopt a distributed architecture ensures that the system remains
highly available and scalable. Even in the event of node failures, the redundant
storage of fragments across multiple nodes allows the system to continue operating
without data loss or disruption.

For the management of the enrollment and authentication phases, the adopted
distributed architecture guarantees the requirements of (a) reliability of the entire
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system without relying on a central point, (b) availability of the network at any
given moment, (c) robustness and fault tolerance: no single point failures and (d)
scalability. The solution adopts a logical subdivision of the network into organiza-
tions characterized by two types of nodes called superpeers and peers, as shown in
Fig. 6.8.

Organization 
#1

Peer

(User)

Superpeer

(Admin)

Organization 
#3

Organization 
#2

Figure 6.8: Distributed architecture organization

The architecture incorporates several fault tolerance mechanisms to ensure the
system’s reliability. Each fragment of the biometric data is replicated across mul-
tiple nodes, ensuring that if one node fails, the data can still be retrieved from
other nodes. This redundancy is crucial for maintaining the system’s availability,
especially in a decentralized network where individual nodes may go offline.

In addition, the architecture uses a Byzantine Fault Tolerance (BFT) consensus
mechanism to ensure that even if some nodes behave maliciously or unpredictably,
the system as a whole remains secure. This consensus model is particularly suited
for permissioned Blockchain networks like Hyperledger Fabric, where trust between
participants is necessary but cannot always be guaranteed.

The redundancy and fault tolerance features allow the system to handle node
failures, network partitioning, and other potential disruptions without compromis-
ing the security or availability of the biometric data or the key-pair generation
process.

Security is a critical concern in the proposed architecture, particularly given the
sensitive nature of biometric data. Several layers of security are incorporated into
the design to mitigate potential risks:

• Data Encryption: All biometric data, including the feature vector frag-
ments, are encrypted before being stored in the Blockchain. This ensures
that even if an attacker gains access to a node, they cannot reconstruct the
original biometric data.

• Decentralization: By distributing biometric data across multiple nodes,
the architecture reduces the risk of data breaches. No single point of failure
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exists, and attackers would need to compromise a significant portion of the
network to access complete biometric information.

• Sybil Attack Prevention: To prevent Sybil attacks (where malicious actors
control multiple nodes in the network), the system requires nodes to authenti-
cate themselves using cryptographic keys and membership certificates issued
by a trusted Certificate Authority (CA) in the Hyperledger Fabric network.

• Smart Contract Security: All enrollment, authentication, and storage
operations are handled by smart contracts deployed on the Blockchain. These
smart contracts ensure that biometric data is handled securely and that no
unauthorized modifications are made to the stored data.

These security measures are designed to protect the integrity of the system while
ensuring the privacy of the users.

Smart contracts play a vital role in managing the enrollment and authentication
processes. During enrollment, the smart contract verifies the uniqueness of the
submitted biometric data and stores the template fragments across different nodes.
It also logs the user’s key-pair in the Blockchain ledger, ensuring transparency and
immutability.

For authentication, the smart contract retrieves the relevant template fragments
and compares the newly submitted biometric data to the stored templates. If the
match is successful, the contract grants access to the user and updates the ledger
with the authentication transaction.

Smart contracts are written in Go and deployed on the Hyperledger Fabric
network. These contracts are essential to the system’s operation, providing the
business logic necessary to manage user data, process transactions, and ensure the
secure handling of biometric information.

System Workflow

The complete system workflow, from enrollment to authentication, can be summa-
rized in the following steps, as shown in Fig. 6.9:

1. User submits an iris scan via the client-side application.

2. The scan is processed by the Template Generation module, which extracts a
feature vector using a CNN.

3. The feature vector is hashed and divided into multiple fragments, which are
stored across the Blockchain network.

4. During enrollment, the system verifies that the biometric data is unique and
generates a key-pair for the user.
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5. During authentication, the user submits another iris scan, which is processed
and compared to the stored fragments.

6. If the biometric data matches, the user is authenticated, and access is granted.

User Client Gateway Blockchain

enrollment/auth request

enrollment/auth result

biometric data sent

transaction request

transaction result

smart contract execution

biometric scan request

Figure 6.9: UML Sequence diagram

This workflow ensures that biometric data is handled securely at every stage,
from initial submission to key-pair generation and user authentication.

A Web Application named Iris-Chain has been developed to handle the user’s
biometric data, the connection to the permissioned Blockchain to perform the en-
rollment or authentication tasks, and the generation of the user’s key-pair starting
from the submitted biometric material and the subsequent registration of the per-
formed transaction in the Distributed Ledger. The languages and technologies
adopted to implement the proposed architecture are: a) biometric materials: iris;
b) client-side application: ReactJS framework; c) server-side application: NodeJS;
d) template generation: PyTorch; e) feature extraction: ResNet18 CNN; f) distance
function: cosine distance; g) hash function: SHA256; h) Blockchain: Hyperledger
Fabric; i) signature algorithm: EdDSA; j) smart contracts: GO.

The client-side of the web application has been developed using JavaScript and
the React framework. The user first has to authenticate to access the Iris-Chain
platform, which means signing in if the enrollment step has already been completed
or signing up in the case of first access. In both cases, the platform will require
the user to provide his username and submit the biometric material. Then, the
username and the iris image are fetched from a peer in the network through an
HTTP POST request.
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After the server-side calculation is complete, the user will be forwarded to a page
that displays the result of the enrollment/authentication request.

The server-side of the web application has been developed using JavaScript and
the Node.js framework. Its main function is to receive the biometric material from
the client and compute the feature vector by performing a feature extraction using
the last convolutional layer of “ResNet18” Convolutional Neural Network (CNN)
from the PyTorch framework. The resulting feature vector, which consists of 262144
float64 values, is then divided into 3 fragments. Regardless of the request type,
the network node needs to check first whether the submitted username is already
present in the ledger. Then, if the request type is a sign up, the submitted username
must be new to the ledger; if the request is a sign in, the username must already
be present in the ledger. The smart contract “searchUser” has been developed
to perform this query. The next operations that are carried out differ based on
the request type. If a user wants to enroll, the peer checks the uniqueness of the
submitted biometric material by comparing the feature vector extracted from the
submitted image with the feature vectors of all the users currently enrolled in the
platform. The information regarding which node of the network stores a Template
Fragment for a certain user is included in the ledger. To retrieve these locations,
the smart contract “searchTemplate” has been developed. For a given user, the
output of this task is an extract of the ledger, providing the assets related to the
storing locations of their template fragments (i.e., the address of the storing peer,
its port number, and the identification number of the fragment it stores), as shown
in Fig. 6.10.

Search template location for User1, function returns Location, Port and FragmentNumber

Result: [

	{

		AssetID: 'asset11',

		Location: ' ',

		Port: ,

		FragmentNumber: 1

	},

	{

		AssetID: 'asset13',

		Location: ' ',

		Port: ,

		FragmentNumber: 2

	},

	{

		AssetID: 'asset15'

		Location: ' ',

		Port: ,

		FragmentNumber: 3

	}

]

peer1.org1.trischain.com
7051

peer1.org2.trischain.com
9051

peer1.org3.trischain.com
11051

Figure 6.10: “Search template” smart contract output

The feature vector of an enrolling user is compared to the templates of every
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user already enrolled in the network. If the cosine distance of the submitted feature
vector is equal to or above the defined threshold, access to Iris-Chain is granted to
the enrolling user. The submitted biometric material is stored on randomly selected
peers of the network, with each Template Fragment having n replicas to ensure fault
tolerance. In the event that the user successfully enrolls/authenticates, a key-pair
for asymmetric cryptography is provided. An elliptic-curve cryptography method
has been used to generate key pairs with the Edwards-curve Digital Signature
Algorithm (EdDSA). The complexity of the implemented method, used to detect
whether a submitted iris image belongs to a certain individual or not, is kept to
a simple level with the usage of cosine distance. In any case, being extremely
unrealistic to have two perfectly identical acquisitions of the iris of one individual,
and with it therefore two perfectly identical feature vectors, our approach is capable
to provide to the same person a novel key-pair at every access.

The pseudocode for identifying template fragments locations is shown in Algo-
rithm 1, the pseudocode for the authentication request is shown in Algorithm 2,
while the pseudocode for the enrollment request is proposed in Algorithm 3.

Algorithm 1 Identify Template Fragments Locations:
searchTemplate(ledger, user)

ledger ← connection instance to HyperLedger
user ← provided Username
userInfo← []
for asset in ledger do

if user == asset.userID then
info = [asset.Location, asset.FragmentNumber]
userInfo.append(info)

end if
end for
return userInfo

The Hyperledger Fabric platform of the Linux Foundation was chosen for the
creation of the Blockchain. Furthermore, unlike other Blockchain systems, Hy-
perledger Fabric is private and authorized. Rather than an open, permissionless
system that allows unknown identities to join the network, members of a Hyper-
ledger Fabric network sign up through a service provider membership (MSP). This
feature is essential for certifying biometric information. The topology implemented
for our purposes is shown in Fig. 6.11.

The infrastructure of the Blockchain network consists of the R1, R2, R3, and RO
organizations that interact through the C1 channel. Channel C1 features the CC1
configuration, agreed upon by all organizations, which includes definitions for all
organizations and policies that define each organization’s roles. In particular, in this
implementation, the organizations R1, R2, and R3 will take care of joining the peers
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Figure 6.11: HyperLedger Fabric network topology

Algorithm 2 Authentication Request: authenticate(ledger, user, biometric)
Import: searchTemplate
ledger ← connection instance to HyperLedger
user ← provided Username
biometric← feature vector extracted from
submitted biometric material
template← empty
userInfo← searchTemplate(ledger, user)
if userInfo.length > 0 then

for fragmentNum.unique in userInfo do
fragment = GET (userInfo.Location[fragmentNum])
template.concatenate(fragment)

end for
if cosineDistance(biometric, template) < threshold then

keyPair ← generateKeyPair(SHA256(biometric))
ledger.storeTransaction
return keyPair

else
// Authentication denied
ledger.storeTransaction

end if
else

// User not enrolled, authentication denied
alert("User not enrolled")

end if

66



Blockchain and Cryptography

to the network, while RO owns O, the ordering service for the channel. The decision
to implement a network with 3 peers per organization is in line with the decision
to segment the features of the scanned iris into 3 segments so as to have a multiple
of 3 peers. Peers P* and ordering node O will contain a copy of the channel ledger
(L), which is the structure where transactions are recorded. P* peers represent
the physical point with which organizations connect to the channel and through
which they interact with the channel by carrying out transactions. The business
logic that governs the transactions is implemented in the smart contract (S), which,
according to the Hyperledger Fabric life cycle, has undergone the following phases:
(i) packaged in a chaincode, (ii) installed on every peer in every organization,
(iii) approved by every organization, and (iv) committed to the channel. The
ordering service (O) collects approved transactions and sorts them into transaction
blocks, which are then sent to peers to record the transaction and update their
local copy of the ledger. Organizations interact with the channel through the client
application (A), which interacts with the network through the Fabric Gateway.
All organizations have a Certificate Authority (CA) that generates the necessary
certificates for their organization’s nodes, administrators, organization definitions,
and applications.

Validation

Represented scenarios are a) an individual, whose biometric material is not present
in Iris-Chain, chooses an available username; b) an individual, whose biometric
material was submitted to Iris-Chain before, tries to enroll again choosing another
available username; c) an individual tries to enroll using an already taken username;
d) an individual, already enrolled in Iris-Chain, submits their biometric material
using the correct username; e) an individual submits his biometric material using
a username belonging to another individual; f) an individual submits his biometric
material using an username not registered in the ledger. The proposed implemen-
tation recognizes all tested use-cases.

1. Individual, whose biometric material has not been submitted to Iris-Chain
before, chooses an available Username so that result must be:

• User successfully enrolled
• Private Key provided to user

2. Individual, whose biometric material was submitted to Iris-Chain before, tries
to enroll again choosing another available Username so that result must be

• Enrollment denied

3. Individual tries to enroll choosing a Username already taken so that result
must be:
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Algorithm 3 Enrollment Request: enroll(ledger, user, biometric)
Import: searchTemplate
ledger ← connection instance to HyperLedger
user ← provided Username
biometric← feature vector extracted from
submitted biometric material
template← empty
index← 0
flag ← False
userInfo← searchTemplate(ledger, user)
if userInfo.length > 0 then

alert("Username already registered in the Blockchain")
else

while flag == False do
userInfo← searchTemplate(ledger, index)
for fragmentNum.unique in userInfo do

fragment = GET (userInfo.Location[fragNum])
template.concatenate(fragment)

end for
flag ← cosineDistance(biometric, template) < threshold
index← index+ 1

end while
if flag == False then

keyPair ← generateKeyPair(SHA256(biometric))
POST (biometric)
ledger.storeTransaction
return keyPair

else
alert("User not enrolled")

end if
end if

• Enrollment denied

• Suggestion to choose another Username (in case of new users) or to
sign-in (in case of enrolled user mistakenly signing-up again) provided
to user

4. Individual, who’s already enrolled in Iris-Chain, submits their biometric ma-
terial using the correct Username so that result must be:

• User successfully authenticated
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• Private Key provided to user

5. Individual submits their biometric material using the Username belonging to
another individual so that result must be:

• Authentication denied

6. Individual submits their biometric material using a Username not registered
in the Ledger so that result must be:

• Authentication denied
• Suggestion to check the submitted Username (in case of enrolled user

mistakenly typed their Username) or to sign-up (in case of new users)
provided to user.

Figure 6.12: Required time comparison to generate 1, 10, 100 and 1000 simultaneous
key-pairs

A comparison between the key-pair generation with EdDSA cryptographic al-
gorithm using a random seed and a iris-based seed has been run to evaluate the
performances in both methods. The comparison between the average time needed
to generate an EdDSA Key-Pair using a random 32-Byte seed versus an Iris feature
vector 2-Mbyte seed shows a little increase in time in the second case, as visible in
Fig. 6.12. For a single user, the time increase is of 15 ms, so it is not considered a
performance issue. A stress test has been conducted for the simultaneous genera-
tion of 1000 key-pairs: in this scenario, the time required to perform the operation
increases from 8.5 s to 14.1 s. This is still considered an acceptable value because of
the rareness of the event of 1000 simultaneous generations happening on the same
device, being the generation of a key-pair an operation that happens client-side.
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Table 6.3: Validation scenarios and effects
Action Enrollment Effect
Individual, whose biometric
material has not been sub-
mitted to Iris-Chain before,
chooses an available User-
name

User successfully en-
rolled

Private Key provided to
user

Individual, whose biometric
material was submitted to
Iris-Chain before, tries to
enroll choosing an available
Username

Enrollment denied Enrollment denied

Individual tries to enroll
choosing a Username al-
ready taken

Enrollment denied Suggestion to choose an-
other Username (new users)
or to sign-in (enrolled
user mistakenly signing-up
again)

Individual, already enrolled
in Iris-Chain, submits his
biometric material using the
correct Username

User successfully au-
thenticated

Private Key provided to
user

Individual submits his bio-
metric material using the
Username belonging to an-
other individual

Authentication denied Authentication denied

Individual submits their
biometric material using a
Username not registered in
the Ledger

Authentication denied Suggestion to check the sub-
mitted Username (in case
of enrolled user mistakenly
typed their Username) or
to sign-up (in case of new
users)
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Chapter 7

Blockchain Architecture

This chapter presents a range of Blockchain architectures developed and explored
in published works, each tailored to specific application areas and requirements.
Section 7.1 explores a hybrid private and public blockchain platform, combin-
ing security and transparency. Section 7.2 discusses blockchain implementation
on IoT devices, addressing resource limitations. Section 7.3 introduces a hybrid
blockchain and NoSQL platform for efficient data management. Section 7.4 ex-
amines blockchain sustainability from a smart contracts deployment point of view,
while Section 7.5 presents a reward-based architecture. Finally, Section 7.6 proposes
an architecture tailored for smart city applications.

7.1 Hybrid private and public Blockchain platform

To understand how Blockchain relates to agri-food traceability, an update on cur-
rent literature is needed. There are several approaches that can be analyzed towards
Blockchain-based traceability architectures, ranging from agri-food [90, 56, 91, 92,
93] to healthcare [94, 95, 96] and smart cities [11]. Most of the analyzed architec-
tures propose an approach that takes advantage of Internet of Things (IoT) devices
[97, 98]: in these cases Blockchain and Distributed Ledger Technology ensure avail-
ability and traceability of data exchanged and stored in the Supply Chain. Other
implementations consider just one kind of Blockchain architecture, either public
[99] or private [100, 101], even in conjunction with the Inter Planetary File System
(IPFS) [102].

A common issue in these approaches is to guarantee high performance even
though the usage of devices having a small amount of memory and poor perfor-
mance. A Blockchain system requires devices with good memory, but no imple-
mentations are proposed on the application of a private Blockchain together with
a public one to correctly manage data coming from sensors. Consistency of data is
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solved using a common interface for the two ledgers: information is exchanged in
JSON format, both as output from the private side and as input for the public side.

The main goal of this project is the proposal of a new architecture in which mul-
tiple Blockchains are combined to guarantee good performances using low storage
and performances devices like Internet of Things (IoT) sensors. To this purpose,
a context-aware smart contract application has been developed. Such approach
guarantees the possibility to ensure that even data gathered from IoT sensors are
immutable, even if some considerations on the limitations of Blockchain technology
in this topic (size, throughput, real-time data analysis) must be done. A private
Blockchain is used as a secure and immutable middle layer between the IoT sensor,
responsible of uploading data, and the public Blockchain, responsible of gathering
value extracted from data and let this new information spread in the network.

7.1.1 Proposed architecture

Our proposed architecture is shown in Fig. 7.1. It is mainly made up of (a)
containers (for the implementation of Hyperledger Fabric), (b) smart contracts, (c)
edge computing units and (d) IoT sensors.
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contract

Smart

contract

Smart

contract

Smart

contract

Smart

contract

Sensor

Sensor Sensor

Sensor

Sensor

Sensor Sensor

Sensor
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Sensor Sensor
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Edge

Edge Edge

Edge

Figure 7.1: Architecture of the proposed platform
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Here, the interaction between different Blockchains is highlighted. The main
system is based on Ethereum1, to guarantee all the benefits of using a public
Blockchain: transparency, data immutability, reliability. The Ethereum nodes con-
sist of some edge computing units, responsible for management of all the internal
low-memory devices. These devices will not rely on some NoSQL databases as de-
scribed by authors of papers [103, 104] to communicate and store data: they use
a containerized private Blockchain, in particular we use Hyperledger Fabric2 but
to this purpose any private Blockchain can be used. This approach provides mod-
ularity and scalability to the platform. Each edge computing unit is at the same
time an Hyperledger peer and an Ethereum node: from Hyperledger side, it can
obtain data from IoT sensors, manage and convert them into valuable data; from
Ethereum side, it can upload the output of the computation (i.e. the mean and
standard deviation of monthly data) lightening the Blockchain load. Due to their
limited memory and computational power, IoT sensors can only benefit from the
application of our methodology: sensor’s ledger is less expensive than the Ethereum
one, because they only keep track of the information collected inside their container.
The behaviour of a container is independent of all others, thus ensuring modularity
and scalability to the platform.

Smart contracts are used to manage the public and private Blockchain. On
Hyperledger side, they are developed following a context-aware approach: they
can receive any kind of input data from sensors and insert them into the database
using a JSON format. Fig. 7.2 shows the JavaScript chaincode for updating data
or adding new information to an array.

1https://ethereum.org/en/
2https://hyperledger-fabric.readthedocs.io/en
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Figure 7.2: Hyperledger Fabric chaincode written in a context-aware approach
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Fig. 7.3 shows the output of such functions in a food traceability system with
an updated value (Plant density) and a new information inserted in the Cultural
Operations array. The edge computing unit reads the inserted data, converts them
in valuable data and sends the final information to Ethereum. In this way, thanks
to the applied algorithm, the amount of data sent to Ethereum and stored in
Hyperledger Fabric subsystem is reduced. Consistency of data is not a problem in
this approach, because a common interface is used: information between platforms
is exchanged using a JSON format, that is managed by the JavaScript chaincode
and by the Solidity smart contract.

Figure 7.3: Execution of the Fabric chaincode in a Blockchain-based traceability system
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7.1.2 Scenario

The proposed system has been implemented following a scenario: design and devel-
opment of a traceability system for agri-food supply chain. Our schema is different
with respect to the approaches described in papers [105, 106, 107].

The scenario proposes five different fields, each of them covering an agri-food
product: asparagus, pomegranate, almond, tomato and durum wheat. The system
is split into three main parts: collecting data, transforming data into value, sending
value to the public Blockchain.

Collecting data

Data collection is possible thanks to some IoT sensors in the field that measure
temperature and humidity and meteorologic parameters, ranging from the rain per-
centage during the day to the wind speed. These data are not valuable if considered
standalone, but they should be gathered to extract useful information. Further-
more, these big data occupy lots of memory, so it would be impossible for a low
memory device to obtain an exhaustive storage of the information coming from
all the sensors. By creating a local private Blockchain, devices can easily manage
smaller amounts of data. The usage of a private Blockchain, with respect to a
general database such as MongoDB, grants immutability of data even in this phase
of the process. No one can alter data, so counterfeiting is avoided.

Transforming data into value

Each field is gifted with an edge computing unit, that is responsible of reading
every information that the sensors store in the private Blockchain. These units
take data and convert them into value, performing some preliminary analysis on
the importance and priority of the gathered information. The output of this process
is a lightweight set of information that can be stored in the public Blockchain, to
make them accessible by anyone.

Sending value to the public Blockchain

Every edge computing unit is a peer in the private Blockchain and a node in the
public one. Only these units can upload new information to the public Blockchain,
so only the final reports of each field is accessible to people. This process makes the
traceability system transparent and generates trust in the final user. The consumer,
before buying an agricultural product in the supermarket, can read information
about a product by scanning a QR code to know where the product has been
produced, the temperature of the field, the number of cultural operations.

76



Blockchain Architecture

Strengths and limitations

The proposed architecture is simple to implement in new and existing systems, be-
cause it requires few hardware elements to work correctly. A single edge computing
unit is enough to create the platform, because it can be connected to both Hyper-
ledger Fabric (for IoT devices) and Ethereum (for data uploading). Modularity is
intrinsic in the platform: each set of IoT devices can create a new Hyperledger Fab-
ric image, using container-based approaches such as Docker. This method allows
high performances and scalability in scenarios involving many IoT devices. Also
security is important: in this architecture IoT devices do not contain any sensitive
information, even though they are frequently and easily subject to attacks. In fact,
data processing is performed by the edge computing unit.
In addition to this, thanks to smart contracts, it is possible to provide controls
that automatically exclude from the analysis and the processing phase out-of-scale
values due to malfunction or tampering with the IoT sensors.

Sensitive data are generated by the edge computing unit and inserted directly
into Ethereum: this procedure ensures transmission security due to the Blockchain,
but at the same time makes this unit become a point of failure of the architecture.
Anyway, the addition of an edge computing unit allows data redundancy and avoids
malfunctions especially if located in a different place. From the security point of
view, it is possible to reduce the number of accesses to the system to a minimum
and to avoid human suspicious accesses.

Blockchain, as explained before, is an add-only storage solution, but we are using
it in a scenario composed by low-memory devices. Table 7.1 shows the memory
occupied by transactions in the private Blockchain and the time needed to add a new
batch of 100 transactions. To pursue our goal, the private Blockchain (Hyperledger
Fabric) can gather data in a limited amount of time (i.e., a month), then perform
a dimension reduction to collected data, upload it in Ethereum and discard old
information (i.e., resetting the private ledger). This is not an issue for our proposal
because data is still present in the system: its value has been already uploaded in
the public Blockchain, so single data are not needed anymore.

Table 7.1: Memory needed to store transaction in the Blockchain and time needed to
upload 100 new transactions
Transactions in Blockchain Occupied storage (MB) Time needed to add 100 transactions [sec]

0 0,219 0
5 0,272 0,36
10 0,339 0,84
50 0,635 4,44
100 0,892 8,46
500 2,5 40,26
1000 6,3 86,46
5000 32,4 421,26
10000 64,5 912,66
50000 335,7 5508,66
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7.2 Blockchain implementation on IoT devices

The rise of the Internet of Things has introduced new challenges related to data
security and transparency, especially in industries like agri-food where traceabil-
ity is critical. Traditional cloud-based solutions, while scalable, pose security and
privacy risks. This project proposes a decentralized architecture using Blockchain
technology to address these challenges. We deploy IoT sensors connected to a Rasp-
berry Pi for edge processing and utilize Hyperledger Fabric, a private Blockchain,
to manage and store data securely. Two approaches were evaluated: computation
of a Discomfort Index on the Raspberry Pi (edge processing) versus performing the
same computation on-chain using smart contracts. Performance metrics, including
latency, throughput, and error rate, are measured using Hyperledger Caliper.

One of the key features that makes Blockchain particularly well-suited for IoT
applications is its ability to execute code directly on the network. Ethereum [24]
pioneered this concept with smart contracts, which have since become widely used
for managing transactions and data, as well as for generating digital assets like
Non-Fungible Tokens (NFTs) and cryptocurrencies. Recent works, such as the one
proposed in [8], implement context-aware smart contracts, focusing on employ-
ing Blockchain to securely store data in formats like JavaScript Object Notation
(JSON). Additionally, strategies involving smart contracts for managing smart grid
infrastructures are discussed in [108], while [109] presents a Blockchain-based pay-
ment system for IoT devices via the Ethereum Virtual Machine (EVM).

This paper explores the use of Blockchain and smart contracts as an alternative
to traditional centralized cloud solutions, with a specific focus on monitoring air
quality. Air quality is influenced by several environmental factors, with temperature
and humidity being two critical determinants. These parameters are particularly
important in sectors like agriculture, where maintaining optimal environmental con-
ditions is essential for both crop yield and product quality. As a case study, we focus
on the real-time monitoring of temperature and humidity data to assess air quality,
leveraging the decentralized nature of Blockchain to ensure secure, tamper-proof
data storage and analysis. In this context, we compare two different approaches on
a Blockchain platform, namely Hyperledger Fabric, evaluating their performance
and suitability for IoT-based air quality monitoring applications.

Current literature shows some proposals on the use of Blockchain technology
for air quality monitoring. Benedict et al. [110] model an architecture based on
Blockchain technology to monitor air in smart cities. They show some results
based on execution times and connection to the Blockchain. Sofia et al. [111] im-
plement a hybrid system composed by a centralized database for data computation
and a public Blockchain, namely Ethereum. They optimize the data sent to the
Blockchain in order to reduce transactions costs. However, data can be tampered
in the centralized database phase, so there could be potential loss of information
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in the workflow. De Tazoult et al. [112] and Hassan et al. [113] also propose ar-
chitectures in which Ethereum is used as a Blockchain. Even in these cases, the
information is not secure from start to finish, with the risk for it to be altered
from malicious actors. The novelty of our proposal is the absence of intermediate
databases, together with some considerations on the effective usefulness of which
data should be inserted in the Blockchain for improving trust in the final user, like
the consumer in an agri-food traceability platform.

7.2.1 Proposed architecture

This paper considers a scenario where IoT sensors are deployed in an agricultural
setting to monitor environmental conditions, such as temperature, humidity, soil
moisture, and sunlight exposure. These sensors play a vital role in ensuring opti-
mal growing conditions for crops and provide critical data for traceability in the
agri-food supply chain. The conventional approach would involve transmitting this
data to a centralized cloud service for storage and analysis. However, this central-
ization poses security risks, including potential data breaches, unauthorized access,
and loss of control over sensitive agricultural data [93]. To mitigate these risks, we
propose a decentralized architecture that combines IoT devices, edge computing,
and Blockchain technology. Instead of relying on the cloud, the IoT sensor data
is first processed locally by a device such as a Raspberry Pi, which is connected
to a private Blockchain network built using Hyperledger Fabric. This architecture
ensures that data remains secure, traceable, and immutable throughout the supply
chain without relying on a third-party cloud provider.

The proposed architecture is shown in Fig. 7.4 and consists of the following key
components:

• IoT Sensors: Deployed in the field to continuously gather data on environ-
mental conditions. These sensors collect crucial information that impacts the
quality and growth of crops.

• Raspberry Pi (Edge Device): Acting as a local processing unit, the Raspberry
Pi collects data from the IoT sensors and performs initial computations. This
reduces the dependency on centralized cloud resources and enables faster,
real-time decision-making at the edge.

• Private Blockchain: The processed data from the Raspberry Pi is transmitted
to a private Blockchain network via a smart contract. In this scenario, Hyper-
ledger Fabric serves as the underlying Blockchain platform. Its permissioned
nature ensures that only authorized participants in the agri-food supply chain
can access the data. Fabric’s modular design allows for the creation of custom
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chaincodes (smart contracts), which facilitate secure data transmission and
storage.

• Chaincode: Smart contracts are employed to automate the data handling
process. The chaincode is responsible for securely recording sensor data onto
the Blockchain and triggering specific actions based on predefined rules.

Smart contract

Write data of calculated THI

Calculate THI
Calculate THI

Send data for calculating THI

Blockchain

IoT sensor

Raspberry PI

Figure 7.4: Architecture showing two different approaches for calculating THI

The DHT 11 sensor, taking into account the sensor specs, has an 8 bit res-
olution, a temperature range of 0°C to 50°C, and a precision of ±2°C. Relative
humidity readings have an accuracy of ±5% and a range of 20%-90%, according to
the standard. Monitoring comfort and discomfort of interior environment in rela-
tion to a specific temperature and humidity combination has been the main focus.
The Temperature Humidity Index (THI) [114] is used to aggregate the sensed tem-
perature and humidity. Also referred to as the Discomfort Index, it provides some
context for the potential implications of the detected data. The calculation of the
THI is as follows:

THI = (1.8 ∗ T − ((1−RH/100) ∗ (T − 14.3))) + 32 (7.1)

where T is the temperature in Celsius and RH is the relative humidity. As seen in
Table 7.2, various assessments of the discomfort can be made based on the value
the index assumes.
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In the proposed implementation, only the computed THI is uploaded to the
Blockchain, rather than the raw temperature and humidity data. This approach
reduces the amount of potentially unuseful information stored on the Blockchain,
which is important given that Blockchain is an add-only storage solution. By
focusing on the THI, we streamline the data stored, improving efficiency and en-
suring that only relevant, trust-enhancing information reaches the end user, such
as consumers in an agri-food traceability platform. To evaluate the flexibility and
efficiency of this architecture, we propose two different test cases. The first one re-
gards a computation on the Raspberry Pi: it processes the raw sensor data locally
and computes the THI. Once computed, the Raspberry Pi transmits the final value
to the private Blockchain, where it is recorded and made available for stakeholders.
This approach takes advantage of edge computing, reducing the computational load
on the Blockchain and enabling real-time analysis. The main benefit here is that
the Blockchain is used purely for storage and validation, while the computation is
offloaded to the edge device.

Table 7.2: Discomfort Considerations
THI Values Considerations

65 ≤ THI < 68 Possible discomfort
68 ≤ THI < 72 Little discomfort
72 ≤ THI < 75 Discomfort
75 ≤ THI < 79 Alert
79 ≤ THI < 84 Danger
THI ≥ 84 Emergency

In the second test case, instead of performing the computation on the Raspberry
Pi, the raw sensor data is sent directly to the Blockchain. A chaincode deployed
on Hyperledger Fabric and shown in Alg. 7.1 is responsible for computing the THI.
This allows for greater transparency and trust in the calculation, as the logic is
executed directly on the Blockchain, ensuring that all participants can verify the
computation process.

Listing 7.1: Hyperledger Fabric chaincode

async th iCa l cu lu s ( ctx , id , temp , hum){
l e t msg ;
l e t t h i = (1 . 8∗ temp −((1−(hum/100))

∗( temp −14.3)))+32;
i f ( t h i >= 65 && th i < 68){

msg = " Pos s i b l e d i s comfor t " ;
} e l s e i f ( t h i >= 68 && th i < 72 ){

msg = " S l i g h t d i s comfor t " ;
} e l s e i f ( t h i >= 72 && th i < 75){
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msg = "Discomfort " ;
} e l s e i f ( t h i >= 75 && th i < 79 ){

msg = " Aler t " ;
} e l s e i f ( t h i >= 79 && th i < 84){

msg = "Danger " ;
} e l s e i f ( t h i >= 84){

msg = "Emergency " ;
} e l s e {

msg = "Do Nothing " ;
}
re turn msg ;

}

This method fully leverages the distributed nature of the Blockchain, as all
calculations are performed within the network. While this adds to the transparency
and immutability of the data, it may introduce performance overhead, as Blockchain
networks are generally slower at processing compared to local devices [115].

By testing these two scenarios, we aim to assess the trade-offs between edge
processing and Blockchain-based computation.

7.2.2 Results and discussion

Tests have been run on a Fedora 40 machine, powered by a 12th Gen Intel Core
i7-12700 processor, 32 GB of RAM, NVIDIA RTX 3070ti graphics card, and 1
TB of disk space. The two Fabric configurations have been benchmarked using
Hyperledger Caliper, a tool used to calculate performance metrics of Blockchain
platforms. Table 7.3 shows obtained results.

Table 7.3: Benchmark report in Hyperledger Caliper
Approach # Transactions Input TPS Error rate (%) Max L (s) Min L (s) Avg L (s) Throughput

THI at edge

100 50 0 0.21 0.07 0.13 50.6
500 50 0 0.19 0.06 0.12 50.2
1000 50 0 0.19 0.06 0.12 50.1
100 100 0 0.13 0.06 0.10 98.3
500 100 0 0.13 0.06 0.09 99.6
1000 100 0 0.15 0.06 0.09 99.9

THI in Blockchain

100 50 0 0.19 0.06 0.13 50.5
500 50 0 0.20 0.06 0.13 50.1
1000 50 0 0.18 0.06 0.12 50.1
100 100 0 0.13 0.06 0.09 98.6
500 100 0 0.14 0.06 0.10 99.3
1000 100 0 0.13 0.06 0.09 99.8

Each approach was tested under different loads, with varying numbers of trans-
actions (100, 500, and 1000) and input transaction rates (50 TPS and 100 TPS).
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Latency

Edge Processing: The latency values in this approach are consistently lower com-
pared to the Blockchain-based computation. The average latency (Avg L) ranges
from 0.09 to 0.13 seconds across all transaction volumes. This lower latency is ex-
pected since the computation occurs locally on the Raspberry Pi before submitting
the results to the Blockchain, reducing the overhead associated with Blockchain
consensus.

Blockchain Processing: In contrast, the average latency for computing THI
on the Blockchain is slightly higher but still in a similar range, from 0.09 to 0.13
seconds. However, the overhead of performing the calculations on-chain doesn’t sig-
nificantly increase the latency in this case, showing the efficiency of the Hyperledger
Fabric platform in handling the computations.

Throughput

Edge Processing: Throughput values for edge processing closely match the input
TPS, with near-perfect consistency in achieving the targeted throughput. For in-
stance, with an input of 50 TPS, the system achieved a throughput of around 50
transactions per second, and at 100 TPS, throughput reached nearly 100 TPS. This
high throughput is indicative of the Raspberry Pi handling the computational load
efficiently and sending the results to the Blockchain without delays.

Blockchain Processing: Similarly, the throughput in the Blockchain-based com-
putation approach is comparable to the input TPS, reaching nearly 100 TPS when
tested at that rate. The ability of the Blockchain to handle high transaction volumes
without significant degradation in throughput is notable, but it’s worth mentioning
that this approach might experience scaling challenges as more complex calculations
are performed on-chain.

Error Rate

Both approaches displayed a 0% error rate across all tests, demonstrating the sta-
bility and reliability of the system. This suggests that neither edge computation
nor Blockchain-based computation encountered any failed transactions or errors
during the benchmarking, indicating robustness in the proposed architecture.

Max/Min Latency

Across both approaches, the maximum and minimum latency values are relatively
consistent, with the maximum latency hovering around 0.19 to 0.21 seconds and
the minimum around 0.06 seconds. These results indicate stable and predictable
performance, with minimal variation between transactions in both processing sce-
narios.

83



Blockchain Architecture

While both approaches perform well across all key metrics, the edge processing
method has a slight edge in terms of latency and throughput consistency, partic-
ularly under heavier loads (1000 transactions at 100 TPS). This is likely due to
the local processing capabilities of the Raspberry Pi, which reduces the load on
the Blockchain and speeds up overall transaction handling. The Blockchain-based
computation, on the other hand, provides additional transparency and trust since
all computations are done directly on-chain. However, it incurs a slightly higher
processing overhead compared to edge computing, as expected from performing
smart contract-based calculations on a distributed ledger.

In conclusion, the results show that edge processing offers superior performance
in terms of latency and throughput, while Blockchain-based computation ensures
greater transparency and trust. This study highlights the potential of Blockchain as
a viable alternative to centralized cloud systems in IoT environments and suggests
future research in scalability, hybrid architectures, and energy efficiency.

7.3 Hybrid Blockchain and NoSQL Platform

The main advantages of Blockchain regard data immutability, transparency, and
the possibility to execute transactions between two parties in an untrusted environ-
ment. However, scalability and throughput are considered major challenges when
it comes to the use of this technology [2]. Centralized databases can achieve better
results than Blockchain in terms of speed and latency. This work puts forward a
novel hybrid architecture making use of both Blockchain and NoSQL character-
istics to enhance the system’s performance [9]. On one hand, NoSQL platforms
are very often used by enterprises looking for distributed approaches and ways to
reduce downtime of their internal systems. On the other hand, several industries
choose to adopt Blockchain in their existing database structure because of its data
immutability feature. This leads to the creation of hybrid architectures leveraging
the advantages of both technologies. In such case, two database layers are used: i)
the first layer uses a lightweight-distributed consensus protocol that ensures some
integrity level while providing good performance for querying, ii) the second layer
uses a Proof of Work-based Blockchain to store evidence of the first layer’s database
operations.

Using NoSQL in a Blockchain application allows to handle different types of
data, namely on-chain data coming from transactions in the Blockchain and off-
chain data related to the Blockchain but not stored directly within the blocks -
NoSQL can provide additional security and privacy to off-chain data.
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7.3.1 Related Work

In this section we review the state-of-the-art techniques to enhance the Blockchain
throughput.

Authors of papers [116, 117] investigate performance bottlenecks in Blockchain
and present an efficient high-performance system for caching the Blockchain data in
the FPGA Network Interface Controller (NIC) with the aim of improving scalability
and throughput of Blockchain applications.

In [118], authors propose a Blockchain relational database involving all features
provided by existing Blockchain platforms and with better support for complex data
types. After separating the concerns of concurrent transaction execution and decen-
tralized ordering of blocks of transactions, they make use of Serializable Snapshot
Isolation (SSI) to concurrently execute transactions and validate each transaction
in a block to obtain a serializable order that will be identical across all untrusted
nodes.

Authors of paper [103] explain that hybrid Blockchain databases are decentral-
ized systems that have three key components: i) a shared database that uses a
storage engine, ii) a shared ledger replicated via a consensus mechanism, and iii)
a user interface that usually supports a simple key-value store. They also review
all the existing frameworks already implementing hybrid architectures.

Different tools and online systems can be also taken into consideration:

• BigchainDB [119] is a decentralized and immutable data storage system
which leverages MongoDB as storage engine and Tendermint for consensus
among the nodes. BigchainDB introduces two optimizations: i) Blockchain
pipelining allows nodes to vote for a new block while the current block of the
ledger is still undecided, and ii) parallel validation on multiple CPU cores.

• BlockchainDB implements a distributed database on top of a classic Blockchain.
It is different from the other systems because it partitions the database into
few shards so that the overall storage overhead is reduced.

• Couchbase allows to implement both of the data handling components usu-
ally used in Hyperledger systems. The two handling components are: i)
operational transactions that verifies, creates and logs all transactions and ii)
world state, another data view that maintains the current account values.

The state-of-the-art review reveals that hybrid architectures mixing Blockchain
properties (e.g., decentralization, immutability, owner-controlled assets) and database
properties (e.g., high transaction rate, low latency, indexing, querying of structured
data) are a valuable solution to overcome limitations of the Blockchain technology.
However, to the best of the authors’ knowledge, no existing framework is able to
perform data management in a completely context-agnostic manner, thus deciding
at runtime where to store data in an automatic way.
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7.3.2 System description

The goal of this work is to design a hybrid architecture able to i) automatically
manage data in a distributed heterogeneous database and ii) handle data belonging
to different user types in a context-agnostic and unstructured manner. Such system
allows greater data security, without losing in performance speed.

This section explains how the overall architecture is organized, the roles of each
component, and how the different parts are interconnected to create the workflow.
The whole system consists of a three-layered architecture.

• Data Layer
Relies on a Firebase NoSQL database and an Ethereum Blockchain system.
Firebase’s key-value paradigm simplifies the process of working with unstruc-
tured data: each incoming information can be formatted into a key-value
format. Moreover, to enter personal data into an Ethereum Blockchain, ad-
hoc smart contracts are typically needed. If all data is represented using the
same structure, a single general-purpose contract can be used instead.

• Back-end layer
Holds the whole logic, ranging from basic functions allowing user-system in-
teraction to the logic leading to how the system reacts to a specific data
request.
The content parser is the core element of the system because it bridges the gap
between the logic layer and the data layer. Given a set of information from
a user, the content parser decides whether the set of information should be
stored either in the NoSQL database (fast transaction but not immutable) or
in the online Blockchain (slow transaction but immutable). To do so, the idea
is to classify users’ data as sensitive or non-sensitive. Nevertheless, training a
DL model to perform such task would require a large dataset comprising sam-
ples from different use cases to account for generalization, but no appropriate
dataset is currently available.
Data Loss Prevention (DLP) services are essential for ensuring the protection
of sensitive data within organizations, adhering to privacy and trust policies.
DLP solutions offer more granular control over sensitive data, allowing orga-
nizations to monitor and protect data in real-time. Various solutions can be
analyzed in this topic. For instance, Forcepoint DLP offers advanced protec-
tion with features like data discovery, classification, and monitoring, but it can
be complex to configure and manage. Spin, on the other hand, might not offer
the same depth of protection and could have limitations in terms of scalability,
such as the ability to handle a large volume of data and limited integration
with other systems. Google Cloud DLP is designed to discover, classify, and
protect sensitive data across various environments, including databases, text-
based content, and images. It offers advanced de-identification techniques
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such as masking and tokenization, which help in maintaining data privacy
while ensuring compliance with regulations like GDPR. Additionally, Google
Cloud DLP provides real-time data protection and seamless integration within
the Google ecosystem, making it easier to manage and enforce security poli-
cies. For these reasons, Google Cloud DLP has been chosen as reference
model.

• Front-end layer
By interacting with the remote server, the web application provides the users
with all the data-related functionalities: data storage, retrieval, and visual-
ization. The realization of a web application allows to achieve portability,
making the system independent from all sorts of platforms.

Fig. 7.5 shows the whole information flow within the system.
The DLP module analyzes the information and looks for sensitive data. At

this point, if no critical record is found, the flow is redirected towards the NoSQL
database. If sensitive data is detected, an online transaction is created in the
Blockchain first and a tuple linking user ID and transaction ID is finally stored in
the NoSQL database to keep track of every user’s operation.

Figure 7.5: Hybrid system layered architecture and information flow

To speed-up basic operations, the core application logic (login, registration,
etc.) runs on top of the NoSQL database, where all user-related information (IDs,
passwords, etc.) is stored. The same happens to non-sensitive data that is orga-
nized and retrieved via the user’s unique ID. To retrieve user-specific data from the
Blockchain, all user’s transactions IDs are first gathered from the NoSQL database
(via user’s ID) and then used to query the Blockchain system.
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7.3.3 Experimental results

To evaluate the performance of the proposed system architecture, a fully working
prototype has been realized. The Python Flask library has been used to develop
the front-end web application, as it allows to easily manage key-value structured
data while rapidly develop and test the server logic without needing to deploy the
server on a public infrastructure. The Ganache framework is used to build up the
Blockchain architecture, while an online Firebase DB has been created to host the
NoSQL data.

In this preliminary stage, the objective is to gather data about the performance
of the overall system in order to assess the validity of the idea. The implemented
architecture works therefore in an offline setting. To show the capabilities of the
framework, four use cases have been targeted: i) sensors’ data from IoT networks,
ii) medical records, iii) bank transactions, iv) school records from different univer-
sities.

The goals are: i) to check whether the Google DLP engine is able to perform
the above-mentioned data classification by capturing sensitive information and ii)
to measure the data management time difference between the NoSQL and the
Blockchain systems. To carry out the first test, fac-simile data adherent to real-
world structures were submitted to the prototype application. No specific dataset
has been used in this stage. A custom dataset has been realized instead by generat-
ing, for each scenario, 200 samples. For instance, in the case of a bank transaction,
the application requires to insert the bank account number of both the payer and
the payee. Starting from the structure of a classical bank account number, the
tool is then able to generate real-world data with plausible bank account numbers,
while fake records contain random strings. The same happens for Social Security
Numbers and so on. The generated dataset has finally been used to test the DLP
module.

The DLP basic module allows to handle the selected case scenarios because it
already provides built-in detectors for all the sensitive information potentially linked
to each case. Even though no additional training has been performed on top of the
model, some custom detectors based on regular expressions have been developed
to extend the model detection capabilities. Before deploying the application, the
likelihood threshold of each detector has been fine-tuned so as to reduce the number
of both false positives and missed detections.

All the tests carried out show that Google DLP is able to perform the task
of discriminating sensitive and non-sensitive information, thus redirecting the first
towards the Blockchain and saving the latter in the NoSQL database. To ensure the
validity of the tests, some constraints were fixed for each use case (e.g., a doctor was
asked to insert the Social Security Number of the patient when saving a medical
record or the bank coordinates had to be specified for each transaction).
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The capabilities of the platform have been extended to automatically measure
and store the time needed to carry out each task. This study particularly focuses on
comparing the speed of both architectures during data storage and data retrieving.
These execution times are therefore measured while a user is interacting with the
platform and saved in the NoSQL database for further analysis.

Fig. 7.6 shows the performance comparison when new data is being permanently
saved. Due to the creation of an immutable transaction in the ledger, the Blockchain
average memorization time is much higher when compared to that of the NoSQL.

Figure 7.6: Time comparison (in seconds) during data storing activities

In Fig. 7.7, the time required to retrieve data is compared. Retrieving data
directly from a NoSQL database is faster due to the direct access nature of key-
value stores, where the data is retrieved using a unique key. On the other hand,
Blockchain retrieval is a multi-step process that involves first obtaining the trans-
action ID from the NoSQL database, then using this ID to query the Blockchain.
Although this process is slower, it offers the added advantage of transparency and
traceability, which are crucial in environments where data integrity and auditability
are essential. Table 7.4 compares saving and retrieving times in both approaches.

Figure 7.7: Time comparison (in seconds) when performing data retrieving
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Results show that the proposed architecture successfully enhances the through-
put of a Blockchain-based application. While state-of-the-art architectures en-
hance the performance speed by using parallel and distributed data sources, the
proposed architecture achieves the objective by saving only data actually requiring
immutability constraints in the distributed ledger. This is done by leveraging a par-
allel NoSQL database and Blockchain platform, and a DL-based decision pipeline to
manage all data. The DL system relies on Google DLP model to perform a binary
classification between sensitive and non-sensitive information. After classification,
critical data is stored in the Blockchain to satisfy immutability constraints, while
the NoSQL hosts all non-sensitive information.

Table 7.4: Retrieving and saving time comparison
Retrieving Time Saving time

Max [s] Min [s] Avg [s] Max [s] Min [s] Avg [s]
Blockchain 3.93 2.23 2.63 3.36 0.53 2.14

NoSQL 2.48 0.18 0.47 0.48 0.18 0.25

7.4 Blockchain sustainability

Blockchain technology, as explained above, is based on the use of smart contracts.
These contracts are written in different programming languages, which determine
their complexity, and consequently, the transaction’s cost. The work presented
in [13] analyzes the topic of cost considering smart contracts based on different
Blockchains and various programming languages. This analysis helps identify which
of the Blockchains is the most economical and sustainable in terms of energy for
those who execute them and the environment.

7.4.1 Related Work

BLOCKBENCH [120] was introduced in 2017 as the first evaluation framework
for analyzing private Blockchains in a fair and in-depth manner. The frame-
work enables a better understanding of various system design choices and en-
ables an objective comparison between different platforms. Integrating any private
Blockchain into BLOCKBENCH is a simple process which can be accomplished via
its APIs. BLOCKBENCH provides performance evaluation, measuring overall and
component-wise performance in terms of throughput, latency, scalability and fault
tolerance. The authors used BLOCKBENCH to comprehensively evaluate three
major private Blockchains: Ethereum (as a solidity Blockchain), Parity, and Hy-
perledger Fabric. The results suggest that there is still significant room for improve-
ment before these systems become viable replacements for current database systems
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in traditional data processing workloads. Furthermore, the assessment highlights
performance gaps among the three systems attributed to the design choices at dif-
ferent Blockchain software stack levels.

In [121], the authors have used a benchmarking approach in their research and
shared the preliminary results for the Python Ethereum client running on a Mac.
The study reveals that there can be significant differences in the reward per CPU
second for functions in Ethereum’s most popular contracts, which can result in
misaligned incentives that impact the dependable operation of the Blockchain. Ad-
ditionally, the research highlights that contract creation, done once for each new
contract, can be more lucrative than the regular execution of contract functions.

In 2019, [122] presents a comparative analysis of various distributed ledger tech-
nology (DLT) platforms in a diplomatic and unbiased manner. The selection of
platforms is based on their popularity, current market share, and evolving trends
and approaches. The platforms selected for the analysis are Ethereum, EOS, Hy-
perledger Sawtooth, and NEO. The comparison is done from both development
and performance perspectives to provide a comprehensive understanding of their
strengths and limitations. The analysis reveals that Sawtooth offers significant cus-
tomization capabilities that may affect performance, while EOS maintains stable
throughput under varying network scales and loads.

[123] objectively evaluates and compares different smart contract functions. The
article suggests using multi-criteria analysis (MCA) to assess and compare functions
based on multiple criteria to ensure a fair evaluation process. The study provides
a comprehensive review of the current state-of-the-art in the field by considering
various criteria used in the selection process, such as security, scalability, and per-
formance. It also highlights the challenges associated with critical criteria for smart
contract selection, including security, privacy, efficiency, scalability, and regulatory
concerns. However, the article stresses that the process is complicated by chal-
lenges such as the lack of standardization and difficulty comparing platforms. The
article emphasizes the need for further research on smart contract platforms’ long-
term performance and scalability and more comprehensive and objective evaluation
methods for MCA of smart contract selection while acknowledging the complexity
of the subject matter.

The authors of [124] have proposed a multi-objective test selection technique
for smart contracts that aims to balance three crucial objectives: time, coverage,
and gas usage. They comprehensively evaluated their approach using five solidity
smart contracts based on data collected from GitHub and State of the DApps3.
They compared their results with various test selection methods in traditional soft-
ware systems. Through statistical analysis of their experiments, which utilized
benchmark Solidity smart contract case studies, the authors have demonstrated

3https://www.stateofthedapps.com.
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that their approach significantly reduces the testing cost while maintaining accept-
able fault detection capabilities. These findings have been compared to random
search, mono-objective search, and the traditional re-testing method that does not
employ heuristic search.

With respect to current state of the art, this paper analyzes different public
Blockchains and programming languages, with the final goal to understand the
impact of a language on energy consumption requirements.

7.4.2 Proposed approach

This study examines smart contracts implemented on multiple Blockchains using
a variety of programming languages to assess their associated costs. The goal is to
pinpoint the most economical and environmentally friendly Blockchain for its users
and the ecosystem it operates within. Additionally, we investigate how different
programming languages affect the gas transaction cost on various Blockchains, de-
termining which ones are more economical. In terms of sustainability, we factor in
the environmental impact of these Blockchains, specifically their electricity usage
and CO2 emissions. The programming languages chosen range from high-level to
low-level, facilitating a comparative analysis, thereby leading to the selection of the
relevant Blockchains. All the analyzed Blockchains are permissionless, irrespective
of the programming languages employed in smart contract development.

Private Blockchains are not included in the analysis because they are not ac-
cessible to individual users without authorization.

The chosen Blockchains are summarized below.

• Ethereum and Solidity
Ethereum, created by Vitalik Buterin in 2013, revolutionized Blockchain with
its programmable smart contracts. Operating as a permissionless public
Blockchain, Ethereum has transitioned to a Proof of Stake consensus pro-
tocol in 2023. Its native token, ETH, fuels platform activities and facilitates
value exchange. Ethereum’s pivotal role extends beyond cryptocurrency, pow-
ering the burgeoning decentralized finance (DeFi) sector. Advantages include
a deflationary token supply, a robust community fostering demand, passive
income opportunities through staking, and serving as foundational infras-
tructure for emerging projects like Non-Fungible Tokens (NFTs). Solidity,
a high-level programming language primarily for Ethereum, facilitates smart
contract development. Inspired by C++, Python, and JavaScript, Solidity
interfaces seamlessly with the Ethereum Virtual Machine (EVM). Developers
leverage Solidity to craft smart contracts governing various functionalities,
including voting mechanisms and multi-signature wallets. Solidity program-
ming necessitates Solidity compilers, such as Remix and npm, tailored for
Linux and MacOS environments.
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• Tezos and SmartPy
Tezos, introduced in 2014, offers innovative features surpassing traditional
Blockchains like Ethereum. Its Liquid Proof-of-Stake (LPoS) consensus proto-
col allows for decentralized smart contract execution and governance through
a voting mechanism. Tezos adaptability enables dynamic adjustments to its
protocol parameters, enhancing security through formal methods. The native
cryptocurrency, XTZ, fuels transactions within the ecosystem. Tezos archi-
tecture comprises multiple layers, with a peer-to-peer layer ensuring network
connectivity and a subsequent layer treating the network as a distributed
database. Blocks are extracted, modified, and passed to the economic pro-
tocol layer, responsible for consensus enforcement. SmartPy, a Python-like
high-level language, simplifies smart contract development on Tezos. It of-
fers a user-friendly syntax and a secure programming environment. Initially,
smart contracts on Tezos were coded in Michelson, a low-level language fo-
cused on security and precision. SmartPy’s compiler seamlessly translates
code into Michelson for testing and deployment onto the Blockchain, enhanc-
ing developer efficiency and contract reliability.

• Polkadot and Rust
Polkadot, established in 2017, revolutionizes Blockchain interoperability with
its Nominated Proof of Stake (NPos) consensus mechanism. The network
features a primary relay chain governing inter-chain communication and nu-
merous user-created parachains operating autonomously within the Polkadot
ecosystem. Polkadot boasts a throughput capability of 1,000 transactions
per second. Rust, developed by Mozilla Research, epitomizes modern sys-
tems programming by seamlessly blending low-level performance control with
high-level convenience and robust security assurances. It excels in speed and
memory efficiency, making it suitable for critical performance services and em-
bedded systems, while its advanced type system and ownership model ensure
memory and thread safety, minimizing bugs at compile time. Renowned for
its eco-friendly attributes, Rust stands out as one of the most environmentally
sustainable programming languages in use today.

• Solana and C++
Solana, introduced in 2018, stands out as a Blockchain platform optimized
for widespread adoption, catering to diverse sectors such as finance, NFTs,
payments, and gaming. Operating as a global state machine, Solana is dis-
tinguished by its high-performance architecture, open nature, and decentral-
ized ethos. Its native cryptocurrency, SOL, drives transactions within the
ecosystem. Solana’s innovative Proof of History (PoH) consensus mechanism
ensures verifiable event order and time intervals, fostering trust without re-
liance on external entities or synchronized clocks. C++, renowned for its
versatility and efficiency, serves as an ideal programming language for Solana
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development. Combining low-level capabilities with high-level functionalities,
C++ enables seamless integration with system libraries, making it a preferred
choice for video game development, AR/VR applications, IoT devices, and
operating systems. Notably, C++ boasts exceptional energy efficiency at-
tributed to its minimal storage usage, further enhancing its appeal for Solana
development.

7.4.3 Smart contracts definition

Analyzing functions in smart contracts is crucial for effective comparison. The
diversity among programming languages complicates the task of defining executable
programs, as some languages lack specific high or low-level functionalities, object-
oriented capabilities, or other features. Consequently, we decided to employ very
simple projects to ensure a comprehensive understanding.

The chosen functions, ordered by increasing complexity, are as follows.

• Sum of two numbers: we test how different programming languages man-
age the sum of two integers number, being it a mathematical primitive in
equations. This primitive is shown in [124].

• Conversion of an integer into a string: we aim to analyze the behaviour of
each Blockchain to a cast operation, as indicated in [120].

• Creation of a personal data record for a hospital patient: the goal of this
contract is to verify the reaction of tested platforms with the management
of a structure composed by strings and integers. Healthcare is between the
main applications for evaluating smart contracts, as highlighted in [123].

Each function has been implemented in a smart contract written for every an-
alyzed Blockchain. A total of 12 smart contracts have been written and tested.

7.4.4 Tests and results

This Section will show all the tests conducted on the selected Blockchain and the
related results.

Ethereum - Solidity In conducting test cases for the Ethereum Blockchain,
Remix IDE was employed because it provides a GUI and eliminates the need for
configuration, making it ideal for developing smart contracts. It supports seamless
deployment for users of all skill levels on any preferred chain. The testing process
used virtual cryptocurrencies within a testnet environment provided by Remix IDE,
which ensured a controlled setting for the experimentation and verification of smart
contracts on the Ethereum Blockchain.
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Tezos - SmartPy For the Tezos Blockchain, SmartPy IDE was selected. SmartPy
IDE provides a comprehensive online environment for developing, testing, and de-
ploying smart contracts on the Tezos Blockchain, all within the familiar Python
syntax. Simulation was conducted on a test network called Ghostnet, which is
popular for testing contracts without spending real cryptocurrencies.

Polkadot - Rust For evaluating Polkadot, a platform akin to Remix for Ethereum,
known as Substrate, was utilized. Substrate facilitates the creation of Blockchain
applications by equipping developers with a versatile toolkit that transcends the
typical limitations found in other platforms. Unlike inflexible systems with set
structures, Substrate presents a flexible and modular design, allowing developers to
customize the Blockchain architecture specifically for their project’s requirements.
Substrate’s flexibility arises from its emphasis on adaptability and customization.
Its modular framework permits developers to easily integrate and modify com-
ponents, facilitating the straightforward implementation of complex features. By
adopting Substrate, developers can accelerate the development timeline, cut down
on costs, and boost the scalability and interoperability of their Blockchain solutions.

Solana - C++ A local testing environment has been developed for Solana analy-
sis. The tool used for tests was SolanaLabs, a local framework-like tool that enables
the evaluation of various aspects of a contract for development and configuration.
For the testnet, SolanaTestnet, provided by Solana, proved to be ideal for smart
contracts testing and development. Lastly, Mathwallet, a local wallet, was used. It
was populated with SOL currency using the SolanaDevnetFaucet.

7.4.5 Collected gas fees

We collect the spent gas for deploying each contract in a Blockchain. Results are
summarized in Table 7.5.

Table 7.5: Results of contracts execution, in gas, in each chosen Blockchain
Blockchain Smart contract language Integers sum Cast operation Healthcare scenario
Ethereum Solidity 328 1910 11681

Tezos SmartPy 367 1033 9112
Polkadot Rust 903 2416 13006
Solana C++ 299 4591 17467

Fig. 7.8 shows the gas fee comparison between the analyzed platforms. The
trend depicted in the figure is nearly linear across all languages. Costs are signif-
icantly low when dealing with the sum smart contract. This can be attributed to
the minimal gas required for the transaction since only a few low-level functions
are used, resulting in low gas consumption.
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Upon closer inspection, intersections of graphs are visible, particularly in the
case of the sum contract. This can be attributed to the nature of programming
languages. C++, being a low-level language, enables operations directly on mem-
ory, thus requiring minimal gas for execution on the Blockchain. The scenario
changes when considering the cast smart contract. Here, high-level languages like
SmartPy and PyTeal prove to be more cost-effective as they possess built-in syntax,
commands, and functions for converting an integer to a string with just a single
line of code. Conversely, low-level languages incur higher costs due to multiple and
resource-intensive register operations. For the healthcare smart contract, the overall
cost trend becomes clearer. Here, creating a Patient object creates some differences
in different languages. Low-level and hybrid languages like Rust need to rely on
external or more complex functionalities, leading to higher resource consumption
on the chain.
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Figure 7.8: Gas spent for each Blockchain

7.4.6 Sustainability analysis

This section provides an examination of different Blockchain networks focusing on
their yearly transaction volumes, energy usage, and the energy cost associated with
each transaction.

Table 7.6 presents the results of the analysis. Numerous factors significantly
impact all parameters, especially the consensus protocol, which, while based on
PoS, has several variations affecting emissions. Power consumption figures fluctuate
considerably, owing to the popularity of each Blockchain; increased usage leads to
higher energy consumption. Correspondingly, CO2 emissions data can be inferred
but vary greatly based on the energy sources powering the chain’s nodes.

96



Blockchain Architecture

Thanks to official data gathered from different sources4, it is possible to create a
graph regarding emissions per transaction, as shown in Fig. 7.9. Some values were
instead calculated by knowing the number of transactions and the total estimated
emission for the year 2022. A clear difference in ecological impact data can be
observed.

Table 7.6: Analysis of CO2 emission for each analyzed Blockchain
Blockchain Txs per year Power consumption [GWh] CO2 emission [kg]
Ethereum 4.9e10 7.210 2784143

Tezos 1,2e8 1.010 302461
Polkadot 3,1e6 0.473 122275
Solana 3,3e8 5.961 2228750

Tezos distinguishes itself as a Blockchain with reduced CO2 emissions. Its
minimal carbon impact enables developers and users to focus on innovation while
maintaining sustainability. Crafted for evolution through its on-chain governance,
Tezos’ efficiency is intentional. This adaptable design equips the Blockchain to meet
future demands and evolve as per users’ needs. Indeed, Tezos has boosted energy
efficiency per transaction by at least 70%, with its energy consumption per transac-
tion in 2021 estimated at less than 30% of that in 20205. The analysis of Polkadot’s
resource use involved determining its daily transaction count via multiple block
explorers and then computing a yearly average. This measurement encompasses
transactions on both the relay-chain and parachains. Polkadot aims to support the
forthcoming surge of web advancements while avoiding the significant energy re-
quirements of traditional proof-of-work Blockchains. Its novel consensus mechanism
requires only a minimal amount of energy compared to traditional Blockchains6.

Solana and Ethereum, the latest Blockchains, demonstrate nearly identical en-
ergy consumption rates. Ethereum has long scrutinized its energy usage, prompt-
ing a significant shift known as the ’Merge’, where it altered its energy-heavy and
high-carbon-emitting consensus mechanism from PoW to PoS. On the flip side, the
Solana Foundation is devoted to assessing its Blockchain’s impact, making its find-
ings public, and taking steps to reduce its environmental footprint to zero. Solana
distinguishes itself as the first Layer 1 smart contract Blockchain with ongoing en-
ergy emission tracking, allowing global access to network emission data right down
to the validator or RPC specifics7.

4https://etherscan.io/, https://indices.carbon-ratings.com/,https://
greenpolkadot.io/, https://www.theblock.co/data/crypto-markets/spot,https:
//indices.carbon-ratings.com/

5https://tezos.com/carbon
6https://polkadot.network/features/technology
7https://solana.com/environment
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The in-depth analysis conducted on smart contract dynamics reveals a complex
landscape where programming languages play a significant role, especially when it
comes to low-level languages. These languages can directly influence the efficiency
and optimization of operations performed by smart contracts on a Blockchain. Al-
though they are faster, do not require compilers, and use minimal memory, they
rely on external functionalities that compromise the final cost. Another significant
contribution comes from the efficiency of the Blockchains on which smart contracts
operate. Regarding the actual costs incurred for executing a smart contract on a
Blockchain, these are still influenced by the Blockchain itself: governance policies
and resources employed by the operating logic make prices vary significantly. The
intrinsic characteristics of the Blockchain and the adopted consensus protocol play
a predominant role in determining the environmental footprint. The decentralized
and diversified nature of consensus protocols can substantially impact energy con-
sumption and CO2 emissions associated with smart contract execution. Although
careful programming can contribute to optimizing smart contract efficiency, it is the
fabric of the Blockchain itself and the consensus rules that predominantly influence
carbon emissions.
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Figure 7.9: CO2 emission per transaction for each analyzed Blockchain

In summary, while programming languages play a significant role in the internal
optimization of smart contracts, the broader context of the Blockchain structure
and the consensus protocol largely dictates the environmental impact of smart
contract-related activities. Additionally, considerations must be made regarding
the cryptocurrency market and its daily fluctuations, influenced by global stock
markets. Prices and consumption are just some of the aspects to consider when
developing a decentralized project or application. For a comprehensive overview,
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perspectives on the project’s Blockchain growth, upcoming implementations, and
community support should also be evaluated to ensure foresight and backing from
the community. Nearly all platforms analyzed, regardless of the programming lan-
guage for smart contracts, are exploring and testing substantial changes to align
with global emission reduction programs.

7.5 Reward-based Architecture

Cryptocurrencies are meant to generate a new kind of richness in an untrusted en-
vironment and without the need of a centralized third party. One way to generate
new coins is through mining, as seen in Chapter 2: with the Proof-of-Work con-
sensus protocol, miners can receive a reward in coins when they accomplish their
goal, that is to find a correct hash for the new block. Nowadays, this procedure
has become computationally expensive: if a user doesn’t have enough computa-
tional power, he can not take benefits from the mining process. This paper aims
to overcome the difficulties of starting from a non rich situation, thus spreading a
meritocratic concept of a Blockchain network. In the proposed platform, all users
start with the same initial amount of coins that can be used to buy goods and
services from other users. In this way, the more the user sells his own services, the
more he can obtain in terms of coins. All users start with the same purchasing
power and it is responsibility of the single participant to stay alive in the network.
No coins will be mined or be exchanged with real money.

7.5.1 Related work

The authors of paper [125] propose a novel economic system to exchange goods
without the need of money, using Blockchain as the underlying technology. This
proposal avoids the use of Proof-of-Work consensus protocol and is focalized on
exchanging goods. However, it does not take into account the possibility to share
services and to generate new forms of richness. Compared with this approach, our
proposal aims to use coins that do not derive from mining but from offering some-
one’s service. Decathlon brand has created a Blockchain-based rewards program.
It was launched in March 2019 in some test nations (Slovenia, Croatia and Serbia)
with the name of Decathlon Team. Here’s an example of how the program works:
A customer enters a Decathlon store to buy products, for example some football
shoes. By the time she leaves the store, she can check her profile on the store app
that runs on Blockchain on her smartphone to see how many medals (virtual coins)
she has earned and the total number of medals credited to her account. As soon
as she has enough medals, she can redeem some of her medals to receive a benefit,
let’s say, a two-hour lesson with a football instructor. That instructor earns the
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medals from the customer and can spend them to buy football-related goods from
a Decathlon store. This implementation is similar to our proposal, but, due to its
industrial focus, it is based on spending real money to earn coins, so the start-
ing point cannot be equal for anyone because it depends on how much money a
customer can spend. This approach will not follow the main goal of the proposed
platform, that is, no real money will be spent during the entire process.

7.5.2 System design

The main idea of our proposal is described hereby. The user who wants to join
the Blockchain can register to the platform, using a username to guarantee the
pseudonimity of the Blockchain. It is important to reach sybil resilience, so to use
a mechanism to ensure that the same user will not create more than one account,
otherwise he or she will get more coins than thought. A possible approach is to use
a unique identifier such as the Social Security Number in America or the eIDAS ID
in Europe [126], or by using the biometric techniques [127]. During the registration
process, the user receives a certain amount of coins to start buying basic services.
The coins available in the network depend on the number of users joining that
network following the equation:

T =M ∗N =
∑
i

ci (7.2)

where T is the total available coins in the platform, M the number of registered
users, N the number of initial coins per user and Ci the coins of user i. The mean
of coins per user will be equal to the number of starting coins in the platform. Fig.
7.10 shows a sample platform with M = 10 registered users, each one starting with
N = 100 coins.
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Figure 7.10: Network example with 10 nodes, each one starting with 100 coins
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When a user buys a service, he or she makes a transaction in the chain that
will be encrypted using the user’s key. The transaction is then signed and sent
to the network. Anyone can see that this transaction has been done and that the
amount of coins needed for the service will be sent after the service is done. The
user cannot buy or mine new coins, so his computational power has no effect on
the network; he can instead sell some goods or services to earn new coins and buy
new services. This mechanism can prevent rich users from increasing their wealth
in a short time or users with expensive hardware platforms from becoming richer.

7.5.3 System analysis

A workflow sample is presented in Fig. 7.11. User A (the buyer) makes an offer
on some good or service to User B (the seller). They can use an in-app text chat
to communicate, make offers and counter offers, until they reach an agreement on
the price (in coins) of the selected product. After the agreement, the seller makes a
request to the app to make the transaction and sign it in the Blockchain platform.
The app forwards the request to the Blockchain that uses some predefined smart
contracts to execute the transaction and takes the defined amount of coins from
the buyer. The result of the transaction is sent to the app and back to both the
buyer and the seller. After that, User A receives the good or service, she/he can
declare to the app that the transaction can be completed successfully. The app will
communicate with the Blockchain that will release the taken coins and give them
to the buyer. The transaction is now concluded and registered to the platform.

Ideally, participants in the network can also be the miners in the Blockchain; the
more participants are in the network, the more the system becomes decentralized
and, therefore, secure.

7.5.4 Economics considerations

From an economic point of view, some doubts could emerge on the value of a coin
in the platform. Two main approaches have been identified to address this problem:

Stablecoin approach [128]. Stablecoins are cryptocurrencies that follow the real
world market, so there is no risk of speculation and no alternative markets with
prices that differ from a real world situation. These kind of coins exist in the
Blockchain topic; the most well-known one is Tether, a coin mainly used for pay-
ments.

Self-leveling market approach. The more challenging way is to not impose a
value on a platform coin, but to let people organize by themself on how much a
coin is worth. The market will stabilize by itself after a certain number of suc-
cessful transactions: this approach will avoid to fix the price of a service (that is
a consequence of fixing a starting value for a coin) and it will carry new results in
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Figure 7.11: Workflow of the system
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the market. This self-leveling market approach at a starting point will make people
sell and buy under or overpriced services, anyway this situation has a drawback.

The stablecoin approach is the simpler and safer one, but it’s less innovative
and challenging than the second proposal. For this reason, it could be more inter-
esting (and risky) to follow the second idea and analyze the market transformation
as quickly as customers increase. Obviously, people could sell and buy under or
overpriced services in a first time, but there always is a limit at this situation. For
example, for the first two customers in the whole platform, every actor knows that
the other one has a maximum amount of, let’s say, 100 coins, so he would never
try to sell a service for 100 coins or more, because it would be unacceptable by the
other user.

From an economic point of view, the objective is to understand how the digital
society will react to a kind of market similar to what was available centuries ago,
when money did not have a fixed value. For this reason, validations will be analyzed
after a certain number of transaction has happened in the developed platform.

7.6 Architecture proposal in a smart city

The rise of emerging technologies defines new and improved software processes.
The modeling of an architecture is the first step to adapt a process based on spe-
cific needs defined by functional and non functional requirements. It is necessary
to design some innovative approaches during the definition of the architecture to
create a solid and scalable system. Among various innovative topics in Software
Engineering, we focus on smart cities improvement. The smart city trend is con-
stantly growing as new and emerging technologies help its spreading. A smart city
goal is improving the quality of life for citizens, as well as making operations easier
and more efficient. To make a smart city desirable, the network should be reliable
and with high performances; moreover, privacy and encryption of data should be
guaranteed and the concept of trust should be a solid foundation of the entire pro-
cess.
A typical problem in smart cities development is modularity: new applications must
be contextualized and developed having that smart city in mind. Actually, there
are no standards and guidelines that can adapt to every smart city.

Our proposal is based on the use of Blockchain technology to improve our abil-
ity to develop, manage and apply new software and system applications for smart
cities. To illustrate the main aim of this paper, let us consider a sample scenario:
suppose we would develop a system that provides smart city services, using a sin-
gle distributed database enabled for accessing city-related information for citizens.
Traditional cities can become smart without using new systems, but simply inter-
facing with existing ones and with distributed databases used by other smart cities.
Hence, as shown in Fig. 7.12, a smart city actor must have a single interface to
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gather different data and to use the database; this means that the interface and
the implementation of an object can vary independently being separated from one
another. The implementation can be realized just once and be compliant to every
other smart city that implements the proposed interface.
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Figure 7.12: Layers of the system showing a single interface in the access layer
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7.6.1 Related work

Different reviews show the role of Blockchain in smart cities, with some focus on
smart healthcare, smart transportation, supply chains [129]. They also underline
the combination of Blockchain and other technologies such as Internet of Things and
Machine Learning [130]. Blockchain can help smart cities in being more sustainable
thanks to its peculiarities: a) it is immutable, so every information added to the
chain cannot be modified, b) it is anonymous, meaning that everyone can join the
network without worrying about privacy, c) it is trustable even if people don’t know
each other.

Authors of paper [131] focus their research on Blockchain smart contracts in
smart real estate. They propose a conceptual framework for the adoption of such
topic in smart cities. The real estate process becomes more immersive and user-
friendly, in line with Industry 4.0 requirements.

Blockchain can help smart cities development [132] both from performance and
security sides. The distributed nature of this technology makes architectures more
scalable and with less point of failures: as soon as one node is active, the entire net-
work is up. Data sharing takes advantage of this approach: education, healthcare,
buildings can communicate using a single common interface. Artificial Intelligence
intervenes in data management and analysis [133]: deep learning techniques can
enrich the green energy production [134, 135], while neural networks can improve
road management [136].

Traceability characteristic of Blockchain is helpful for waste management [137]
thanks to notarized documentation, compliance with laws and fleet management.
It is also useful with respect to public emergency services [138]: it can help security
workers to manage different anomalies, from fires to crimes. A state-of-the-art
summary is shown in Table 7.7.

The analysis of such publications raises some open challenges: a) Sustainability
is an important aspect in the topic of Blockchain applied to smart cities. It is the
furthest research topic from most of the analyses [130]. b) There is the need of
a single interface to the Blockchain, to create a bridge between different actors in
the smart city and a single, common distributed database. c) Security and privacy
should be underlined[139]: Blockchain preserves privacy and ensures that only au-
thorized nodes can access sensitive information. d) Costs to deploy a complete
Blockchain network in a smart city are not yet known. It is difficult to perform a
cost prediction in the deployment of a Blockchain in a smart city [129]. e) Regula-
tions are needed to correctly share information: smart contracts can come in hand
in this topic.

This paper analyzes topics b) and c), solving them by creating a common inter-
face to the Blockchain for different stakeholders and by analyzing the role of each
stakeholder to grant access to sensitive data to the owner of those data.
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Table 7.7: State of the art analysis

Paper Topic
Xie (2019)[129] Survey on the literature involving Blockchain

technology applied to smart cities
Rejec (2022)[130] Trends and research directions for Blockchain

applied to smart cities
Ullah (2021)[131] Usage of smart contracts in smart real estate

environment
Shari (2022)[132] Survey of Blockchain applications for data man-

agement in smart cities
Sharma (2021)[133] Integration of Blockchain and Artificial Intelli-

gence for sustainable smart cities
Ahmad (2021)[137] Usage of Blockchain for waste management in

smart cities
Kumar (2022)[138] Protection of life and properties from fire dam-

age in smart cities using Blockchain
Ghazal (2022)[139] Protection of smart cities using Blockchain as a

distributed database
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7.6.2 Our approach

We envision a scenario in which Blockchain is the foundation of smart cities pro-
cesses. Each process can be easily added to the system thanks to a common inter-
face that embraces every aspect of the city. Information can be exchanged using
JSON format, so the communication between a front end decentralized application
and the Blockchain is context-aware. Blockchain technology has the potential to
play an important role in the development of smart cities. It can provide multiple
advantages in many topics:

• Supply chain management: Blockchain can be used to track goods and mate-
rials through a supply chain, thus increasing transparency and reducing the
risk of fraud.

• Sustainability: Blockchain can be used to manage and track the use of renew-
able energy. A sustainable smart city can be obtained if actors reduce their
carbon footprint and promote green approaches.

• Authentication and identification: Blockchain can be used to verify identities
in a secure and decentralized way, making it easier for citizens to access
services and participate in civic life.

• Public records: Blockchain can be used to store and manage public records,
such as property titles or licenses.

• Transportation: Blockchain can be used to manage and track the use of
public transportation, helping cities optimize their transportation systems
and reduce congestion. Transports side, Blockchain can be used to gather
information to improve paths, waiting times and overall services.

Overall, the role of Blockchain in smart cities management is to improve dif-
ferent aspects, from sustainability (i.e., notarization of clean energy production) to
hijacking avoidance (i.e., guaranteeing the path of a bus or a taxi, making statisti-
cal analysis for public transports, identifying passengers). The ultimate goal is to
improve quality of life for citizens.

7.6.3 Clean energy production

Smart buildings must be energy efficient and incorporate clean energy production
technologies. The ways to accomplish this goal are different: a) solar panels can be
installed on the roof of a building to capture sunlight and generate electricity, b)
wind turbines can convert wind speed to electricity, c) storage systems, such as bat-
teries, can store excess clean energy produced during low demand times. Blockchain
technology can support the production of clean energy in multiple ways: a) it can
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track and verify the energy production, to ensure that a building is sustainable;
b) it can help the trading of energy, notarizing transactions between a building
with enough energy in its storage and a building with less energy than requested;
c) it can help people understand if a building is really sustainable and green (i.e.,
showing a building carbon footprint), thus letting people choose and prefer smarter
and more efficient buildings.

7.6.4 Encryption of sensitive information

Citizens side, information should be encrypted to ensure privacy and anonimity.
The encryption process can be both symmetric or asymmetric. In this proposal, we
follow an asymmetric key encryption scheme, that takes advantage of the key-pair
already present in every Blockchain architecture. In this way, everyone can encrypt
any kind of message using the recipient public key, thus guaranteeing that only the
recipient can decrypt the message using his or her own private key.

In the case of public services requests, it is possible to use smart contracts to
make the process secure and transparent. The authentication and request process
is shown in Fig. 7.13.

Smart 
contract

GovernmentCitizens

�� Request 
service

5. Response

4. Send 
data

2. Check 
identity

3. Send 
request

Figure 7.13: Sample process for a citizen requesting a service to government institutions
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1. The citizen requests a service to the institution (i.e., a certificate of residence).
The request is managed by a smart contract. It is also possible to directly
upload documents to the InterPlanetary File System (IPFS) [140], but due
to lack of regulations and laws, we decided to let institutions keep sensitive
documents.

2. The smart contract, together with the institution, authenticates the citizen
and ensures that the requested certificate is obtainable.

3. The smart contract requests the document to the institution.

4. The institution gives back the requested service using the same smart con-
tract.

5. The citizen receives the requested service or document. The process, thanks
to smart contracts intervention, is transparent, secure and fast.

7.6.5 Statistical analysis

The use of a distributed database such as Blockchain lets people read public records,
that are stored in the chain and accessible to anyone. These data are stored anony-
mously, meaning that any information can be related to a public key (wallet), but
there is no way to link that wallet to a person. In this way, data can be used
to make some statistical analysis to understand how to improve services offered
to citizens. Public transports can easily understand if there is a lack on the offer
and improve it, knowing exactly where to act. Furthermore, the potential appli-
cations of statistical analysis extend beyond public transport. Other sectors, such
as healthcare, energy, finance, and logistics, can leverage the insights gleaned from
Blockchain-stored data to optimize their operations, identify trends, and develop
innovative solutions. The possibilities are vast, as the Blockchain’s transparent
and secure infrastructure provides a solid foundation for making informed decisions
based on reliable and unbiased data.

7.6.6 Path planning

The process of determining one optimal route for a vehicle to travel from one
location to another is defined as path planning. This approach can be used to avoid
traffic congestion in smart cities [141] or to quickly intervene in case of disasters
[142]. Path planning can be used for vehicles, drones and people. With Blockchain
technology, it is possible to avoid hijacking: in the Internet of Drones (IoD) field,
various approaches have been proposed [143, 144, 145]. They all share a common
point of view: everytime a drone approaches a new Point of Interest (PoI), it writes
a new information on Blockchain to notarize its position. In this way, every attempt

109



Blockchain Architecture

of hijacking can be identified in short time. The same approach can be considered
for Autonomous Guided Vehicles (AGVs) in a smart city: AGVs can read from
the Blockchain where they have to go, then they can create an optimal path and
notarize the time of arrival. These information can further be used for statistical
analysis, as underlined before.

7.6.7 Proposed architecture

Our contribution regards the design of an architecture where every actor in a smart
city can benefit from using Blockchain as a back end of the system. The main goal
is the development of a common interface to communicate with the database, so
everyone can join the network in a secure and fast way. Smart contracts can receive
any kind of data in a JSON format: new actors just need to upload JSON-formatted
information. Data are then managed by the contract, that gathers them and con-
verts them into value, thus uploading them in the Blockchain. An architecture
showing different actors is proposed in Fig. 7.14.
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Hospitals Vehicles

Smart agriculture

Industries

Internet of Drones
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contract
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{  }
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Figure 7.14: Architecture of the proposed Blockchain-based smart city
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In our scenario, each actor uses a Decentralized Application (DApp) to connect
to the Blockchain. DApps are designed to be distributed and to run on multiple
nodes, rather than being controlled by a single entity. Some applications of such
architecture can be summed up as follows:

• A. Clean energy production. To reach sustainability purposes, clean energy
production can be notarized in Blockchain. Everyone can ensure that the
energy used in a building comes from renewable sources.

• B. Encryption of sensitive information. Sensitive information can be en-
crypted using nodes key-pair. Autonomous shared vehicles (i.e., taxies) can
use this sign to authenticate passengers and ensure that only the passenger
who payed for the ride can use that vehicle.

• C. Statistical analysis. Public transportation can make statistical analysis
(i.e., preferred destination, waiting times, etc.) to improve the offer, still
guaranteeing anonymity.

• D. Path planning. Path planning is possible to avoid hijacking. In the Internet
of Drones topic, this can be a useful approach to ensure that the path followed
by a drone is correct and there is no tampering [146, 145].

Besides, every actor in the smart city can feel as part of a community, easily
accessing any public information in the Blockchain and exchanging messages with
other actors in a transparent way.

The architecture respects requirements for building a system process with mod-
ularity and scalability in mind, thus ensuring high performances and reliability that
are guaranteed by the presence of Blockchain.

Figure 7.15: Sequence diagram for a smart city service request
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To upload JSON information to the Blockchain, some context-aware smart con-
tracts are designed. These smart contracts take the input, make some checks on
the correctness of data and then upload them to the Blockchain. The specific front-
end distributed application can manage the JSON output to show the information
requested by the user. The described process is shown in Fig. 7.15: steps 1.2 to
1.3 are independent from the front-end distributed application.
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Additional technologies

As Blockchain platforms continue to evolve, integrating additional technologies has
become crucial to enhancing functionality and expanding application areas. The
conducted research explored these intersections across various fields. Section 8.1
investigates AR applications, while Section 8.2 examines the Metaverse’s role in
digital tourism and education. Section 8.3 highlights the relevance of LLMs in code
generation tasks.

8.1 Augmented Reality

The growing demand for products that are ethically sourced, eco-friendly, and safe
has driven the growth of traceability systems. Consequently, industries have im-
plemented advanced tracking solutions to oversee every production and distribu-
tion stage. At the forefront is Blockchain technology, whose decentralized and
unchangeable ledger significantly enhances traceability systems by ensuring data
integrity and transparency through the recording of each transaction and event in
the supply chain. Although complex supply chains can create complicated data
structures, posing challenges for consumers seeking clear insights, future end-users
will increasingly engage with their environment immersively via Augmented Re-
ality (AR) applications. Emerging headsets, like the Apple Vision Pro and Meta
Quest Pro, are set to revolutionize everyday activities such as supermarket shop-
ping. Presented at the IEEE VR 2024 conference [17], this paper investigates
Blockchain-integrated traceability systems and uses AR to make these platforms
more accessible. It allows consumers to scan a QR code and conveniently access the
necessary traceability information in a visually optimized manner. The product is
displayed to users with a 3D model that alters its shape based on specific quality
metrics, boosting their trust in the manufacturer.

Augmented Reality is a transformative technology that overlays digital infor-
mation, such as virtual objects or contextual data, onto the real world, enhancing
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users’ perception and interaction with surroundings. QR codes and markers have
redefined AR interactions, while Blockchain technology assures data integrity and
transparency. Integrating these technologies in AR enhances information dissem-
ination and user engagement. The current literature lacks deep analysis on AR
and Blockchain technology in the traceability field. Some architectures based on
decentralized platforms have been proposed in different topics, from face-to-face
collaboration using a web based XR framework [147] to the creation of virtual envi-
ronments using Metaverse [148]. Blockchain and AR applications can be combined
in various domains: education and training, advertising, tourism, virtual experi-
ences [149]. The main contribution of the presented paper regards the possibility
to give useful information about a product in an immersive way, giving consumers
the possibility to scan a QR code and understand its quality simply by using their
smartphone.

8.1.1 Architecture

The architecture of the platform is shown in Fig. 8.1. The consumer scans a QR
code on the product label and the front-end distributed application sends a request
to load the 3D model of the scanned product that is visualized in AR using Vuforia
Engine. At the same time, a request is sent to the public Blockchain (through a
smart contract) to access the traceability information regarding that product. The
obtained data is shown to the consumer on top of the generated 3D model.

Consumer

QR Code

SCAN

Smart

contract

3D ModelImage target

Server

BLOCKCHAIN

VUFORIA

Figure 8.1: Architecture of the proposed platform

By using QR codes and Vuforia markers as entry points to Blockchain-hosted
content, developers can ensure data security and immutability. Vuforia markers
can initiate dynamic AR displays of Blockchain-verified information, while QR
codes could lead users to transaction histories or supply chain details stored on
the Blockchain. The combination of QR codes and Vuforia markers can happen in
different ways. One approach is to insert a marker inside the QR code. Different
tracking techniques can lead to this goal: Vuforia gives the opportunity to use a
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VuMark that can be used to ensure a high number of feature points. However, this
approach can lead to issues if two products are scanned simultaneously, because of
the impossibility to distinguish between different products using the same marker.
An alternative way is to directly use the QR code as a marker: it has lots of unique
points and it can distinguish between two products. However, this scenario will
require one QR code for each product uploaded in the Vuforia engine, so it could
heavily affect the performance of the platform. The second scenario is chosen,
due to the possibility to use Vuforia Cloud Recognition service to manage a huge
number of image targets. Vuforia also grants the possibility to directly scan a QR
code inside its environment using the Barcode Scanner service. This method is not
compliant to the goal of the paper because it is limited to 2D objects, and it will
not be possible to load 3D models on top of a scanned QR code.

8.1.2 Sample scenario

The platform has been tested in Unity. The sample scenario regards a traceability
platform based on Blockchain technology, combining the benefits of both a public
and a private Blockchain [4]. The platform must enable the general user to check the
product origin, information, chemical-physical properties, and varietal origin [3].
Additionally, it must ensure that the product’s agri-food chain is controlled and
monitored by having access to data about the production phases, from seeding to
selling, including all phases of any transformation. The project proposal specifically
aims to experiment with the integration of Blockchain technology and, as a result,
the real-time traceability of the information recorded on the history of the product.

Figure 8.2: Two alternative graphical interfaces. (a) a pear, with quality 2/10, is sur-
rounded by the attributes gathered from the Blockchain. (b) an apple, with quality 9/10,
has its attributes rotating on top of it.

First results show that the platform correctly reads the required information
and shows them to the final user, together with the product quality shown on top
of the gathered data. Additionally, the product changes its shape by following
the given quality: the higher the quality, the better it will be seen by the final
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user. Fig. 8.2 shows two different ways to implement the graphical interface of the
platform: one with fixed information around the product, all on the same plane;
another one with animated information rotating on top of the product.

The increasing popularity of traceability systems in supply chains reflects the
evolution of consumer expectations towards transparency and ethical consumption.
Blockchain’s integration in these systems brings immutable records and heightened
trust. However, the challenge of enabling easy access to and comprehension of
product information for consumers remains hard to accomplish. The possibility to
use AR techniques helps in bridging this gap, giving consumers the possibility to
easily read information thanks to immersive interfaces and platforms.

8.2 Metaverse
The metaverse is frequently characterized as the internet’s successor, in which users
can interact with each other and with digital objects in three dimensions rather than
simply browsing websites or using social media platforms. It provides a variety of
new opportunities for entertainment, social interaction, education, and commerce,
thank to its direct effect on users satisfaction [150]. Between the different applica-
tions of metaverse, we want to focus on smart cities and in particular smart tourism.

Authors of paper [151] raise three main questions with respect to the applica-
tion of metaverse in tourism area: what could be the staging experiences in the
metaverse, how consumers behavior will change, and what business strategies can
be developed in this approach. A metaverse tourism ecosystem is defined in [152]:
travelers and suppliers are connected in both the digital and the physical world. The
metaverse can provide mirror worlds to virtualize real life experiences. The tech-
nology most linked to tourism and metaverse topic is Mixed Reality (MR) [153], in
particular in the topic of visiting cultural heritage. MR helps Generation Z people
to feel more involved in tourism, creating more engaging adventures from industries.

Our proposal aims to develop a metaverse platform to support tourism in Apulia,
Italy. In particular, we take advantage of MR technology to let tourists visit Bari,
an Apulian city, discovering cultural places and activities. Suppliers can also join
this platform to recreate their activities and sponsor them to the public, creating
more engagement in visitors. Finally, touristic guides can use their avatar to easily
connect to tourists and let them discover the city in a new and entertaining way.

Our scenario

Our scenario is explained below. The back-end of the architecture is a metaverse
platform that allows sharing three-dimensional spaces, usable by different users in
real time via devices such as computers, smartphones and virtual reality headsets.
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(a) Real photo of Piazza del Ferrarese (b) Intermediate phase, without textures

(c) Final phase, with textures and details (d) Detail of a building
Figure 8.3: Development steps for the metaverse platform

The front-end is an immersive virtual space, built with 3D graphics programs and
then programmed and loaded into the metaverse. The environment is programmed
to possess precise details of real environments, with the addition of extra informa-
tion elements such as texts, graphics or completely additional 3D objects, available
to users under certain conditions to enhance their experience.

Users accessing the platform are either consumers and providers. Consumers
are visitors of the platform: they enter the space, attracted by an event inside
the platform and then become intrigued by the reproduction of the real space.
Furthermore, they have the opportunity to learn and increase their knowledge of
the place in an organic way thanks to extra information elements present in the
space for advertising, decorative and informative purposes. Providers create the
three-dimensional reproduction of the space, and focus on populating the space
by organizing cultural themed events in it, promoting the place of interest with
exhibitions, historical anecdotes and details interesting geographical locations, thus
ensuring the loyalty of passing visitors. Examples of providers are:

• Touristic guides who could get in touch with potential tourists and visitors
directly from the virtual space, thus following them in detail on any potential
question or curiosity.

• Commercial activities present in the virtual reproduction of the real world,
such as a bar or restaurant, which could have special conventions for those who
complete certain challenges inside the space [154, 155] or use the advertising
space in the classic way.

• Cultural promotion associations could use virtual spaces to promote a
municipality or locality far beyond its territorial borders, easily reaching the
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international scale but without sacrificing real events held in presence. This
approach guarantees an hybridization of real activities with virtual ones via
VR headsets [156].

Implementation design

Various steps of implementation are proposed in Fig. 8.3, from the real photo of
Piazza del Ferrarese in Bari (Fig. 8.3a) to an intermediate representation of the
location (Fig. 8.3b), to the final implementation (Fig. 8.3c). The manufacturing
process consists in taking a series of photographs so that the geometry of the object
is centered and as straight as possible. We import the image as a plane in Blender1

and, with the edge looping technique, we underline the salient reliefs of the photo-
graph which are then extruded. To optimize structures with a repeated pattern, an
array is used as shown in Fig. 8.3d. Preliminary results show a complete platform in
the metaverse to explore with or without an headset, thanks to the characteristics
of the chosen back-end platform, Spatial2.

The proposed project will bring a great impact to the tourism market, which
has always been looking for new innovative ways to attract the attention of millions
of potential tourists every day via web-based social platforms. The main issue with
such approaches was the lack of social and human aspects, such as the sociability
between people and the sense of discovery. Users who discover a place through
a virtual experience, whether it is actually existing or not, can reach a level of
immersion that generates true memories equal to those of a visit to a real place.
Furthermore, this experience has the additional element of sociality, which allows
people in the same space to meet and make friends, chat and therefore encourage
networking.

8.3 Large Language Models

Generative AI is a type of artificial intelligence that includes various techniques
and models used to generate data or content. These models can create new content
from scratch, often without the need for direct human input or based on specific
prompts. LLMs, on the other hand, are a type of Generative AI that uses Neural
Networks trained on vast amounts of textual data from different sources, such as
online blogs, code repositories, open data, and media content. Their training aims
to enable them to understand and produce human language. In November of 2022,

1https://www.blender.org
2https://www.spatial.io
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a sophisticated chatbot called ChatGPT3 was launched. Developed by OpenAI4,
the chatbot utilizes advanced deep learning algorithms to generate human-like re-
sponses to natural language inputs. The model has been trained on a vast and
diverse dataset of text and is capable of comprehending and generating text on
various topics. ChatGPT’s versatile capabilities make it a suitable solution for
several applications, including customer service, content creation, and language
translation. Since its release, ChatGPT’s popularity has grown exponentially, sur-
passing even the likes of TikTok, the current record-holder5. Within two months
of its launch, ChatGPT boasts an impressive user base of 100 million. ChatGPT’s
success moves the discussion on the LLM and their ability.

In this paper we review all existing work about LLMs used to generate code and
programs. This is a first step towards the development of an LLM to automatically
generate smart contracts in Blockchain platforms.

8.3.1 Background

Generative AI is a broad category of artificial intelligence that encompasses various
techniques and models designed to generate data or content [157]. These models
are capable of creating new content from scratch, often without direct human in-
put or based on specific prompts. LLMs are a subset of Generative AI: they are
Neural Networks trained on vast amounts of textual data, gathered from different
sources, from online blogs to code repositories, from open data to media content.
Their training aims to let them understand and generate human language. These
models have demonstrated remarkable capabilities in a wide range of natural lan-
guage processing tasks, including text generation [158], translation [159], summa-
rization [160], and more. They can be considered as an evolution of chatbots [161],
born in 1966 with ELIZA [162], a computer-based psychotherapist answering user’s
questions.

A survey conducted by [163] shows the evolution of LLMs, starting from GPT-1
in 2018. The diffusion of different LLMs starts at the end of 2022, with different
producers showing their products. Fig. 8.4 shows the distribution of LLMs divided
by producers.

Their interest grew exponentially after the born of ChatGPT on November 2022,
the first application of LLMs open to public domain. A research on Google Trends
confirms this trend, as shown in Fig. 8.5.

3https://chat.openai.com
4https://openai.com
5https://www.reuters.com/technology/chatgpt-sets-record-fastest-growing-user-base-analyst-note-2023-02-01/.

119

https://chat.openai.com
https://openai.com
https://www.reuters.com/technology/chatgpt-sets-record-fastest-growing-user-base-analyst-note-2023-02-01/


Additional technologies

Figure 8.4: LLMs evolution until 2023

ChatGPT is based on the Generative Pre-trained Transformer (GPT) architec-
ture, where a model is trained with high amounts of data and can be fine-tuned
for different application. Different kinds of Large Language Models exist, such as
Bidirectional Encoder Representations from Transformers (BERT), developed by
Google. This approach is suitable for tasks requiring an understanding of context.
XLNet is another LLM that improves the Transformer-XL architecture, incorpo-
rating a permutation-based training approach [164].

The interaction with a LLM can happen in different ways, from a chatbot-based
style to the usage of Application Programming Interfaces (APIs). They can also be
used in online platforms or run locally in the user computer. ChatGPT Plus [165] is
a subscription-based chatbot that supports OpenAI’s GPT-4 model. It offers both a
chatbot to talk to and APIs to develop a custom platform. It also allows the user to
upload and work on multimedia files instead of simple text. Local implementations
such as GPT4All [166], LocalAI [167], and Ollama [168] require no GPU or active
internet connection. They can be used both as a chatbot to interact with or an
endpoint for API calls. They support a variety of models, including LLaMa 2 and
its variations, gpt-3.5-turbo, BERT and more.

8.3.2 Related work

A state-of-the-art analysis revealed that literature presents few reviews related to
LLMs. Authors of paper [169] show the potentialities of ChatGPT in reflective
writing within university courses. They evaluate the ability of ChatGPT to pro-
duce diverse reflective responses using nine prompting strategies. The findings sug-
gest that ChatGPT can generate high-quality reflective responses, outperforming
student-written reflections across various assessment criteria. The work presented
in [170] explores the reasoning capacity of LLMs like GPT-3.5, GPT-4, and BARD.
The paper highlights the limited proficiency of all three models in tasks involving
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Figure 8.5: Evolution of interest in Generative AI related to the appearance of ChatGPT
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Inductive, Mathematical, and Multi-hop Reasoning. To enhance zero-shot per-
formance, the study proposes a set of engineered prompts for all three models,
providing a detailed and comprehensive analysis of the results. The opinion pa-
per presented in [171] provides a multi-disciplinary exploration of the applications,
opportunities, challenges, and impacts of transformative AI tools like ChatGPT.
Drawing insights from 43 contributors across diverse fields, including computer sci-
ence, marketing, education, and nursing, the article acknowledges the potential for
ChatGPT to enhance productivity in various industries. It highlights both posi-
tive aspects, such as gains in banking, hospitality, and IT, and concerns, including
disruptions, privacy threats, biases, and misuse. The main thematic areas for fur-
ther research are identified in knowledge, transparency and scholarly research. The
study proposed in [172] employs a scalable crowdsourcing data-driven framework
to investigate ChatGPT’s code generation performance from diverse perspectives
across social media platforms. The analysis reveals that ChatGPT is utilized in
over 10 programming languages, with Python and JavaScript being the most popu-
lar, for tasks ranging from code debugging to interview preparation. The dominant
emotion associated with ChatGPT’s code generation is fear, overshadowing other
emotions.

To our knowledge, there are no reviews investigating how LLMs are effectively
used in the code generation domain, together with some insights on the preferred
programming languages and the limitations versus benefits analysis.

8.3.3 Research Methodology

We follow the Preferred Reporting Items for Systematic Reviews and Meta-Analyses
(PRISMA) methodology [173] to perform the proposed review. It is composed of
different steps: definition of Research Questions, gathering and filtering process
through inclusion and exclusion criteria, and graphical ad textual findings and
discussion. The steps performed to reach the final number of papers are shown in
Fig. 8.6.

This review aims to identify the state-of-the-art on performing code generation
tasks using a LLM, as well as to highlight the trend of this research field and
research gaps to work on. To accomplish this, we develop the following Research
Questions (RQs):

• RQ1: What is the trend topic of LLM used for code generation,
starting from 2021?
The goal of this question is to understand the evolution during years of the
analyzed topic.

• RQ2: What is the overall performance in accomplishing the code
generation task?
This question aims to understand how LLMs are used in the topic of code
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Figure 8.6: PRISMA methodology
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generation, if they perform well in different operations (i.e.: identifying bugs,
understand programming languages syntax, and more), and what model can
perform better between the ones available online.

• RQ3: What programming languages are used in current research?
This RQ analyzes the topic from the programming languages point of view.
It aims to understand which languages are preferred and why.

• RQ4: What is the gap between benefits and constraints of using an
LLM to perform automatic code generation?
The purpose of this RQ is to investigate current open problems and identify
research gaps and trends.

To ensure reliability and completeness of the review, we screened relevant re-
search databases. A PICO (Population, Intervention, Comparison, Outcomes) tech-
nique is pursued to find the research string [174].

((Generative AND ai) OR llm OR (Large AND Language AND (Model OR
Models))) AND code generation

The papers gathered from different databases, such as IEEEXplore, ACM, Google
Scholar, Scopus, is 698.

The definition of inclusion and exclusion criteria helps in defining which studies
will be analyzed to answer the defined RQs. In this work, inclusion criteria include:

• Publication date between 2021 and 2023.

• Publication written in English.

• Publication focused on the code generation topic though LLMs.

Exclusion criteria are presented below:

• Secondary or tertiary study.

• Publication not accepted in a conference, journal or book.

• Publication where the analyzed topic is used only as an example.

The obtained number of papers after the application of the explained criteria is
66. This is considered an acceptable number for our purposes.

8.3.4 Results and discussion

This section highlights the main findings obtained from the papers analysis and
divided by the RQs defined above.
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RQ1: What is the trend topic of LLM used for code generation, starting
from 2021?

Fig. 8.7 shows the papers distribution on a month basis, from 2021 to 2023. A
concentration of these papers starts from April 2023: this is an expected result,
because of the born of ChatGPT as mass-use tool in November 2022. The highest
number of occurrences happens between August and October 2023, then there is
a slight reduction of occurrences. The waning focus on research dedicated solely
to code generation tasks within the domain of LLMs may be attributed, in part,
to the broader versatility and applicability of these models across a spectrum of
computational tasks. The advent of LLMs heralded a paradigm shift in Artifi-
cial Intelligence research, captivating scholars with their potential to revolutionize
numerous domains beyond code generation. Moreover, there are some already opti-
mized tools for code generation tasks, starting from ChatGPT itself. In particular,
the version powered by gpt-4 model performs very well in the Python language
domain [175]. There exist also other industrial ready tools to generate code, like
fine-tuned LLMs such as WizardCoder or CodeLlama 6.

Figure 8.7: Papers distribution by month between 2021 and 2023

The graph proposed in Fig. 8.8 distinguishes between conference papers, jour-
nal articles or book sections. Journal articles cover about 85% of the considered
papers: this is attributable to the choice not to include papers not available in
open access among the exclusion criteria. It is important to underline that among
the papers considered in the first collection, most of these were only in preprint
format, therefore not yet published. This large number of preprints is a symptom
of a research context that is still young and constantly growing.

The journal with the highest number of occurrences is Elsevier Computers and
Education: Artificial Intelligence with 6 papers, followed by IEEE Software. Other
international journals appear with one paper each.

6https://huggingface.co/spaces/mike-ravkine/can-ai-code-results
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Figure 8.8: Papers distribution by type
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RQ2: What is the overall performance in accomplishing the code gener-
ation task?

The second RQ is focused on understanding if papers evaluate the code generation
task and the performances they achieve. Main findings are summarized in Fig. 8.9.
33% of the analyzed papers experiment with LLMs on different tasks, exploring how
the intervention of Generative AI helps humans and their output. Some examples
are given below:

• Paper [176] presents a crowdsourcing data-driven framework to investigate
ChatGPT’s code generation performance by analyzing social media data,
revealing insights into its usage across programming languages, tasks, and
emotional associations, and releasing a dataset for evaluating the quality of
generated code.

• Paper [177] presents an innovative approach using a generative adversarial
network (GAN) to enhance both code generation and code search techniques
in software engineering. By treating code generation and code search as the
generator and discriminator in the GAN framework, the study showcases
consistent performance improvements across eight different settings.

• Paper [178] assesses the impact of ChatGPT, specifically GPT-4, on digital
forensics through a series of experiments across various use cases such as arte-
fact understanding, evidence searching, code generation, anomaly detection,
incident response, and education. It evaluates the strengths, risks, and po-
tential applications of ChatGPT in digital forensics. While acknowledging
potential low-risk applications, the paper emphasizes limitations due to the
need to upload evidence and the requirement for substantial topic knowledge
to identify errors. It suggests that, with appropriate expertise, ChatGPT
could serve as a supporting tool in certain circumstances.

• Paper [179] explores the utilization of GPT-4 for generating Governance,
Risk, and Compliance (GRC) policies aimed at deterring and mitigating ran-
somware attacks involving data exfiltration. The research compares the effi-
cacy, efficiency, comprehensiveness, and ethical adherence of GPT-generated
policies against those formulated by established security vendors and gov-
ernment cybersecurity agencies. Results showcase instances where GPT-
generated policies outperform human-generated ones, particularly when tai-
lored input prompts are provided. Recommendations for corporate adoption
of GPT in GRC policy-making are offered based on these findings.

A relevant number of papers talk about ethical implications of using LLMs in
generating code or text.
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• Paper [180] explores the future relevance of traditional programming lan-
guages in end-user programming among the rise of generative AI models,
proposing the ’generative shift hypothesis’ that anticipates qualitative and
quantitative expansions in end-user programming facilitated by generative
AI.

• Paper [181] reviews the evolution of software development processes concern-
ing the appropriate targeting of automation to overcome obstacles. It recom-
mends adopting a similar approach in integrating generative AI tools into the
software development community.

• Paper [182] explores the transformative potential and risks of large language
models (LLMs) in software engineering tasks, pondering the implications of
AI-generated content and its impact on professionals in various domains.

A less relevant number of papers focus on implementing new platforms other
than experimenting with an existing or a new fine-tuned model, on validating an
existing search or on proposing new approaches. We expect this last category
to be higher in other fields and not in code generation, because of the focus, by
researchers, on better understanding the syntax and best practices for different
programming languages and not on proposals on new programming languages or
on new approaches on code understanding and documentation. The inclination
towards established languages could also be practical in terms of applicability. En-
hancing existing languages and their documentation aligns with real-world needs,
facilitating better developer tools, code readability, and comprehension.

Figure 8.9: Papers divided by research category

Fig. 8.10 shows the value that each paper carries to the community in the ana-
lyzed field: software development if the paper develops new tools (3%), bibliometric
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if the paper just makes an overview of already available platforms (3%), reliability if
the paper considers the reliability of the generated code (7%), technology if the pa-
per focuses on analyzing the topic and how LLMs can help in code generation tasks
(50%), quality if the paper is based on the quality of the developed code (27%),
performance if the paper focuses on how the LLM performs in accomplishing the
required task (2%), business analysis if there are economic considerations (6%),
architecture if the paper relies on modeling a new software architecture (2%). The
distribution of topics within papers reflects varying priorities and interests within
the research community. The focus on technology follows the foundational drive
to innovate and refine the technical capabilities of these models. Given the rapid
evolution of LLMs, researchers are often driven to explore new techniques, opti-
mization strategies, and model architectures to enhance their efficiency, accuracy,
and versatility across different tasks such as code generation. The emphasis on
quality in a significant portion of papers aligns with the goal of ensuring robustness
and efficacy of code generated by these models. Quality considerations encompass
factors such as code correctness, readability, maintainability, and adherence to cod-
ing standards. This focus on quality reflects the practical need to ensure that the
code produced by these models meets industry standards and is usable in real-world
scenarios.

Figure 8.10: Papers divided by value added to the community

Fig. 8.11 shows the application area a paper falls into. 26% of papers be-
long to the education area, suggesting an interest in using LLMs for code gen-
eration tasks in classes for multiple reasons: creation of online learning environ-
ments and quizzes [183], analysis of how academy will react to LLMs [184, 185],
classification between student-generated and ChatGPT-generated text and com-
ments [186, 187], and analysis on the impact of using ChatGPT in programming
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education on students’ computational thinking skills, programming self-efficacy,
and motivation [188].

Software Engineering comes at second place; this is an expected result, due
to the fact that research on LLMs is constrained on code generation tasks, that
strictly belong to the Software Engineering field: transforming ChatGPT into a
low-code developer [189], generating commit messages through contextual informa-
tion in repositories [190], analyzing LLMs software modeling capabilities and consis-
tency issues [191], and exploring the potential impact of generative AI technologies
like ChatGPT on the Software Development Lifecycle (SDLC) [192]. Healthcare
is also popular in this kind of research: LLMs are used for making diagnoses of
low- and medium-risk diseases based solely on symptoms [193], for offering reliable
suggestions and treatment options to patients [194] and in general for supporting
healthcare communication research [195].

Figure 8.11: Papers divided by main application area

RQ3: What programming languages are used in current research?

An analysis on the preferred programming language used to conduct the research
is also conducted. Only a small number of papers explicitly mentions the program-
ming languages used within the research for code generation tasks. Python’s preva-
lence among the discussed languages in these papers might reflect its widespread
adoption in the field of machine learning and natural language processing, making
it a natural choice for implementing and experimenting with large language models.
The absence of explicit mention of programming languages in the majority of the
papers might indicate that researchers focus more on the methodologies, or algo-
rithms applied to code generation tasks rather than the specific code generation.
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Results are shown in Table 8.1.

Table 8.1: Programming languages analyzed in relevant papers
Programming
Language

Paper Description

Python

[196] Introduces LEVER, a method enhanc-
ing language-to-code generation by train-
ing verifiers to assess generated programs
based on natural language input, the
code, and execution results. It consis-
tently improves code LLMs across table
QA, math QA, and basic Python pro-
gramming datasets, achieving state-of-
the-art results.

[177] Presents an innovative approach utilizing
a generative adversarial network (GAN)
to enhance both code generation and code
search techniques in software engineer-
ing. By treating code generation and
code search as the generator and dis-
criminator in the GAN framework, the
study showcases consistent performance
improvements across eight different set-
tings.

[197] Introduces CODEGEN, an open large
language model for code synthesis,
trained on natural language and pro-
gramming language data, facilitating pro-
gram generation from problem speci-
fications. Additionally, it introduces
the JAXFORMER training library and
demonstrates CODEGEN’s competitive-
ness in Python code generation through
HumanEval and investigates multi-turn
prompts for improved program synthe-
sis using the Multi-Turn Programming
Benchmark (MTPB).
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[198] Introduces IntelliCode Compose, a multi-
lingual code completion tool leveraging a
generative transformer model trained on
extensive source code data. It predicts
sequences of code tokens for various lan-
guages like Python, C#, JavaScript, and
TypeScript, achieving high edit similarity
and low perplexity for Python program-
ming.

JavaScript [199] Explores the application of the GPT-2
model for Automated Program Repair
(APR) in JavaScript. It fine-tunes the
model with JS code snippets to automat-
ically fix JavaScript bugs, achieving an
overall accuracy of up to 17.25% but fac-
ing challenges in generating effective bug-
fixes in certain cases.

Multiple
[200] The paper introduces DCServCG, a

Data-Centric Service Code Generation
model aimed at enhancing web service-
based systems by capturing and utiliz-
ing service usage information from public
repositories that share Open Source Soft-
ware (OSS). DCServCG improves code
generators by focusing on service-based
code characteristics and addressing se-
quence overlap and bias issues through
a data-centric concept employing condi-
tional text generation. The evaluation
demonstrates improved language mod-
eling metrics, indicating reduced per-
plexity and better generalization perfor-
mance compared to traditional models
like ServCG.

[201] Explores the capabilities of large language
models, using OpenAI Codex, in generat-
ing programming exercises and code ex-
planations for programming courses, eval-
uating the quality and novelty of the
generated content both qualitatively and
quantitatively.

132



Additional technologies

[176] Presents a crowdsourcing data-driven
framework to investigate ChatGPT’s
code generation performance by analyz-
ing social media data, revealing insights
into its usage across programming lan-
guages, tasks, and emotional associations,
and releasing a dataset for evaluating the
quality of generated code.

RQ4: What is the gap between benefits and constraints of using an LLM
to perform automatic code generation?

The last RQ is focused on understanding the advantages and the problems of using
LLM for code generation. In Table 8.2, we discuss it according to the analyzed
papers.

Table 8.2: Pros and cons according to the analyzed papers
Paper Discussion

[200] It improves the accuracy of code generation for web
service-based systems by using service usage data from
open-source software repositories. It tackles issues re-
lated to sequence overlap and bias by generating data-
based text. The resulting model performs better gen-
eralization than traditional models like ServCG, as
demonstrated by improved perplexity metrics.

[202], [201], [203], [204] The study emphasizes the role of ChatGPT as an edu-
cational tool in design processes, highlighting its ben-
efits in creating interactive learning environments, in-
cluding automated grading, personalized learning ex-
periences, language lessons, and customized content
creation. However, it also emphasizes the limitations
of solely relying on ChatGPT and stresses the impor-
tance of combining it with manual calculations and
established simulation software to validate engineer-
ing results. It is crucial to be cautious of potential
biases in content generation and to curate educational
materials carefully. The challenge is balancing the ad-
vantages of ChatGPT with responsible curation to en-
sure that the educational content is free of bias.
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Table 8.2 – continued from previous page
Paper Discussion

[194], [205], [195], [206],
[207], [208], [209]

They acknowledge ChatGPT’s effectiveness in various
NLP tasks and its potential applications in healthcare
services. These systems can be beneficial in automat-
ing healthcare processes, improving patient care, and
simplifying report generation. However, they empha-
sizes ethical concerns, data interpretation challenges,
accountability issues, and privacy concerns related
to sensitive medical information when utilizing Chat-
GPT in healthcare. The articles also emphasize the
importance of ensuring originality, accuracy, and aca-
demic integrity before these systems are extensively
integrated into clinical practices. Additionally, They
underlines the lack of studies exploring LLM applica-
tions in nucleic acid research.

[210], [211] Authors recognize ChatGPT’s ability to generate di-
verse content and its growing importance in various
domains. However, it also points out certain restric-
tions or limitations of the tool, such as sometimes the
generation of incorrect information, may rise with bi-
ased content, etc. They emphasize the need for vali-
dation and combined methods for accuracy.

[190] It highlights the significant improvements that Core-
Gen demonstrates over baseline models. Addition-
ally,it discusses the potential benefits of training con-
textualized representations on larger code corpora and
adapting this framework to other code-to-text gener-
ation tasks.

[179] The study shows that in certain cases, cybersecurity
policies generated by GPT (a type of artificial intel-
ligence) are better than policies created by humans,
especially when tailored prompts are used. However,
the study also recognizes that there are limitations
and stresses the importance of having specialized in-
put, human moderation, and expert input to achieve
the best results. The study also provides recommen-
dations for companies that are considering integrating
GPT into their GRC (governance, risk, and compli-
ance) policy formulation.
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Table 8.2 – continued from previous page
Paper Discussion

[212] For the authors, ChatGPT’s advantages lie in its ver-
satility for human-machine interface creation, text
generation, and knowledge provision, offering poten-
tial applications like chatbots, virtual assistants, and
automation within Industry 4.0. However, limitations
may include biases in generated content and challenges
in ensuring accuracy and reliability in automated pro-
cesses. The gap involves balancing the advantages
with mitigating biases and ensuring the reliability of
automated operations.

[213], [214] According to them, AI-generated poetry’s benefits
showcase the difficulties people face distinguishing it
from human-written poetry. This helps us understand
how humans perceive AI-generated content. How-
ever, there are limitations as some people negatively
respond to algorithm-generated poetry, indicating a
preference for human-written work.

[215] It emphasizes ChatGPT’s potential in overcom-
ing challenges faced by existing deep learning ap-
proaches in agricultural text classification, demon-
strating promising performance without fine-tuning on
agricultural data. However, it acknowledges this as a
preliminary study and highlights the need for further
exploration to establish ChatGPT’s applicability and
performance in diverse agricultural contexts.

[216] The paper provides valuable empirical insights from a
case study, identifying critical AI capabilities and em-
phasizing the need for business model innovation to
scale AI effectively in manufacturing firms. However,
it’s essential to further explore the practical imple-
mentation and long-term impact of the proposed co-
evolutionary framework and its mechanisms for scaling
AI through business model innovation.

[217] The study emphasizes the effectiveness of schema con-
gruence in improving retrieval accuracy and highlights
gamified learning’s potential to evoke positive emo-
tions despite an underlying predominance of negative
emotions.
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Table 8.2 – continued from previous page
Paper Discussion

[218], [176], [191], [219] The authors reveal patterns of ChatGPT usage in code
generation across various programming languages and
tasks, highlighting prevalent emotions like fear asso-
ciated with its usage, and provide a dataset for eval-
uating the quality of generated code. They identified
ChatGPT’s limited performance in software modelling
tasks compared to code generation, offering insights
for short-term potential and suggestions for improve-
ment in the modelling community.

[199], [180], [220] They demonstrate the GPT model’s ability to gener-
ate syntactically correct code and highlights its limita-
tions in producing effective bug fixes in specific scenar-
ios. However, the overall accuracy suggests room for
improvement in its performance for program repair.
They explore the explainability needs of generative AI
models in software engineering contexts and proposes
XAI features to address these needs, highlighting the
importance of human-centred design in driving tech-
nical advancements.

[221] It demonstrates advancements in video generation by
addressing temporal aspects and auxiliary tasks, yet
may require further refinement for real-world applica-
tion.

To summarise, LLMs (Language Model Models) are highly effective instruments for
generating code. They are simple to train, and the outcomes are both speedy and
highly encouraging. However, it is essential to acknowledge that there are some
limitations associated with them. One significant challenge is identifying incorrect
information or code that may be generated, which could lead to more severe issues
when used. Therefore, it is essential to exercise caution when using LLMs and
ensure that the generated code passes rigorous quality control checks to avoid any
potential issues.

Threats to validity

We highlight some threats to the review’s validity, identified during the writing
phase.

• Fast evolving landscape: The field of LLMs applied to code generation is
characterized by its dynamic and constantly evolving nature. It is challenging
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to encompass all the relevant literature, given the novelty of the subject, the
limited time frame for the review, and the constant influx of new research.
Moreover, the dynamic growth of the field introduces the possibility that some
crucial contributions may have emerged after the review period.

• Pre-prints exclusion: A significant threat to the completeness of this review
comes from the decision to exclude non-published papers, such as pre-prints.
The exclusion of pre-prints, which are prevalent in emerging and fast-paced
research domains, may lead to an oversight of valuable insights and advance-
ments that have yet to undergo formal peer review.

• Open Access papers: The introduction of the inclusion criteria to include
only open access papers introduces a potential bias in the selection process.
This review may only encompass some of the available literature by excluding
papers that are not freely available, thereby missing valuable contributions
from subscription-based or proprietary sources. This limitation might result
in a partial representation of the diverse research landscape surrounding the
analyzed topic.

• Search string: The choice of the search string employed in online scientific
databases may introduce a level of subjectivity and potential bias. While the
chosen string is designed to capture a broad spectrum of relevant literature,
alternative search strings may yield different results.

• Performance in the topic: The proficiency of LLMs in code generation tasks
may result in a lack of research that explicitly addresses challenges or advance-
ments, given that these models may already perform well in this domain [222].

Despite these potential limitations, this review presents a comprehensive overview
of the current literature on LLMs applied to code generation tasks. We aim to im-
prove the review further and update it in the future to include new publications
and new approaches to the topic.

To conclude, our review provides a general picture of the capability of LLMs
in code generation. We analyzed research papers published between 2021 and
2023. Our findings reveal a significant increase in papers published from April
2023 onwards, as highlighted in Fig 8.7. This can be attributed to the widespread
adoption of ChatGPT as a tool for mass communication, which was introduced
in November 2022. Most papers were published between August and October
2023, after which there was a slight decrease in published papers. This reduction
in research focus dedicated solely to code generation tasks within the domain of
LLMs could be because of these models’ broader versatility and applicability across
a spectrum of computational tasks.

We saw that Python is a popular choice for building and testing large lan-
guage models, likely due to its widespread use in machine learning and natural
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language processing. Although most papers do not mention specific programming
languages, this could suggest that researchers focus more on the methods, tech-
niques, and algorithms used for generating code rather than the language used for
implementation.

Finally, it is widely recognized that LLMs (Language Model Models) are invalu-
able in generating code. These models are characterized by their ease of training
and the rapidity and reliability of their results. Nevertheless, it is crucial to ac-
knowledge that these models have their limitations. One of the most significant
challenges is identifying incorrect information or code generated by these models,
which can have serious consequences when deployed. Therefore, it is imperative to
exercise caution when using LLMs and ensure that the output code passes through
rigorous quality control checks to mitigate potential risks.
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Chapter 9

Software Engineering Education and
Training

Software Engineering Education and Training (SEET) encompasses the develop-
ment and delivery of instructional methodologies aimed at equipping individuals
with essential software engineering skills. The need for continuous employee train-
ing and upskilling in the industry links closely to SEET. In this context, the con-
ducted research includes multiple studies. Section 9.1 presents a review of gami-
fication usage in SEET, and Section 9.2 extends this focus to industrial settings.
Section 9.3 mixes metaverse and LLMs to deliver innovative platforms for students,
and Section 9.4 explores the potential of large language models (LLMs) to enhance
SEET, particularly in peer assessment.

9.1 Review on Gamification in SEET

Gamification, the integration of game design elements into non-game contexts, has
emerged as a significant approach in various domains, including education and
training. It employs elements such as points, badges, quests, and challenges to
motivate and engage users, thereby enhancing their experience and performance.
Its application ranges from universities to industries.

In the realm of Software Engineering Education and Training (SEET), gam-
ification has the potential to transform traditional learning methods by making
them more interactive and engaging [223]. SEET encompasses the instructional
methodologies, curricular designs, and practical experiences aimed at equipping
students and professionals with the knowledge, skills, and competencies required
in the field of software engineering. It includes both formal academic programs,
such as university degrees and professional certifications, and informal learning op-
portunities, such as workshops, online courses, and bootcamps. The objective of
SEET is to prepare individuals to effectively design, develop, test, and maintain
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software systems, ensuring they meet user needs and adhere to quality standards.
SEET traditionally focuses on imparting technical skills and knowledge necessary
for developing software systems. However, the conventional teaching methods often
struggle to maintain student engagement and motivation [224]. By incorporating
gamification, educators can create a more dynamic and stimulating learning envi-
ronment, which can lead to improved learning outcomes. Gamification not only
makes learning more enjoyable but also fosters a deeper understanding of complex
concepts through active participation and immediate feedback [225].

In the context of professional training, gamification can play a crucial role
in continuous learning and skill development. As the software industry evolves
rapidly, professionals need to constantly update their skills and knowledge. Gami-
fied training programs can offer a more compelling and effective way to achieve this,
promoting sustained engagement and continuous professional development [226].
Moreover, gamification can increase the awareness of employees in critical scenar-
ios [227] by letting them take action in less time to avoid dangerous situations [228].

Despite the promising potential of gamification, there is a need for a system-
atic evaluation of its application in SEET topic. This involves examining both the
results improvements and the technical challenges associated with implementing
gamified systems. To address this gap, we conduct a systematic literature review
to evaluate the maturity and impact of gamification in SEET. We propose six
Research Questions aimed at exploring the effectiveness of gamification in enhanc-
ing learning and training outcomes in Software Engineering. This review is based
on an extensive analysis of 68 primary studies, identified and filtered through the
Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA)
methodology [229]. We assess the evolution of this topic over time, the application
areas and the results obtained after the implementation of gamification techniques
in university courses. Additionally, we discuss future research directions and prac-
tical implications for educators and trainers in the Software Engineering domain.

9.1.1 Background

This section introduces gamification by giving a common definition gathered from
the analyzed papers. Moreover, it explores the main components of gamification
and its role in SEET.

A brief definition of gamification can be given, based on different analyzed
papers [230, 231, 232, 233, 234]: gamification is an approach characterized by the
application of game design elements and principles in non-game contexts to enhance
user engagement and motivation. Unlike traditional educational methods, which
often rely on passive learning, gamification leverages the interactive and stimulating
nature of games to create more dynamic learning experiences [235].

In the domain of SEET, gamification has shown significant potential. Tradi-
tional Software Engineering education typically involves theoretical learning and
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practical exercises designed to build technical skills. However, maintaining student
motivation and engagement can be challenging with conventional teaching meth-
ods. By incorporating gamification, educators aim to make learning more inter-
active and enjoyable, thereby increasing student participation [223] and improving
learning outcomes [16].

The core components of gamification include the integration of game mechanics,
dynamics, and aesthetics [236].

• Game mechanics refer to the rules and feedback systems that drive gameplay,
such as scoring, levels, and rewards.

• Game dynamics involve the emotions and behaviors induced by the mechan-
ics, such as competition, collaboration, and achievement.

• Aesthetics pertain to the overall look and feel of the gamified experience,
which can enhance its appeal and immersion.

Application of Gamification in Software Engineering Education

Learning management system Game engine User Interface

Student / EmployeeTeacher / Employer

Game mechanicsStudents progress Educational content

A B C D

Game dynamics

Database

Figure 9.1: A common architecture for gamified educational platforms

Figure 9.1 illustrates a typical architecture for gamified educational platforms.
This architecture includes components such as the learning management system,
game engine, and user interface [237]. The learning management system handles
educational content and tracks student progress, while the game engine manages
game mechanics and dynamics. The user interface presents the gamified experience
to students, providing them with interactive and engaging learning activities, typ-
ically accessible as web apps [238], created using some frameworks (e.g.: Angular,
ReactJS).

The unique characteristics of gamification make it well-suited for SEET. Gam-
ification can transform traditional learning environments by promoting active par-
ticipation, immediate feedback, and a sense of progression. These features help
address common challenges in education, such as student disengagement and the
difficulty of maintaining sustained interest over time [239].
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Gamification fosters an interactive learning environment where students can
engage in problem-solving activities that mirror real-world Software Engineering
tasks. This practical application of knowledge helps reinforce learning and develops
critical thinking skills. For example, gamified platforms might simulate coding
challenges or project management tasks, allowing students to apply theoretical
concepts in a controlled, game-like setting.

Moreover, gamification can enhance collaborative learning. By incorporating
team-based challenges and competitive elements, students are encouraged to work
together, share knowledge, and develop essential soft skills such as communication,
teamwork, and leadership [240]. This collaborative aspect is crucial in Software
Engineering, where teamwork and communication are key to successful project
completion.

Despite its benefits, the application of gamification in SEET also presents sev-
eral challenges. Designing effective gamified systems requires a deep understanding
of both game design and educational pedagogy. There is a need to balance game el-
ements with educational content to ensure that learning objectives are met without
compromising the fun and engagement aspects [241].

To address the proposed challenges and explore the potential of gamification
in SEET, a systematic evaluation of existing studies is necessary. This involves
assessing the design, implementation, and outcomes of gamified educational tools
and identifying best practices and areas for improvement.

9.1.2 Related work

Different reviews on the topic of gamification applied to SEET have been examined.
The main ones are proposed below, together with analyzed databases and main
findings.

Dal Sasso et al. [242] propose a critical overview of gamification and its applica-
tion in supporting Software Engineering tasks, starting from IEEEXplore database.
They highlight how to implement gamified approaches and propose a method to
evaluate gamification systems. However, the presented work is not a systematic
review, but a first approach in evaluating literature.

Pedreira et al. [243] carry out a systematic mapping study to analyze papers
between 2011 and mid 2014. They use Scopus, Science Direct, IEEEXplore, ACM
Digital Library, and Springer databases to gather papers, and find 29 primary
contributions: main results show that research in this field is still preliminary, and
most of the considered papers focus on software development and not on proving
empirical evidence of pros and cons of gamification.

Barreto et al. [244] carry a mixed-approach literature review, composed by both
an ad-hoc review in which they manually select relevant papers and a systematic
review following Software Engineering guidelines based on ACM Digital Library,
IEEEXplore, and Science Direct databases. They conclude that "researchers in the
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field tend towards a strict view of gamification, the practical results of gamification
are unclear and polemic, and this research area has still much to improve."

Ngandu et al. [245] analyze 15 papers, conducting a literature review on IEE-
EXplore and Science Direct to understand the impact of gamification and its key
elements to students interest in Software Engineering. Their main findings regard
points and leaderboards, considered as the main elements used in this topic.

Chamorro-Atalaya et al. [246] study the impact of COVID-19 pandemics in the
education shift and the opportunities carried by gamification in online teaching.
Analyzed papers are gathered from Taylor & Francis, IEEEXplore, and Scopus.
Software Engineering and Computer Science result to be the main topics in which
gamification is applied, and the application of gamification effectively generates
motivation, commitment, and permanent participation of students.

Monteiro et al. [247] analyze papers coming from IEEEXplore and ACM Digital
Library that report procedures for the evaluation of gamification. However, only
three of the 64 found studies actually propose evaluation models for gamification.
The main finding is that "the evaluation of gamification requires a mix of subjective
and objective inputs, and qualitative and quantitative data analysis approaches".

Related works analysis shows the need of developing an updated literature re-
view, to analyze not only teaching effectiveness, but also the role of gamification
in Software Engineering-based jobs. Our review also makes an analysis on how the
effectiveness of gamification in SEET is measured. The comparison between the
different reviews is summarized in Table 9.1. The columns in the table include the
reference for the reviewed work, key terms used in the study to highlight its focus
areas, whether the study followed a systematic review or mapping methodology, the
primary setting or context where gamification was applied, whether the study in-
volved or considered industrial applications or partnerships or their involvement in
the SEET topic, and a summary of the practical findings regarding the effectiveness
or impact of gamification as reported by the study.

9.1.3 Research methodology

Our research adheres to the guidelines for a Systematic Literature Review (SLR)
as described in [50]. This study aims to explore the application of gamification
in SEET, covering literature published from 2015 to 2023, using the PRISMA
methodology [229] and useful tools for papers gathering, such as Zotero1, and for
tagging and data extraction, such as Python and Microsoft Excel.

1https://www.zotero.org/
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Table 9.1: Comparison between related works and our review
Reference Keywords Systematic Main application field Industrial Findings
[242] Games, Software Engineering, Con-

text, Psychology, Computer bugs,
Collaboration, Systematics

No Universities No No findings

[243] Gamification, Software Engineer-
ing, Systematic mapping

Yes Universities No No findings

[244] Motivation, engagement, gamifica-
tion, Software Engineering

Mixed Universities No Unclear practical results

[245] Gamification, Software Engineer-
ing, Student interest, Game el-
ements, Engagement, Motivation,
Participation

Yes Students engagement No No findings

[246] gamification, engineering educa-
tion, design, success factors, moti-
vation

Yes Universities after COVID-19 No No findings

[247] gamification, systematic mapping,
evaluation, software engineering,
education

Yes Universities Yes Yes

This review gamification, Software Engineering,
education, learning, literature re-
view

Yes Universities and companies Yes Yes

PRISMA Methodology

This section outlines the systematic review methodology employed in this study,
following the PRISMA guidelines. This approach ensures a rigorous and transpar-
ent review process, allowing for comprehensive identification, selection, and analysis
of relevant studies.

The review is guided by some Research Questions (RQs) formulated to focus
the scope of the study. These RQs are designed to capture the essence of the
investigated topic and to guide the systematic review process.

The Population, Intervention, Comparison, Outcome (PICO) framework is used
to refine the RQs and set clear criteria for study selection:

• Population: The group or individuals targeted by the intervention.

• Intervention: The specific intervention or exposure being investigated.

• Comparison: The control or comparison group, if applicable.

• Outcome: The outcomes or effects measured in the study.

A search strategy is developed to identify all relevant literature. The search
string is constructed using keywords and phrases pertinent to the research question
and is applied across multiple databases to ensure thorough coverage. Searches are
conducted in major academic databases.

To ensure the selection of relevant and high-quality studies, specific inclusion
and exclusion criteria are established. They are needed to ensure that filtered
papers are relevant to the scope of the study.
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The extracted data, based on defined RQs, are then synthesized to provide a
comprehensive overview of the current state of research on the topic, identify trends,
and highlight gaps in the literature.

The process for identifying relevant papers, based on the PRISMA guidelines,
is illustrated in Figure 9.2. generated using the tool explained in [248].
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Identification of new studies via databases and registers

Records identified from:
Databases (n = 7):

ACM Digital Library (n = 341)
IEEEXplore (n = 674)

Science Direct (n = 46)
Scopus (n = 250)

Springer Link (n = 301)
Wiley Online Library (n = 124)

Registers (n = 20)

Records removed before screening:
Duplicate records (n = 285)

Records marked as ineligible by automation
tools (n = 541)

Records removed for other reasons (n = 0)

Records screened
(n = 930)

Records excluded
(n = 823)

Reports sought for retrieval
(n = 102)

Reports not retrieved
(n = 5)

Reports assessed for eligibility
(n = 68)

Reports excluded:
Gamification used as example (n = 1)

Gamification not related to
Software Engineering Education (n = 11)
Language different from English (n = 8)

New studies included in review
(n = 68)

Reports of new included studies
(n = 0)

Figure 9.2: PRISMA search methodology

Research Questions definition

The objectives of this study are twofold: (a) to identify the current state of gami-
fication in SEET, and (b) to provide a foundation for highlighting gaps and trends
in this field, as well as suggesting future research directions. To achieve these goals,
we formulate the following Research Questions (RQs):
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• RQ1: What is the publication trend in the area of gamification applied to
SEET?
This question investigates the trend in publication quantity and the structure
of publication venues, which are useful for understanding the progression of
this topic.

• RQ2: In which areas of Software Engineering is Gamification used?
This question aims to identify the key areas of study and their contributions
to the scientific community.

• RQ3: What are the analyzed application areas?
This question explores the benefits of using gamification, considering its im-
pact on learner engagement and performance.

• RQ4: What contribution does gamification offer when it is applied to SEET?
This question examines the specific contribution and integration of gamifica-
tion into educational practices.

• RQ5: In which continents is gamification mostly analyzed?
This question aims to identify the continents that are most interested into
gamification applied to SEET.

• RQ6: What are the advantages and disadvantages of gamification, when ap-
plied to SEET?
This question seeks to understand the the pros and cons to evaluate the suc-
cess of gamification in educational settings.

Papers selection

Relevant databases were systematically searched to ensure comprehensive coverage
of the literature. A PICO approach was utilized to define the search keywords,
grouped into two main categories:

• Population-related search terms: "Software Engineering education," "train-
ing"

• Intervention-related search terms: "gamification," "game-based learning"

The search string used was: "gamification AND (Software Engineering OR pro-
gramming) AND (education OR training OR teaching OR learning)"

This search returned a total of 1756 results. The following databases were
searched: ACM Digital Library (only Open Access content), IEEE Xplore, Sci-
enceDirect, Scopus, SpringerLink, Wiley Online Library (only Open Access con-
tent), and Google Scholar (only Open Access content). This volume of results is
considered appropriate for the scope of the review.

146



Software Engineering Education and Training

Inclusion and Exclusion Criteria

To enhance the reliability and relevance of the studies included in our review,
specific inclusion and exclusion criteria were applied.

Inclusion criteria:

• Studies published between 2015 and 2023.

• Studies written in English.

• Studies published in peer-reviewed journals or conference proceedings.

• Studies focused on the application of gamification in Software Engineering
education or training.

• Studies that present empirical evidence or substantial theoretical contribu-
tions.

Exclusion criteria:

• Studies for which the full text is not available (e.g., article not available online
or DOI not found or not readable without subscriptions): 364 studies.

• Secondary or tertiary studies (e.g., reviews or surveys): 175 studies.

• Studies where gamification is not the main focus but is only mentioned: 284
studies.

By adhering to these criteria, we ensured that the selected studies were pertinent
and of high quality, thereby providing a solid foundation for our systematic review.

A pool of 68 studies is included in the analysis after the application of the
screening procedure.

9.1.4 Results and discussion

The following section analyzes results of the performed review. Each subsection
answers one of the six proposed Research Questions.

RQ1: What is the publication trend in the area of gamification applied
to SEET?

To analyze the temporal evolution of research on gamification in SEET, we exam-
ined the publication trends over the past years. Figure 9.3 illustrates the number
of publications per year from 2015 to 2023.

The analysis reveals several notable trends. Starting in 2015, there were a
modest number of publications, increasing over the next few years. A significant rise
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is observed in 2018, with the number of publications peaking at 11. This increase
indicates growing interest and recognition of the potential benefits of gamification
in SEET during this period.
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Figure 9.3: Publication trends over time for gamification in SEET

Interestingly, the number of publications remained stable in 2019, again with
6 papers, before experiencing another rise in 2020 with 8 publications. The most
substantial growth occurred in 2021, with a peak of 16 publications. This surge
can be attributed to the COVID-19 pandemic, which necessitated remote learning
solutions and the adoption of innovative teaching methodologies, including gam-
ification, to engage students in virtual environments. The continued interest in
gamification indicates that it remains a relevant and important area of research in
SEET, together with the higher number of journal publications in the last years.

Figure 9.4 presents the distribution of publication types, differentiating between
conference papers and journal articles.

The analysis reveals that the majority of the research output on gamification in
SEET has been in the form of conference papers. This is indicative of the dynamic
and rapidly evolving nature of the field, where researchers prefer the relatively
faster dissemination route offered by conferences to share their latest findings and
innovations. Approximately 80% of the total publications were conference papers,
reflecting the community’s emphasis on quick dissemination and discussion of new
ideas.

In contrast, journal articles, which typically undergo a more rigorous and lengthy
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peer-review process, constituted around 20% of the publications. This lower per-
centage suggests that while there is a substantial amount of exploratory and pre-
liminary research being conducted, fewer studies have reached the level of maturity
required for journal publication. The presence of journal articles, however, high-
lights that some research in this domain has achieved significant depth and rigor,
contributing to a more formal and comprehensive understanding of gamification in
SEET.

conferencePaper
82%

journalArticle
18%

Publication type

conferencePaper journalArticle

Figure 9.4: Distribution of publication types for gamification in SEET

RQ2: In which areas of Software Engineering is Gamification used?

Figure 9.5 illustrates the sectors where gamification has been applied in SEET.
The analysis indicates that the predominant application area for gamification in

SEET is within university-level Software Engineering programs, which accounts for
30 studies, about 44% of the analyzed studies. This reflects a significant focus on
integrating gamified approaches to enhance the learning experiences of students in
higher education, particularly in courses related to Software Engineering, as shown
in papers [232, 230, 249].

Schools and related educational institutions represent the second most common
sector, with 23 studies, 34% of the analyzed papers. This includes primary, sec-
ondary, and other non-university educational contexts where gamification is used
to make learning more engaging and effective.

Companies are also exploring the use of gamification (9% of the papers). In
the corporate sector, gamification is employed to improve employee training, pro-
fessional development, and motivation, as shown in [250]. The lower number of
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studies in this sector could be due to the proprietary nature of corporate training
programs, which might not be as widely documented in academic literature.

The "Other" category, encompassing 9 studies, includes various applications
that do not fit neatly into the previously mentioned sectors. This involves informal
learning environments, online courses, or interdisciplinary studies where gamifica-
tion is applied.
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Figure 9.5: Sectors of application for gamification in SEET

RQ3: What are the analyzed application areas?

To explore how gamification is used within SEET, we firstly understand the search
type of selected papers, then we analyze the various application areas where gami-
fied approaches are implemented.

To evaluate the depth of analysis on gamification in SEET, we categorized the 68
primary studies into five distinct groups based on their focus: Proposal, Analysis,
Implementation/Tool, Validation, and Other. The distribution of studies across
these categories provides insight into the current state and focus areas of research
in this field. Results are shown in Figure 9.6.

• Proposal: This category includes studies that introduce new concepts, frame-
works, or methodologies for applying gamification in SEET. We identified 10
papers that primarily focus on theoretical foundations and suggest innovative
approaches to integrating gamification into educational contexts.

• Analysis: In this category, 10 studies provide detailed examinations of existing
gamification techniques and their impacts on learning outcomes.

• Implementation/Tool: The largest category, with 24 studies, focuses on the
practical aspects of implementing gamification. These papers describe the
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development and deployment of specific tools, platforms, or software that
incorporate gamification elements into SEET. They often include case studies
or reports on pilot projects.

• Validation: Comprising 17 studies, this category includes empirical research
that evaluates the effectiveness of gamification through experiments, surveys,
or longitudinal studies. These papers provide evidence-based insights into
how gamification influences student engagement, motivation, and learning
outcomes.

• Other: The remaining 7 studies cover various other aspects of gamification
that do not fit neatly into the above categories. This includes research on the
broader impacts of gamification, such as its effects on educational policy, its
role in lifelong learning, and interdisciplinary applications.
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Figure 9.6: Distribution by search type

The categorization reveals a balanced approach to exploring gamification in
SEET, with significant emphasis on practical implementation and empirical vali-
dation. While a substantial number of studies propose and analyze gamification
frameworks, the majority focus on real-world applications and their validation,
highlighting a strong interest in understanding the practical benefits and challenges
of gamification in education.

Figure 9.7 illustrates the distribution of the application areas.
The analysis reveals that the primary use of gamification in SEET is for teach-

ing support, which constitutes 56% of the studies. This significant proportion
indicates that gamification is predominantly applied to enhance educational ex-
periences, making learning more engaging and interactive for students. Examples
of this include the incorporation of game elements into lectures, assignments, and
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assessments to motivate students and improve their learning outcomes. Work im-
provement represents 19% of the applications. This area focuses on using gamifica-
tion to enhance productivity, collaboration, and efficiency in software engineering
practices. For instance, gamified tools and platforms are used to improve team
dynamics, project management, and individual performance within software de-
velopment teams. Approach analysis accounts for 18% of the studies. This area
involves evaluating and analyzing the effectiveness of different gamified approaches
and methodologies in SEET. Research in this domain aims to understand the impact
of gamification on learning outcomes, student engagement, and overall educational
quality. Serious Games constitute 7% of the applications. These are games de-
signed for purposes beyond mere entertainment, specifically to educate and train
individuals in software engineering concepts and practices. Serious games provide
immersive and interactive learning environments that simulate real-world software
engineering challenges. For instance, a serious game might involve a scenario where
players must collaboratively debug a software application or manage a software
project with constraints and deadlines [251]. These games are categorized based
on their educational objectives and the inclusion of realistic software engineering
tasks. An example is "SimSE" [252], a game that simulates software engineer-
ing processes, allowing students to experience the impact of their decisions on the
project’s outcome. Another example is "CodeSpells" [253], where players write code
to cast spells, learning programming logic and problem-solving skills in a magical
context. Serious games enhance understanding and retention of complex software
engineering principles.
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Figure 9.7: Application areas of gamification in SEET
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RQ4: What contribution does gamification offer when it is applied to
SEET?

To answer this RQ, we summarize the main contribution of each paper in Table 9.2.
This table provides an overview of the key findings from each study, highlighting
the specific ways in which gamification has been applied to the education topic.
By examining these contributions, we can identify common themes, benefits, and
challenges associated with gamification in this context, offering insights into its
effectiveness and areas for further research.

Table 9.2: Main finding for each analyzed paper
Paper Contribution
[234] This paper discusses the use of gamification in

MOOCs for a large number of students, using au-
tomatic tools to assign rewards (flipped-classroom
tickets, quiz benefits, extra learning content) for
a course on Spanish history from the 11th to the
16th century.

[254] This paper covers the use of gamification for
web programming in high schools, specifically for
learning HTML, CSS, and JavaScript. The gam-
ification involves a web app with rewards such as
avatars, lives, and time constraints.

[255] This paper focuses on using gamification to learn
linear algebra, with storytelling as the main gam-
ified element, along with avatars (king or queen),
levels representing different topics, and scoring.

[256] This paper describes creating an application with
gamification techniques, emphasizing a reward-
based system with customizable items, score sav-
ing, and leaderboards.

[257] This paper presents a mobile application us-
ing gamification to understand software engineer-
ing, particularly extreme programming (XP), with
points and level progression as elements. Positive
results were achieved in testing.

[258] This paper describes a mobile and web application
for learning discrete math, physics, and chemistry
through gamification, using quizzes, points, cus-
tomizations, and avatars, with positive feedback
from students.
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[259] This paper mentions using a gamified platform to
learn software engineering, utilizing missions, ex-
perience points (XP), and level progression.

[260] This paper surveys software engineering profes-
sors to determine if GBL and gamification improve
learning outcomes, with positive results and gam-
ified elements such as quizzes, points, levels, and
badges.

[261] This paper uses gamification in a penitentiary
for digital literacy, with tutorials guiding inmates
through basic literacy and computing concepts.

[262] This paper uses Moodle for gamification in agile
and scrum model learning, with points, badges,
anonymous leaderboards, quizzes, and story-
telling, though the latter was less engaging over
time.

[263] This paper utilizes various existing platforms with
gamification for software engineering learning, in-
cluding Kahoot and "Who Wants to Be a Million-
aire?" for theoretical testing, and platforms for
project role division and coding.

[264] This paper describes creating a tool for educators
to develop educational content with gamification
elements, tested on a software engineering course
using Happy Faces for points and Kahoot for web
2.0.

[265] This paper applies gamification to basic program-
ming learning using playing cards with commands,
forming groups to solve assigned algorithms, with
different difficulty levels.

[266] This paper describes a platform (CoverBot) using
gamification to teach code debugging, with levels,
graphics, and sounds to enhance user experience.

[267] This paper applies gamification to civil service
training with a custom application using missions,
points, ranking systems, levels, and badges.

154



Software Engineering Education and Training

[268] This paper uses gamification for understanding al-
gorithms and data structures in C++, with Moo-
dle incorporating points and leaderboards to mo-
tivate faster assignment completion, and a Q&A
forum for extra points.

[269] This paper analyzes a multi-context, narrative-
based platform (GoRace) for educational and
workplace use, with storytelling, challenges, re-
wards, penalties, rankings, and a shop for advan-
tageous items.

[270] This paper uses a tower defense game for learning
formal languages, where users defend a processor
from bugs while creating abstract syntax trees for
assigned commands.

[271] This paper discusses gamification in programming
and modeling (UML diagrams) using PolyGlot
and PapyGame platforms with points, XP, levels,
coins, and rewards.

[272] This paper applies gamification to a Risk Manage-
ment course with a web app using points, levels,
and leaderboards for competition, with positive
results.

[273] This review surveys instructors, identifying gaps
in SEE teaching and proposing solutions like
SWEBOK guidance, Mentimeter, and Flipped
Classroom.

[274] This paper provides gamification implementation
examples like Flipped Classroom, recorded short
lessons, and group projects.

[275] This paper uses gamification for university project
development, suggesting characteristics like nega-
tive points for wrong code and positive points for
solving software quality issues.

[276] This paper presents "iGaME," a bot for teaching
machine learning algorithms in classrooms using
gamification.

[277] This paper uses gamification in "Minecraft" to
teach Scrum development methods to electrical
engineering students.
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[278] This paper describes applying gamification in Vec-
tor to develop software applications, enhancing
user engagement and learning.

[279] This paper describes teachers using gamification
principles like realistic stories for students to im-
merse in software creation tasks.

[280] This paper presents the serious game "Tree Leg-
end" for studying trees/graphs.

[281] This paper describes MOOC platforms like Moo-
dle using the "CodeRunner" plugin for coding
questions and "Pacman" for pathfinding algo-
rithms.

[282] This paper describes "Capture the Flag" for un-
derstanding AI, machine learning, and micropro-
cessor decoding.

[283] This paper discusses gamification in software en-
gineering training to expand knowledge of new de-
velopment technologies, with younger SWE more
receptive than seniors. Stackoverflow’s gamifica-
tion with badges and reputation is also mentioned.

[249] This paper proposes using ChatGPT to find
strategies for implementing gamification in Soft-
ware Engineering Education.

[284] This paper presents an experiment in a Croatian
university during COVID-19, using a mobile app
for short lessons and gamified elements like leader-
boards, points, and rewards.

[285] This paper discusses GamiCRS, a web application
using PBL (Points-Badges-Levels) for coding skill
improvement and student motivation, tested in a
Hong Kong university with positive feedback.

[230] This paper presents MEEGA+, a framework for
evaluating educational games in software engi-
neering using the GQIM approach, evaluated by
three researchers in five phases.

[232] This paper discusses gamification’s impact on stu-
dents and teachers in software engineering, educa-
tion, and psychology, highlighting improvements
in individual skills and teamwork.
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[233] This paper discusses e-valUAM, an adaptive gam-
ified system tested in a Madrid university using
the MUD model to enhance engagement.

[286] This paper discusses PBL (problem-based learn-
ing) combined with gamification to improve stu-
dent engagement and motivation, with exam-
ples like ’Millionaire’ and general brainstorming
games.

[231] This paper compares the PRBL (points-ranking-
badges-levels) gamification method with tradi-
tional teaching, highlighting its advantages and
disadvantages.

[287] This paper discusses Microlearning, an action-
oriented approach with short lessons, combined
with interactive gamification elements using the
Octalysis Framework.

[288] This paper discusses a course for medical,
aerospace, and IT equipment testers using gamifi-
cation to address various teaching challenges and
enhance realism.

[289] This paper highlights the advantages and dis-
advantages of e-learning, showing how gamifica-
tion can improve teaching and training with role-
playing, exercise games, and simulation games.

[290] This paper characterizes how gamification has
been applied in software engineering, identifying
benefits and challenges.

[291] This paper discusses the inclusion of computa-
tional thinking in curricula and the need for an
educational approach involving various stakehold-
ers.

[292] This paper examines a course on Professional Soft-
ware Development and the integration of gamifi-
cation to enhance learning outcomes.

[293] This paper highlights the motivational power
of games and explores gamification’s potential
to increase student engagement in programming
courses.
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[294] This paper describes the development and impact
of Rimigs, a gamification system aimed at improv-
ing student engagement and learning outcomes.

[295] This paper reviews the role of agile methodolo-
gies in software development education and how
gamification can enhance collaborative learning.

[296] This paper evaluates the effectiveness of gamifica-
tion in computer programming education through
various case studies and learning outcomes.

[297] This paper analyzes the impact of social learning
and gamification on higher education, focusing on
activity levels and learning results.

[250] This paper explores the importance of communi-
cation in software management and how gamifi-
cation can improve team interactions and project
outcomes.

[298] This paper presents the recurring theme of gamifi-
cation in software engineering education literature
and its influence on student engagement.

[299] This paper assesses the potential of gamification
to enhance student engagement, drive learning,
and support sustainable educational practices.

[300] This paper investigates the effect of educational
e-courses with gamification elements on student
motivation and learning without actual gameplay.

[301] This paper introduces the Personalized Adaptive
Gamified E-learning (PAGE) model, which ex-
tends MOOCs with enhanced learning analytics
and visualization to support learner intervention.
The results indicate a positive potential for learn-
ing adaptation and the necessity of focusing on
gamification.

[302] This paper develops an e-learning system named
Code Mania (CoMa) that integrates gamifica-
tion elements like leaderboards and badges to in-
crease student engagement in a Java Program-
ming course. The system performs well as spec-
ified, demonstrating the potential of gamification
in enhancing e-learning environments.
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[303] This paper investigates the applicability of gam-
ification across different higher education courses
through an experiment involving computer science
students. The study shows the comparative re-
sults of gamified and non-gamified groups, indi-
cating the impact of gamification on student per-
formance.

[304] This paper presents an online learning platform
with gamification elements designed for software
engineering education. It combines formative as-
sessment with gamification to enhance learning
experiences, providing detailed examples and sys-
tem design.

[305] This paper reports on the outcomes of the 6th
International Workshop on Games and Software
Engineering, highlighting the growing complexity
and need for theoretical frameworks in gamifica-
tion. The workshop covered perspectives on soft-
ware projects, testing, and design, with insights
from keynotes and panel discussions.

[306] This paper presents POLYGLOT, a gamified pro-
gramming environment targeting programming
languages education and text-based modelling
languages like SysML v2. The approach allows for
the creation of heterogeneous gamification scenar-
ios, enhancing the learning experience.

[307] This paper explores the relevance of publication
bias tests in meta-analytical approaches to gami-
fication in higher education. It discusses the chal-
lenges in conducting meta-analyses due to hetero-
geneity and compares methods for correcting pub-
lication bias.

[308] This paper introduces a continuous improvement
cycle for teaching scenarios in engineering, com-
bining gamification theory and ABET criteria.
The proposed cycle is applied in a computer pro-
gramming course, showing a positive impact on
student engagement and learning outcomes.
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[309] This paper discusses the convergence of game en-
gineering, software engineering, and user experi-
ence to create solutions blending game strengths
with real-world applications. It highlights the po-
tential benefits of gamification and serious games
in various domains such as education and health-
care.

[310] This paper presents a gamification approach in
a hardware-based course on Microprocessors and
Microcontrollers for computer science students.
The approach improved course grades and moti-
vated students to enroll in other hardware courses,
demonstrating the positive impact of gamification
on student interest and performance.

[311] This paper presents empirical research on the use
of gamification in online programming courses. A
gamified e-course was designed, and its impact on
student engagement and use of learning materials
was examined, showing potential benefits of gam-
ification in e-learning.

[312] This paper reports on a gamification approach us-
ing Minecraft to train students in Scrum, an ag-
ile project management method. The study com-
pares two teaching periods, highlighting findings
and lessons learned from using game-based learn-
ing to teach Scrum principles.

[313] This paper analyzes gamification software for
promoting minority languages. It provides an
overview of current educational software and as-
sesses the need for new gamification solutions to
support regional and minority languages.

[314] This paper presents jLegends, an online multi-
player platform game designed to teach program-
ming with JavaScript. The game employs a role-
playing approach to enhance learning through
game mechanics, demonstrating the effectiveness
of game-based learning in programming educa-
tion.
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RQ5: In which continents is gamification mostly analyzed?

An analysis on the geographical distribution of relevant papers reveals that Eu-
rope is the leading region, with 41% of the studies, as shown in Figure 9.8. This
significant proportion indicates a robust interest and investment in gamification
strategies within European educational institutions and research communities.

Europe
41%

South America
23%

Asia
15%

North America
6%

Africa
3%

Hybrid
12%

Geographical distribution

Figure 9.8: Geographical distribution of studies on gamification in SEET

The prominence of European research in this field suggests that many univer-
sities and educational bodies in Europe are actively exploring and implementing
gamification to enhance learning outcomes. This focus could be driven by sev-
eral factors, including the strong support for educational innovation in European
countries, the availability of funding for educational research, and the collaborative
networks among European researchers. The "hybrid" field includes papers where
authors have affiliations from two or more continents, to avoid inconsistencies in
the data extraction.

RQ6: What are the advantages and disadvantages of gamification, when
applied to SEET?

The application of Gamification as an educational tool has been the subject of
extensive analysis, revealing both its advantages and disadvantages. We examine
the potential benefits and drawbacks of this technique below.

Among the advantages, Gamification has been shown to significantly enhance
student participation [315] and interest [293] compared to traditional teaching
methods. For instance, in the study conducted at the University of Applied Sci-
ences Würzburg-Schweinfurt [262], 40 students were surveyed, with 27 respondents.

161



Software Engineering Education and Training

Initially, 35% of students reported moderate motivation levels before engaging with
the gamified course. Post-intervention, 40% of students indicated increased motiva-
tion due to the Gamification content, although nearly 20% did not find it motivating
at all. This finding aligns with the broader research on Gamification, highlighting
that motivation varies among individuals and is influenced by different types of
gamified elements [259].

Furthermore, the economic growth associated with Gamification is notable. As
reported in [269], the gamification market is projected to expand from $9.1 billion in
2020 to $30.7 billion by 2025, with a growth rate of 27.4% per year. This underscores
the increasing interest and investment in Gamification as a promising educational
approach. Gamification also provides intrinsic benefits for student motivation. By
offering rewards and real-time feedback, students can visualize their progress and
achievements, thereby enhancing their learning experience.

However, the application of Gamification is not without its challenges. Some
limitations of gamification in SEET are summarized below [260]:

• Difficulty in measuring performance improvements

• Increased workload for educators [301]

• Lack of digital platforms to implement gamified techniques [260]

• Challenges in engaging all students

• Difficulty for some students to understand the gamification method

• Lack of appreciation for the method by some students

• Difficulty for students in gaining human feedback, for platforms in which
gamification is used alongside Artificial Intelligence [249]

• Insufficient knowledge of gamification approaches

• Limited time and interest: students can sometimes become annoyed or dis-
engaged by gamification elements if they find them distracting [316]

• Scarcity of materials and resources [301]

• Ensuring proper use of gamification by students

The analysis indicates that Gamification, like any pedagogical method, presents
both strengths and weaknesses. The primary challenge lies in the nascent stage
of this technique, which precludes definitive conclusions about its long-term effi-
cacy [275]. Nevertheless, short- to medium-term studies and experiences in ed-
ucational settings provide valuable insights into its potential benefits and limita-
tions [317]. Furthermore, the novelty of gamification means that large-scale, com-
prehensive studies are currently lacking, making it difficult to obtain a fully reliable
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overview of all its advantages and disadvantages. Continued research and practi-
cal implementation are essential to fully understand the impact of Gamification on
education.

The use of gamification in SEET is a contentious and highly debated topic
among experts in teaching. While disagreements exist regarding the integration of
gaming aspects into educational systems, numerous proposed projects and studies
have demonstrated positive outcomes that support the efficacy of gamification.

The advantages of using game environments for teaching are numerous. Gami-
fication allows students to actively construct their understanding of topics, learn at
their own pace individually or collectively in spontaneous groups, and proceed on
different paths at varying speeds according to their interests and abilities. It also
promotes collaboration and encourages just-in-time learning, as opposed to general
training.

However, this teaching method also has some psychological drawbacks, partic-
ularly concerning its potential negative effects on students. Students, with gamifi-
cation, are free to fail and free to experiment. While these freedoms aim to provide
students with the ideal tools to build their own experiences, they can also lead
to an overclock of responsibility. This can result in a stressful and unmanageable
situation for some students.

Our review, based on the analysis of 68 papers, reveals a significant interest
in using gamification in universities and secondary schools. Despite its recent de-
velopment and the promising studies showcasing its effectiveness, there remains a
tendency to rely on traditional learning methods, often overlooking the potential of
gamification. Nonetheless, the growing need to integrate digital content to enhance
learning has spurred increased interest in this alternative method. It is crucial to
recognize that not all students or users are motivated by gamification. While the
majority may find it effective, there will always be a percentage of students who
prefer traditional teaching methods due to differing attitudes and learning times.
Therefore, it is unrealistic to expect a single tool to be universally effective.

In conclusion, gamification in education should be viewed as a valuable support
tool rather than a total replacement for traditional teaching methods. As high-
lighted in many of the analyzed papers, gamification is often used alongside classic,
proven teaching methods and sometimes as an alternative support. Its potential to
enhance learning experiences is significant, but it must be integrated thoughtfully
to complement and not completely replace traditional educational approaches.
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9.2 Gamification in Industries

This short review analyzes the role of gamification in industries. Industries are
adopting gamification approaches to let employees know how to use machinery and
infrastructure. The use of a virtual environment grants safety during the training
phase and more engagement for workers. Gamification also comes in hand after the
COVID-19 pandemic created new needs in the online training topic [1].

We use the Preferred Reporting Items for Systematic Review and Meta-Analysis
(PRISMA) guidelines to conduct the review [229]. We firstly define Research Ques-
tions (RQs), then we perform a complete search with a papers screening phase.
Finally we extract relevant information. The PRISMA flow diagram is shown in
Fig. 9.9.

We define five Research Questions to accomplish our goal.

• RQ1: When was gamification for industry born?

• RQ2: What are the trend topics on gamification for machinery and infras-
tructure?

• RQ3: What are the application fields?

• RQ4: What are the main problems in the application of gamification for
industries and what prevents stakeholders to use this approach?

• RQ5: Can gamification track the level of acquired skills during training?

The data gathering phase is conducted using a search string:
gamification AND (learning OR training) AND (infrastructure OR machinery)

AND industry
The obtained papers are filtered using some inclusion (language, topic) and

exclusion criteria (importance of the topic, open access availability, published after
2020). The PRISMA process results in 94 main papers. The number could be
increased considering a wider range for the publication date or including some
works not published in open access.

Below are presented the main results of the literature review. One of the key
benefits of gamification-based training software is its ability to provide real-time and
actionable data. Companies can track the progress of their employees at any point
in their training program, identifying the causes of malfunctioning and making ad-
hoc adjustments. There are some downsides to analyze. Most of the gamification
applications apply together with holograms and Virtual Reality (VR), Augmented
Reality (AR), and Mixed Reality (MR) techniques. The initial capital commit-
ment necessary to get digital and holographic instruments is quite expensive. This
technique is generally costly, with high prices mainly attributed to hardware parts
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Figure 9.9: PRISMA flow diagram

and the need for specific equipment. Over time, safety training has improved to-
gether with playful solutions and augmented reality and virtual reality simulations
aimed at improving teaching effectiveness. Applying the principles of gamification
and using serious games to train workers in their workplace offers important ben-
efits in terms of teaching effectiveness [4]: a) it increases worker engagement by
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promoting friendly competition and reward for completing tasks; b) it spreads a
culture of safety that is strongly linked to risk awareness; c) it allows to create a
safe environment where workers can test their knowledge of safety procedures (e.g.,
company evacuation plans, firefighting activities, etc.) in realistic scenarios; d) it
makes workers more alert to their behaviors and aware of the risks; e) it allows
workers to practice repeatedly until they have mastered notions and procedures;
f) it makes training more enjoyable and facilitates memorization and retention of
information learned.

9.3 Intersection between Metaverse and LLMs

Generative AI is a broad field of artificial intelligence that includes a variety of
strategies and models for generating data or content [157]. These models may gen-
erate new content from scratch, typically without direct human input or in response
to precise requests. Large Language Models (LLMs) are a subset of Generative AI:
they are Neural Networks trained on massive volumes of textual data collected
from many sources, including online blogs, code repositories, open data, and media
content. Their training is designed to teach them how to understand and generate
human language. These models have shown amazing abilities in a variety of natural
language processing tasks, including text production, translation, summarization,
and others.

Between the different application of LLMs, we focus on Education and Training
tasks, in particular in the Software Engineering topic. The main goal is to develop
a digital twin of a professor, able to answer simple questions made by the course
students, in an environment built in the metaverse. In this way, students can
obtain a first feedback to solve their doubts regarding the course material. On the
other hand, professors can better manage their time and workflow, receiving and
answering only the more difficult questions.

As far as we know, this is a completely new approach in the Software Engineer-
ing Education topic. Various attempts have been conducted to generate the digital
twin of a teacher: authors of paper [318] propose the digital twin of an educational
institution to overcome the constraints made by COVID-19 pandemic. A similar
analysis is conducted in [319]: a virtual classroom is implemented to monitor and
improve public school courses. The most similar approach to the one proposed
in this paper is contained in iSTAR framework [320]: this framework aims to ex-
tend the human-machine collaboration and synergy in education and collaborative
teaching, exploring the advantages of integrating machines into a teaching course.

Our paper is different from the ones explained above because it takes into ac-
count the possibility to adopt LLMs to generate a more complete Digital Twin of
a university teacher. Students can also interact with this teacher using immersive
technologies such as Virtual Reality (VR). The final goal is to let students explore
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their university in the Metaverse and chat or talk with a teacher to solve their
doubts about the course material.

9.3.1 Our approach

We divide our research in three parts: identification and training of a Large Lan-
guage Model, development of a Metaverse platform, and connection of the Metaverse-
based avatar to the LLM through APIs. Fig. 9.10 shows the details of each step.
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Figure 9.10: Overview of the research steps

LLM identification and training

The first step to follow to generate an AI-powered Digital Twin of a teacher is to find
the most suitable LLM between the ones available online. There are various LLMs,
each with its own architecture and parameters. Some notable ones include Gener-
ative Pre-trained Transformer (GPT), Bidirectional Encoder Representations from
Transformers (BERT) and Llama. GPT is a model capable of generating human-
like text without the need of a specific context. The last iteration of the model,
GPT-4, can generate highly coherent and contextually relevant text, together with
multimedia analysis [321]. BERT, on the other side, considers both preceding and
following words to improve the output [322]. It is lightweight and easy to use for
classification tasks [323]. Llama is defined as a collection of pretrained and fine-
tuned LLMs, with a scale from 7 billion to 70 billion parameters [324]. It has been
developed by Meta in 2023. Table 9.3 shows some models that fit our task, together
with considerations on their parameters, the price required to use the model, the
possibility to connect through APIs and the possibility to install the model in a
local environment.

We choose Mistral 7b as reference LLM because it is lightweight and it becomes
easier to train it based on our needs. Anyway, we plan to test our approach with
different LLMs.
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Table 9.3: Comparison of LLMs available online
Model name Parameters Price API Offline

GPT-3 Not known Free as chatbot Yes, $ No
GPT-4 Not known $20/month Yes, $ No

LLaMa 2 7b - 13b - 70b Free Yes Yes
BERT 110M - 340M Free Yes Yes
Falcon Up to 180b Free Yes Yes
Mistral 7b Free Yes Yes

The training phase is made by different tasks: the dataset is generated from the
course material written for a Software Engineering course in the bachelor degree
of Computer Science. The material is given as a single PDF file, then it is split
into chunks of a defined number of tokens, where a token is equal to 0.75 words.
These chunks are useful for the information retrieval part; a single chunk should be
relevant to different user queries. Each chunk is then translated into an embedding,
then all the embeddings are inserted into a vector database. This database can be
queried using students prompts, then these prompts are embedded and checked for
the most similar embedding present into the vector database. The database output
can be given to the LLM as context for formulating the response. Fig. 9.11 shows
the steps explained above.

Chunk 1 Embedding 1

Chunk 2 Embedding 2

Chunk 3

Course 
material



PDF file

...


...


...


...


...

Embedding 3

... ...

Chunk N Embedding N

Vector database

Large Language Model

User
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Figure 9.11: Details of the LLM training phase

The chosen LLM is used locally thanks to a GUI available on GitHub2, that
also makes it possible to create a local server and send prompts to the LLM using
some predefined APIs.

2https://github.com/oobabooga/text-generation-webui
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Metaverse implementation

Metaverse is particularly useful in immersive and interactive contexts, such as
tourism [325] or education [326]. In the metaverse, the student will be able to
formulate a question to the avatar of the teacher and receive an answer, gener-
ated by the LLM system. During the session, only the student is connected from
his/her device. The question can be either written through a keyboard or expressed
verbally. In fact, the metaverse platform could be exploited not only by a Head
Mounted Display (HMD), but also by a desktop or mobile app because, currently,
most of the students do not own an HMD. The metaverse platform will also give the
possibility to have more than one student interacting with the teacher in the same
room, stimulating a collaborative approach to the learning. Furthermore, it will be
possible to interact also with the avatar of a fictitious student who suggests some
frequently asked questions. The metaverse platform will be developed on Spatial
and the integration with the LLM system will be managed in Unity through the
Spatial Creator Toolkit.

The input to the LLM is sent through API calls in the form:

User input: {USER_INPUT}
Context: {CHUNK_RETRIEVED_FROM_VECTOR_DB}

The proposed approach aims to build the Digital Twin of a teacher, capable of
giving an initial feedback to students doubts thanks to its underlying layer made
by a LLM, in an immersive way thanks to the use of the Metaverse. Education can
be improved with these technologies, both for teachers and students. Teachers can
filter requests and improve their time management; students do not need to wait
for an answer by the teacher, and obtain a first feedback from the Digital Twin and
solve their doubts in a faster way.

9.4 Role of ChatGPT in Education

Generative AI and Large Language Models (LLMs) are increasing their popularity
after the release of ChatGPT on November 2022. These models use natural lan-
guage processing (NLP) techniques to take an input provided by the user and give
an answer generated from scratch in human-readable form. LLMs can accomplish
different tasks, from code generation [327] to text classification [328] to clinics and
healthcare applications [329].

Education is a critical sector in which the usage of LLMs can result in a trans-
formation of actual teaching techniques [330]. The field of software engineering ed-
ucation constantly seeks innovative approaches to enhance learning outcomes and
prepare students for real-world challenges. Traditional methods of assessment often
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rely on subjective judgments, which are influenced by individual biases and inter-
pretations, and as a result, these methods may lack consistency in grading standards
and depth in evaluating nuanced aspects of student performance [331, 332, 333].
However, with the advent of LLMs like ChatGPT, there lies an opportunity to
revolutionize the way students engage with course content and interact with each
other. By incorporating LLMs into software engineering education, educators can
present students with modeling exercises solved by AI models like ChatGPT. These
exercises serve as learning artifacts that students can critically evaluate and pro-
vide feedback on. Engaging in a dialogue with the AI model not only encourages
students to articulate their considerations and insights but also exposes them to
diverse problem-solving approaches and perspectives.

This paper aims to explore the potentialities of using ChatGPT as an assistant
for the conduction of an assessment exam of a Software Engineering course. In
particular, instead of using ChatGPT as an external tool, we include it in a role-
playing game style test asking our students to work with it as if it was the colleague
of an hypothetical company. The ultimate goal of the work is to teach students
how to use a powerful tool such as Generative AI and make them aware of the
potentialities and the limitations of those approaches. By leveraging LLMs in
this manner, educators aim to address the shortcomings of traditional assessment
methods by providing more consistent, detailed, and objective feedback to students,
thereby enhancing the educational experience and preparing them for contemporary
challenges in software engineering.

9.4.1 Software Engineering Education techniques

Over the 20th century, new and more performing teaching techniques and ap-
proaches have born. This has given the opportunity in the last decade to test the
formulated approaches on an increasing number of students. The use of advanced
computational methods in Software Engineering is not new. Various methodologies
have been proposed and implemented to enhance learning and assessment processes.
Although the number of innovative training approaches is high and constantly in-
creasing, the attention of scholars has however focused more on some of them:
Mastery Learning, Peer grading, Self grading and Flipped classroom. Recent stud-
ies such as the one published in 2021 in [334] have highlighted some important
aspects of these teaching approaches:

• The grades assigned by the students themselves through the Self Grading
approach tend to be between 8-10% higher than those assigned using the
Peer Grading.

• About 25% of student groups self-evaluate with a lower rating than their
peers.
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• There rarely is an evaluation match between self and Peer Grading.

• Peer Grading turns out to be a good approximation of the real evaluation.
In cases where the difference between Self and Peer evaluations is significant,
the real evaluation lies somewhere between the two results.

• Gender and nationality do not in any way influence the results obtained by
applying the didactic approaches.

Between these approaches, we focus on Peer Assessment. It is defined as a struc-
tured learning process to enable students to criticize and provide mutual feedback
on their work and performance. Peer assessment helps students cultivate the abil-
ity to assess and provide feedback to others, skills that are extremely useful - if
not indispensable - in the work environment. Peer evaluation has been practiced
in a wide range of domains, from natural science to medicine, from engineering to
business[335]. The results of a peer review typically take the form of a numerical
assessment, a written commentary, or a combination of both. In addition to reduc-
ing instructor workloads, peer assessment is also believed to bring many potential
benefits to student learning, including a sense of belonging and autonomy[336].
The adoption of peer assessment carries improvements in the education field. Peer
assessment can:

• Enable students to take more responsibility and manage their own learning.

• Enable students to learn to assess and give constructive feedback to others to
develop lifelong assessment skills.

• Enhance student learning by disseminating knowledge and exchanging ideas.

• Motivate students to engage with course material in more depth.

In order to correctly apply the teaching approach, it is important to explain and
make students aware of the reason why peer evaluation is performed, illustrating
the expectations and advantages of engaging in a process of this type. This aims
to empower students and increase their sense of inclusion. It is also important to
initially provide students with some examples of feedback of varying quality, dis-
cussing with them what type of feedback is useful and why, engaging students in a
discussion of the criteria used, listening to discussions on group feedback, and pro-
viding guidance and input when needed. A possible approach to this technique is to
provide the possibility for students to evaluate anonymous tasks in order to guaran-
tee a more objective feedback, as proposed and tested in [337]. These methodologies
highlight how such reflective and adaptive capabilities can be crucial in maintaining
the effectiveness and reliability of systems as they adapt to different educational
contexts and user interactions, underscoring the significance of implementing these
principles in gamified educational platforms. This is particularly relevant to our
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approach of using LLMs for peer assessment, as it emphasizes the need for systems
that can dynamically adapt to provide personalized and effective feedback.

9.4.2 Related work

Current literature is growing with different proposals on mixing LLMs with Soft-
ware Engineering Education techniques. Ozkaya [338] analyzes the role of LLMs
in performing different Software Engineering tasks. The main identified applica-
tions range from giving real time feedbacks to developers to improved unit testing,
from language translation to documentation. Software Engineering Education is
considered to be one of the new development environments for LLMs. Frankford
et al. [339] emphasize the transformative potential of artificial intelligence (AI) in
education, particularly in programming. They highlight the significant gaps in sci-
entific evaluation concerning the integration of Large Language Models (LLMs) into
Automated Programming Assessment Systems (APASs) as AI-Tutors. Their study
focuses on understanding student interactions with such AI-Tutors, using the GPT-
3.5-Turbo model within the APAS Artemis. Their findings from empirical data and
an exploratory survey identify distinct user types based on interaction patterns, and
discuss both the advantages—such as timely feedback and scalability—and chal-
lenges, including generic responses and concerns about inhibiting learning progress.
Rasnayaka et al. [340] underscore the transformative potential of LLMs in Software
Engineering Education, emphasizing their capabilities in code generation despite
their primary design for general language tasks. Their study involved 214 stu-
dents working in teams within an academic setting where LLM integration into
the development tool-chain was encouraged—a departure from traditional prohibi-
tions. This approach allowed for an in-depth analysis of AI-generated code quality,
the effectiveness of prompts used for generation, and the levels of human inter-
vention required for code integration. Additionally, they conducted a perception
study to gauge students’ views on the usefulness and future applications of LLMs
in software development. Their findings indicate that LLMs can significantly aid in
early-stage software development by generating foundational code structures and
assisting with syntax and error debugging. Kirova et al. [341] underscore the grow-
ing significance of LLMs in the era of AI, highlighting their expanding applications
from content creation to advanced code completion tasks. They emphasize the
unmatched opportunities presented by LLMs while acknowledging the unique chal-
lenges they pose to the software engineering domain. Their paper argues for the
urgent need to adapt software engineering education to prepare future engineers
for the evolving LLM environment. While existing literature and social media have
explored AI’s integration into education broadly, there remains a noticeable gap
specifically regarding the implications of LLMs for software engineering education.
Meissner et al. [342] highlight the challenges associated with manual creation of
self-assessment quizzes in Software Engineering Education. They underscore the
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time-consuming and cognitively demanding nature of this process, where experts
must meticulously review lecture material for quiz validity. In response to these
challenges, the paper proposes an innovative approach consisting in using a LLM
to automate the generation of self-assessment quizzes based on lecture content.
The study evaluates a prototype developed for this purpose, which was assessed by
domain experts. Their findings demonstrate that automatic quiz generation signif-
icantly reduces the workload of educators while effectively covering the delivered
lecture material. However, concerns are raised regarding the originality and versa-
tility of the generated quizzes, suggesting the need for further refinement in prompt
engineering to enhance the sophistication of quiz outputs. Kozov et al. [343] em-
phasize the rapid pace of technological change, necessitating continuous updates to
university curriculums to incorporate cutting-edge technologies like LLM-powered
AI. Their approach focuses on using LLM-powered tools such as Stable diffusion for
AI-generated images and ChatGPT for code generation in workshops dedicated to
Analysis of Software Requirements and Specifications, and Artificial Intelligence.
The study includes a comparative analysis of various LLMs capable of generating
images, outlining the criteria for selecting the most suitable tool. Additionally, they
present student feedback indicating a positive and motivational impact during and
after the workshops, underscoring the effectiveness of their educational approach.
Arora et al. [344] focus on the utilization patterns of undergraduate and graduate
students engaging with LLMs in advanced computing courses. They address a no-
table gap in the literature by conducting a detailed quantitative and qualitative
analysis of direct interactions between students and LLMs within a Distributed
Systems course at an Indian University. This study stands out for its inclusion of
over 4,000 prompts from 411 students and interviews with 10 students, providing
insights into how LLMs are employed to generate code, debug, and assist with
conceptual understanding and test case generation. The findings highlight LLMs’
strengths in generating boilerplate code and aiding in debugging. This paper is
different from the ones found in literature because it puts LLMs at the same level
of students. The proposed approach aims at teaching students how LLMs answer
Software Engineering questions and how these answers can be improved, following
the peer assessment technique. The final goal is to let students be aware of the
opportunities and limitations of LLMs when applied to Software Engineering, also
stimulating critical thinking and improving the learning experience.

9.4.3 Methodology

We aim to simulate the life inside a company by making ChatGPT a colleague of
each student. In this way, students can get mutual feedbacks from the LLM and
share doubts and insights on the platform they are going to model. In particular,
for the assessment exam proposed in this paper, we give students the solution to a
modeling problem given by ChatGPT and ask them to make improvements to that
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solution, taking into account new actors and requirements, and modifying the class
and sequence diagrams.

Prompt generation

We use ChatGPT 3.5 to accomplish our task. This tool offers a text2text genera-
tion, meaning that we can not send multimedia files or get images as answer, so we
ask the LLM to produce the UML diagrams in PlantUML, so we can get a code
that we can easily convert to a diagram3. We keep the exercise simple to avoid
issues in generating the UML diagrams, as shown in [345].

We tested different prompts to obtain the best solution to the proposed exercise.
Throughout our experimentation, we observed that using the same prompt could
yield different outcomes across different sessions, underscoring the inherent variabil-
ity in LLM responses influenced by factors such as model initialization and con-
text. Moreover, our findings indicated that employing more detailed prompts often
resulted in solutions that closely adhered to the specific instructions provided but
tended to limit the creativity and flexibility of the generated answers. This observa-
tion stems from the nature of LLMs, which, while capable of generating precise and
contextually relevant responses with detailed prompts, may prioritize conformity
to explicit instructions over innovative problem-solving approaches. Thus, while
detailed prompts can enhance accuracy in certain contexts, they may inadvertently
restrict the breadth of potential solutions. This trade-off between specificity and
creativity underscores the need for a balanced approach in prompt design when
utilizing LLMs for educational exercises. The prompt used for the generation of
the solution is the following: From now on, you are an expert in the field of Soft-
ware Engineering and platform modeling through UML. I send you an exercise and
you have to solve it giving me: a list of functional and non functional requirements
following the FURPS+ paradigm; a list of actors and use cases; a class diagram; a
sequence diagram of one of the use cases. Give me the diagrams in PlantUML. The
exercise is as following: you want to model a platform for booking appointments
with a professor or one of his or her assistants in your university. The professor
should be able to insert his or her preferred time, date, and mode (in presence or
online). Each assistant should be able to modify those information to accomodate
his or her needs. Students should be able to see all available appointments, book a
time slot and choose the preferred mode between the available ones. Model the plat-
form starting from the functional and non functional requirements, a list of actors
and use cases, a class diagram and the sequence diagram of the use cases "Booking
an appointment". We slightly modified the prompt to obtain the best result: after
the first generation, we asked ChatGPT to give detailed results for each diagram.

3https://www.gituml.com/plantuml
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The choice of prompt complexity plays a crucial role in the quality and specificity
of the generated outputs when utilizing generative AI for educational purposes. As
observed in our study, prompts with fewer details tend to produce more general
use cases, as shown by the absence of certain scenarios such as the login use case in
Figure 9.13, compared to Figure 9.12. However, this simplicity comes at the cost
of generating more basic descriptions, such as the lack of methods implementation
in the class diagram in Figure 9.12. In navigating this trade-off, we have opted to
provide students with the answers generated by prompts detailed in Section 9.4.3.
Despite not being flawless, we have found this approach to be the most suitable for
our educational objectives. By presenting students with these generated solutions,
we afford them the opportunity to comprehend proposed use cases and diagrams
while critically evaluating the output of the generative AI model. This not only
facilitates an understanding of fundamental concepts but also encourages students
to explore more efficient approaches to accomplish various tasks within the software
engineering domain.

Outputs given by the LLM

The chosen solution to submit to the course students are shown as follows: Chat-
GPT gives a list of four main functional requirements divided in a total of 26 atomic
requirements. Then, it gives a list of non functional requirements, written following
the FURPS+ paradigm.

1. Booking System

(a) Professor Actions

Prompt Functional requirements UML class diagram

UML sequence diagram

From now on, you are an expert in 
the field of Software Engineering and 
platform modeling through UML. I 
send you an exercise and you have to 
solve it giving me: a list of functional 
and non functional requirements 
following the FURPS+ paradigm; a list 
of actors and use cases; a class 
diagram; a sequence diagram of one 
of the use cases. Give me the 
diagrams in PlantUML. The exercise 
is as following: you want to model a 
platform for booking appointments 
with a professor or one of his or her 
assistants in your university.

�� Appointment Booking�
� Users should be able to 

schedule appointments with 
professors or their assistants�

� The system should allow users 
to specify the date and time 
for the appointment�

�� User Authentication�
� Users must log in to the 

platform using university 
credentials to book 
appointments�

�� Professor/Assistant Availability�
� The system should display the 

availability of professors and 
assistants for booking�

�� Appointment Notification�
� Users should receive 

notifications about their 
upcoming appointments.

User

username: String
password: String

Student

enrollmentID: String

Professor

employeeID: String

Assistant

employeeID: String

Appointment

date: Date
time: Time

Student

Student

Platform

Platform

Appointment

Appointment

viewAvailableAppointments()

list of available appointments

bookTimeSlot(selectedAppointment)

success/failure message

choosePreferredMode(selectedAppointment, mode)

success/failure message

Figure 9.12: Solution generation: first prompt with less details
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Prompt Functional requirements

From now on, you are an expert in 
the field of Software Engineering and 
platform modeling through UML. I 
send you an exercise and you have to 
solve it giving me: a list of functional 
and non functional requirements 
following the FURPS+ paradigm; a list 
of actors and use cases; a class 
diagram; a sequence diagram of one 
of the use cases. Give me the 
diagrams in PlantUML. The exercise 
is as following: you want to model a 
platform for booking appointments 
with a professor or one of his or her 
assistants in your university. The 
professor should be able to insert his 
or her preferred time, date, and mode 
(in presence or online). Each 
assistant should be able to modify 
those information to accomodate his 
or her needs. Students should be 
able to see all available 
appointments, book a time slot and 
choose the preferred mode between 
the available ones. Model the 
platform starting from the extended 
functional and non functional 
requirements, a list of actors and use 
cases, a class diagram and the 
sequence diagram of the use cases 
"Booking an appointment".

�� Booking Syste�
� 1.1 Professor Actions: 3 

different action�
� 1.2 Assistant Actions: 3 

different action�
� 1.3 Student Actions: 7 different 

action�
�� Appointment Managemen�

� 2.1 Conflict Resolution: 2 
different action�

� 2.2 Notification System: The 
system should send email or 
in-app notifications to all 
parties involved (professor, 
assistant, and student) upon 
successful booking or any 
modifications�

�� User Authentication and 
Authorizatio�
� 3.1 Authentication: 2 different 

action�
� 3.2 Authorization: 3 different 

action�
�� System Administratio�

� 4.1 Administrative Access: 2 
different actions

UML class diagram

UML sequence diagram

User

username: String
password: String

login()

Professor

insertAppointmentInfo()
editAppointmentInfo()
deleteAppointmentInfo()

Assistant

modifyAppointmentInfo()
viewAssignedAppointments()

Student

viewAvailableAppointments()
filterAppointments()
viewAppointmentDetails()
bookTimeSlot()
choosePreferredMode()
viewBookedAppointments()

Appointment

time: DateTime
date: Date
mode: Mode

Mode

InPerson
Online

Student

Student

System

System

User

User

Professor

Professor

Assistant

Assistant

login()

Validate Credentials

Authentication Successful

viewAvailableAppointments()

RetrieveAvailableAppointments()

List of available appointments

filterAppointments()

Filtered list of appointments

viewAppointmentDetails(selectedAppointment)

RetrieveAppointmentDetails(selectedAppointment)

Appointment details

bookTimeSlot(selectedAppointment)

ReserveAppointment(selectedAppointment)

Confirmation

Confirmation message

Figure 9.13: Solution generation: second prompt with extended details

i. Professors can log in to the system using their credentials.
ii. Professors can insert their preferred appointment details, including

date, time and mode (in person or online).
iii. Professors can edit or delete their existing appointments.

(b) Assistant Actions

i. Assistants can log in to the system using their credentials.
ii. Assistants can modify the appointment information provided by the

professor to accommodate their own schedules.
iii. Assistants can view the appointments they are assigned to.

(c) Student Actions

i. Students can log in to the system using their credentials.
ii. Students can view a list of available appointments.
iii. Students can filter available appointments based on date, time, and

mode.
iv. Students can select a specific appointment to view more details.
v. Students can book a time slot for an available appointment.
vi. Students can choose the preferred mode (In Person or Online) for

the booked appointment.
vii. Students can view their booked appointments and their details.
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2. Appointment management

(a) Conflict resolution

i. The system should check for conflicts when a new appointment is
added.

ii. If a conflict is detected, the system should notify the relevant parties
(professor, assistant, and student) and suggest alternative slots.

(b) Notification system

i. The system should send email or in-app notifications to all parties
involved (professor, assistant, and student) upon successful booking
or any modifications.

3. User Authentication and Authorization

(a) Authentication

i. Users (professors, assistants, and students) must authenticate them-
selves with valid credentials to access the system.

ii. Passwords must be securely stored using encryption.

(b) Authorization

i. Professors can only modify their own appointments.
ii. Assistants can only modify appointments assigned to them.
iii. Students can only book and modify their own appointments.

4. System Administration

(a) Administrative Access

i. The system should provide administrative access for system admin-
istrators to manage user accounts, resolve conflicts, and monitor
system health.

ii. Administrators can view logs and reports on system activities.

The class diagram proposed by ChatGPT represents 5 classes: user, assistant,
professor, student, and appointment. The User class represents common attributes
and actions shared by professors, assistants, and students. Each user type (Pro-
fessor, Assistant, Student) inherits from the User class. Each class has its own
methods (i.e.: the Professor can insert appointment info, while the Student can
filter available appointments). The class diagram is shown in Fig. 9.14.

The sequence diagram shows an actor and four participants. It includes the
login process for the student before accessing appointment-related functionalities.
It also includes additional actions like filtering appointments, viewing appointment
details, and viewing booked appointments. These actions provide a more detailed
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User

username: String
password: String

login()

Professor

insertAppointmentInfo()
editAppointmentInfo()
deleteAppointmentInfo()

Assistant

modifyAppointmentInfo()
viewAssignedAppointments()

Student

viewAvailableAppointments()
filterAppointments()
viewAppointmentDetails()
bookTimeSlot()
choosePreferredMode()
viewBookedAppointments()

Appointment

time: DateTime
date: Date
mode: Mode

Mode

InPerson
Online

Figure 9.14: Class diagram generated by ChatGPT

Student

Student

System

System

User

User

Professor

Professor

Assistant

Assistant

login()

Validate Credentials

Authentication Successful

viewAvailableAppointments()

RetrieveAvailableAppointments()

List of available appointments

filterAppointments()

Filtered list of appointments

viewAppointmentDetails(selectedAppointment)

RetrieveAppointmentDetails(selectedAppointment)

Appointment details

bookTimeSlot(selectedAppointment)

ReserveAppointment(selectedAppointment)

Confirmation

Confirmation message

Figure 9.15: Sequence diagram generated by ChatGPT

flow of interactions during the Booking an Appointment use case. The diagram
is shown in Fig. 9.15. The modeling phase provided by ChatGPT presents some
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inconsistencies: for example, the sequence diagram does not use the Assistant life-
line, meaning that the Student cannot book a time slot with a professor assistant
without seeing it between the professor available timeslots. Moreover, the class
diagram does not specify attributes for Professor, Assistant and Student classes,
excluding the possibility to use university credentials or data to characterize those
actors. We do not ask ChatGPT to make improvements on these aspects because
one of the goals of peer assessments is to discuss a provided solution, that could
not be the most efficient for the platform needs. For this reason, we let students
analyze this modeling and try to understand the possible improvements to make
on the requirements and diagrams.

9.4.4 Results

The main question we want to answer is: how does providing an AI-generated
solution compare to one generated by a human in which errors or inconsistencies
in the model have been carefully crafted to make students realise about potential
mistakes?

To give a comprehensive answer, we selected an experimental group that had
to comment an AI-generated exercise solution. The test has been carried out by a
total of 141 students in a given time of 90 minutes. The time given to students is
the same time given for a traditional exam test.

In order to evaluate the outcomes of the experiment, a dual approach combin-
ing qualitative and quantitative analyses was employed. Qualitative insights were
gathered to capture the nuanced experiences and attitudes of the students towards
the AI-integrated educational approach. Feedbacks were obtained regarding the
students’ perceptions, challenges encountered, and potential benefits of interacting
with ChatGPT through a survey. These qualitative findings provide rich contextual
information, offering insights into the effectiveness of the AI-integrated approach
from a student perspective. Additionally, a quantitative analysis was conducted to
measure the improvement in learning effectiveness resulting from the intervention.
By comparing pre- and post-intervention performance metrics, such as test scores,
completion rates, and engagement levels, quantitative data was used to assess the
extent to which the AI-integrated approach contributed to enhanced learning out-
comes.

Qualitative analysis

The main observations on the control group are summarized below:

• Students proved to be able to find incongruities in ChatGPT resolution of the
exercise. For instance, there were no login options in the platform, or there
were some theoretical mistakes in the sequence diagram definition.
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• All students completed the test in the given amount of time. The average
completion time is 87.36 minutes, with a standard deviation of 4.94 minutes.

• Students were motivated to understand the reasons behind ChatGPT resolu-
tion, going over the simple exam.

• Students tried to think about each answer after the exam, creating some focus
groups in which they explained some modeling choices and some constraints
on the exam.

Table 9.4: Feedback form questions and answers
Question Description Answer
How easy was it to understand the
UML solution generated by Chat-
GPT?

1 - Very difficult
10 - Very easy

Median value:
7.46

Were the elements of the diagrams
clear and well structured?

1 - Very unclear
10 - Very clear

Median value:
7.62

If there were errors or ambiguities,
do you think they were due more to
limitations of the algorithm or to a
misinterpretation of the exercise?

1 - Algorithm lim-
itation
10 - Exercise mis-
understanding

Median value:
5.57

Do you think this exercise con-
tributed to your understanding of
natural language generation tools,
particularly ChatGPT, in software
engineering contexts?

Yes: 127, No: 14

Have you ever participated in
similar exercises involving human-
generated solutions or other tools?

Yes: 16, No: 125

Have you thought about using
ChatGPT (or similar) BEFORE
reading the exercise?

1: Absolutely not
10: Absolutely yes

Median value:
4.58

Have you thought about using
ChatGPT (or similar) AFTER
reading the exercise?

1: Absolutely not
10: Absolutely yes

Median value:
3.96

What types of material did you
find most useful in solving the
exam?

Personal skills:
78;
Course slides: 36;

Online searching:
14;
Generative AI
tools: 13

A survey has been conducted to understand how students reacted to this in-
novative approach to the course. The form collects answers regarding the quality,
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validity, and clarity of the peer assessment technique applied through ChatGPT.
It also identifies ambiguities or limitations, together with suggestions for improve-
ment 4. Table 9.4 shows the main results of the form, answered by all 141 students,
while Fig. 9.17 and Fig. 9.16 describe some key parameters of the survey. The
exercise solution provided by ChatGPT is quite easy to understand and diagrams
are aligned with the course theory. Students claim to be more aware of Generative
AI after the assessment exam, even if this is the first time they approached with
such methodology. Some significant comments left by students after the assessment
exam are listed below. To ensure relevance and depth, we filtered out comments
that merely expressed generic approval such as ”I liked it” without providing sub-
stantive insights. The selected comments were chosen based on their ability to
offer constructive feedback, identify specific aspects of the exam experience that
impacted learning, or suggest improvements for future assessments.

• I believe the method used today is more effective, as I believe that AI is the
future and we will find ourselves increasingly forced to use these technologies.
Therefore, understanding that this technology must always be supervised by
us makes me understand that our knowledge must always have a solid basis
because even an AI can make mistakes.

• I think it was very effective to evaluate a test carried out by an artificial
intelligence. In fact, AI compiles the structure of the platform and leaves
room for creativity for further implementations.

• I believe that involving solutions generated by LLM is very effective, as it
trains critical thinking and above all the grasp of inconsistent information
(for example information that could appear in the class diagram but not in
the requirements and vice versa). This is a skill that I think is crucial if we
want to use ChatGPT or similar algorithms in industries.

• ChatGPT can give a big hand in the initial drafting of the resolution of
a problem, but in my opinion it cannot yet replace the human mind for a
complete and elaborate resolution

• The activity is very engaging and interesting because it is very different from
classic exams and "forces" you to test yourself and, in this case, analyze the
chosen model from your personal point of view.

4Results of the feedback form are available at https://politecnicobari-my.sharepoint.
com/:x:/g/personal/marco_fiore_poliba_it/EfHYiLFKn25ChG_Mk8xLVkUBz600a1_
PTaqTCLpGuVHMaQ?e=ynZWSe
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• I have not found many positive aspects in using ChatGPT, the solution pro-
vided by the latter is absolutely appreciable, but it does not meet all the func-
tional and non-functional requirements that an exercise of this type should
have.

• It has been a really interesting activity! It is strange to think that up until a
year ago it wouldn’t have been possible to make such exam.
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1 - Very
difficult
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Figure 9.16: Answers for form question: How easy was it to understand the UML solution
generated by ChatGPT?

16

125

Yes No

Figure 9.17: Answers for form question: Have you ever participated in similar exercises
involving human-generated solutions or other tools?

In the analysis of the survey responses, a prevailing sense of positivity emerged,
characterized by expressions of joy, satisfaction, and enthusiasm. Many students
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show their excitement and appreciation for the discussed topics. However, alongside
these positive sentiments, fear or apprehension has been detected, particularly con-
cerning the potential outcomes or implications of the applied methodology. Some
students express concerns or uncertainties about the future based on the results of
the analysis. Such findings offer a deeper understanding of how the application of
Generative Artificial Intelligence in Education courses is perceived and received by
students.

Out of the 141 students participating in the exercise, only a small fraction,
specifically 13, chose to delve deeper into their interaction with ChatGPT after the
initial stage. These students exhibited a distinct eagerness to not only understand
the solution presented by ChatGPT but also to explore additional insights and
novel approaches to tackle the challenges and constraints posed by the exercise.
Their decision to continue the conversation with ChatGPT reflects a proactive
attitude towards learning. By actively seeking out further guidance and feedback
from ChatGPT, these students showcase a readiness to embrace innovative learning
tools and harness the potential of AI-driven educational platforms.

Quantitative analysis

The quantitative analysis of the experiment gives interesting insights on the impact
of the LLM-based educational approach. Pre- and post-intervention assessments
were conducted to measure changes in key performance indicators among the partic-
ipating students. Statistical analysis revealed a significant improvement in learning
outcomes following the implementation of the AI-integrated methodology. Specif-
ically, the medium score of the pre-intervention test is 27.06 out of a total of 30
points, while the medium score of the post-intervention test is 28.51 out of 30
points, demonstrating an average increase of 1.5 points (+4.83%) and indicating a
substantial enhancement in students’ mastery of the subject matter. This trend is
shown in Fig. 9.18.

Moreover, completion rates of assignments and exercises witnessed a notable
increase for post-intervention in the number of tasks completed compared to the
pre-intervention period, from a medium value of 83.97% completion to a medium
value of 94.75% completion (+10.78%). This uptick in completion rates suggests
a heightened level of engagement and commitment among students towards the
AI-integrated learning activities. A summary of this result is shown in Fig. 9.19.

These quantitative findings provide empirical evidence of the efficacy of the AI-
integrated approach in fostering enhanced learning outcomes and promoting active
student participation within the educational setting.
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Figure 9.18: Scores obtained by students in pre- and post-intervention assessment
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Figure 9.19: Completion rate in pre- and post-intervention assessment
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9.4.5 Threats to validity

In this study, we identified some potential threats to validity and implemented
measures to mitigate them. These threats are analyzed as follows:

• Selection Bias: Participation in continued interaction with ChatGPT could
raise the possibility that more motivated or higher-performing students opted
in, potentially skewing results. To counteract this, we selected students from
the same bachelor’s degree course, to ensure a balanced starting performance
level.

• Generalizability: The study was conducted in a specific educational context
and may not be generalizable to other settings or disciplines. Future research
will replicate the study across different universities and subjects to validate
the findings.

• Sample Size: The relatively small number of students who continued engaging
with ChatGPT might limit the generalizability of the results. Increasing the
sample size in future studies will help enhance external validity.

• Usage of metrics and qualitative measures: Engagement and learning effec-
tiveness were measured using specific indicators like test scores and com-
pletion rates. While these metrics are common, they might not capture all
dimensions of these constructs. The inclusion of qualitative measures such
as student interviews and surveys provide additional insights into student
engagement and learning experiences.

• Intervention Fidelity: Ensuring consistent implementation of the AI-integrated
approach across all participants is crucial. Regular checks and standard guide-
lines were put in place to ensure uniform application of the intervention.

By identifying and addressing these threats, we aim to enhance the robustness
and reliability of our findings. Continuous evaluation and refinement of our methods
will further strengthen the validity of future studies.
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Peer assessment serves as a valuable educational tool, encouraging students to
think critically about their modeling choices within the realm of Software Engineer-
ing. By moving beyond the confines of traditional exams, peer assessment fosters
active engagement and prompts students to consider diverse perspectives and ap-
proaches. The integration of ChatGPT as a peer reviewer introduces an innovative
and interactive dimension to this process, offering students a novel opportunity to
evaluate their peers’ work and receive feedback from an AI "colleague"[346]. How-
ever, while ChatGPT presents exciting possibilities for enhancing peer assessment,
it is essential to recognize the unique role of human creativity in UML modeling.
Generative AI, while powerful, cannot replicate the depth and nuance of human
thought and creativity in this domain. Human intervention remains indispens-
able for crafting engaging and diverse learning experiences that stimulate students’
imagination and problem-solving skills.

As we look toward future research directions, there is a need to explore addi-
tional scenarios where ChatGPT’s features can be effectively applied in educational
settings. For example, investigating the feasibility of enabling students to engage
in dialogue with ChatGPT about its exercise solutions, while maintaining the con-
versational context established by the instructor, presents an intriguing avenue
for exploration. Addressing the challenge of contextual awareness in AI-generated
interactions represents a key research frontier in this topic [347]. Even innovative
technologies such as Metaverse can take advantage of LLMs and, if used in the edu-
cation sector, can contribute to the creation of engaging and immersive experiences
for learners [325]. While acknowledging the imperfections inherent in AI-generated
outputs, we believe that the benefits of leveraging generative AI for educational
purposes outweigh the limitations. By harnessing the power of AI technologies in
conjunction with traditional pedagogical methods, educators can cultivate a dy-
namic and interactive learning environment that empowers students to actively
participate in their learning journey and develop essential skills for success in the
field of software engineering.
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Chapter 10

Conclusion and future research
directions

This dissertation has delved into the potential of Blockchain technology, with an
emphasis on its application to agri-food traceability and contributions to Software
Engineering Education and Training (SEET). The research presented here covers
a broad spectrum of the current state and potential advancements in Blockchain,
identifying key challenges and providing solutions in terms of security, privacy,
architecture, and complementary technologies.

10.1 Blockchain and agri-food traceability

The research has been carried out following a systematic research and the design and
development of agri-food traceability platforms. The findings from these studies
underscore Blockchain’s capability to foster trust and transparency across sectors,
specifically in the agri-food industry. By enabling secure and immutable trace-
ability, Blockchain enhances consumer confidence in product authenticity while
streamlining supply chain management for producers. The research’s theoretical
and practical components have been instrumental in modeling Blockchain-based
traceability platforms, catering to the needs of both producers and consumers and
facilitating transparent information sharing.

In addressing the challenges presented by Blockchain adoption, this dissertation
has investigated quantum-safe encryption algorithms and alternative architectures.
Then, architectural improvements have been proposed, from the coexistence of pri-
vate and public Blockchains in a single workflow to the integration of Blockchain
and NoSQL databases in a hybrid framework, together with Blockchain implemen-
tations on IoT devices.

Additionally, the exploration of emerging technologies, such as Augmented Re-
ality (AR) and Large Language Models (LLMs), highlights Blockchain’s expanding
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potential to adapt to diverse domains, including digital tourism and SEET. The
study has further demonstrated that integrating Blockchain with these technologies
can significantly enhance platform usability, accessibility, and efficiency.

The baseline of Blockchain-based traceability application is shown in Fig. 10.1.
These architectures include the producer and the final customer, with the possibility
of expanding the producer in some sub-actors. In the distributed system, each actor
serves as a node. All immutable traceability information is accessible to the end
user through their device, usually via an RFID tag or QR code. New data is then
entered by the producer and controlled by pre-established smart contracts. The
accuracy of the data being added to the Blockchain is guaranteed by these smart
contracts.

Producer

Smart contract

Read / Write Readonly

Consumer

IPFS

Blockchain

QR CodeRFID Tag
Farmer Distributor Retailer

IoT sensor

SCAN

Figure 10.1: Blockchain-based platforms common architecture

The work conducted during the PhD program allowed the design of a more com-
plex architecture, that is still a work in progress, shown in Fig. 10.2. The proposed
architecture integrates several key components to enhance traceability in agri-food
systems, emphasizing both consumer interaction and secure data management.

• Public Blockchain and Private Blockchains: This architecture utilizes
a hybrid Blockchain model, combining public and private Blockchains to bal-
ance transparency and data privacy. The public Blockchain, accessible to
consumers, ensures immutability and transparency, while private Blockchains
handle sensitive or enterprise-specific data, shared among producers, distrib-
utors, and retailers. Each actor in the supply chain (e.g., farmer, distributor,
retailer) interacts with this hybrid system, governed by smart contracts that
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regulate data exchange across both Blockchain types, optimizing workflow
control.

• Smart Contracts: Smart contracts automate data validation and ensure
that information being added to the Blockchain aligns with pre-defined rules.
These contracts facilitate secure, tamper-resistant interactions across supply
chain stages, making data entries reliable and traceable from production to
consumer access.

• Consumer and Producer Interfaces: The architecture includes separate
front-end interfaces for producers and consumers, enhancing usability and
engagement for each user group. Producers use the interface to manage data
entries, while consumers access product information by scanning a QR code
or RFID tag, which connects them to the Blockchain and reveals traceability
data.

• Digital Twin System: A digital twin replicates each product’s journey in
virtual space, connecting to sensors in the physical supply chain. It allows
real-time tracking of product conditions and events. The AR System com-
plements the digital twin by enhancing the user’s physical-world interaction
with traceability data, facilitating an interactive and informative experience.

• Edge Computing and Sensors: Distributed sensors and edge nodes cap-
ture real-time data from each stage of the supply chain (e.g., temperature,
humidity, location). This data is processed at the edge, minimizing latency
and network load, and then selectively transferred to the Blockchain via smart
contracts. Edge computing enables efficient data handling while ensuring data
integrity and traceability.

• Large Language Models and InterPlanetary File System: The archi-
tecture also employs LLMs and IPFS to enhance accessibility and storage ef-
ficiency. LLMs provide advanced interaction capabilities, assisting consumers
by interpreting and explaining Blockchain data, potentially in a conversa-
tional format. IPFS supports decentralized storage of large files, like 3D
models or high-resolution images linked to the digital twin, ensuring scalabil-
ity and reducing storage demands on the Blockchain.

This architecture balances transparency, security, and scalability, addressing
agri-food traceability’s unique demands. It reflects a comprehensive approach, sup-
porting producers and consumers alike in fostering a more informed, reliable, and
interactive traceability experience.
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Figure 10.2: Work in progress novel architecture

10.2 Software Engineering Education and Training

The secondary focus on SEET has brought valuable insights into innovative teach-
ing strategies that can enhance engagement, comprehension, and skill acquisition in
Software Engineering courses. One prominent approach explored during the PhD
program is gamification, where game-based elements such as points, levels, and re-
wards are integrated into educational environments. This method motivates learn-
ers by creating a competitive yet collaborative atmosphere, which has been shown
to improve students engagement and deepen understanding of complex technical
concepts.

Peer assessment facilitated by LLMs represents another significant advance-
ment. In this approach, LLMs assist in providing feedback on assignments and
projects, enabling students to engage in critical reflection while benefiting from
structured, AI-enhanced insights. LLM-powered assessments can streamline grad-
ing, promote fairness, and facilitate scalable assessment, especially in large classes.
This encourages students to learn from one another, develop a sense of accountabil-
ity, and enhance their evaluative skills, essential for both teamwork and independent
work in professional settings.

190



Conclusion and future research directions

10.3 Open challenges
The research conducted during these three years opens lots of possibilities; some of
them are proposed below.

• Support decision tool for new Blockchain developers: As Blockchain
technology continues to evolve, developers, particularly those new to the field,
face challenges in choosing suitable Blockchain architectures, consensus mech-
anisms, and security protocols. A support decision tool tailored for novice
Blockchain developers could streamline the selection process by recommend-
ing architectures based on the project requirements and environmental con-
straints. Such a tool could integrate a knowledge base with practical examples
and best practices, helping developers make informed decisions, reduce devel-
opment time, and avoid common implementation pitfalls.

• Automatic generation of smart contracts through Large Language
Models (LLMs): The manual creation of smart contracts requires technical
expertise and can be error-prone. Leveraging LLMs for the automatic gener-
ation of smart contracts offers a promising solution to simplify this process.
Future research could focus on training LLMs with extensive smart contract
data and industry-specific requirements to automatically produce secure and
efficient contract code. Such advancements could make smart contract cre-
ation more accessible to non-experts, enhance development efficiency, and
reduce risks associated with coding errors.

• Integration of Blockchain in Internet of Drones (IoD): With the in-
creasing deployment of drones in applications ranging from logistics to envi-
ronmental monitoring, secure and transparent data management is essential.
Integrating Blockchain technology within the Internet of Drones (IoD) could
provide a decentralized, tamper-proof infrastructure for tracking drone oper-
ations, data exchanges, and compliance with regulatory requirements.

In conclusion, this dissertation lays a foundation for future research in Blockchain
interoperability. The findings and frameworks proposed here will hopefully con-
tribute to a more robust, transparent, and adaptable Blockchain ecosystem, offering
significant advancements to the agri-food sector and beyond.
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