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Riassunto esteso

Contesto del progetto

Nel settore dell’ingegneria aerospaziale, uno dei principali obiettivi è la caratter-
izzazione dei sistemi di rientro in atmosfera. In questo contesto, gli investimenti
delle più importanti industrie mondiali sono diventati sempre più ingenti, permet-
tendo lo sviluppo di apparecchiature e macchinari avanzati in grado di riprodurre
le condizioni di volo ipersonico. In particolare, visti i regimi di alta entalpia in
cui un velivolo spaziale si imbatte, è importante riuscire a fornire una descrizione
dei complessi fenomeni termici e fluidodinamici che caratterizzano il flusso insieme
ad un’accurata predizione di alcune tra le più importanti informazioni di inter-
esse aerodinamico e termodinamico, come il flusso termico o le distribuzioni della
pressione e delle forze di attrito che il corpo deve sostenere durante la fase di
rientro. Le alte velocità raggiunte durante la manovra di rientro promuovono la
propagazione di onde d’urto in prossimità del corpo, attraverso le quali la maggior
parte dell’energia cinetica del fluido viene convertita in energia interna per via
di eccitazione dei diversi modi energetici (traslazionale, rotazionale, vibrazionale
ed elettronico). Questi sono legati ai gradi di libertà delle particelle che, per
via del loro moto caotico, possono interagire le une con le altre. A seconda dei
regimi di temperatura, le collisioni possono essere distinte in elastiche ed inelas-
tiche. Come è intuibile, le collisioni inelastiche provocano reazioni chimiche (disso-
ciazione molecolare) che non possono essere trascurate per una corretta descrizione
del fenomeno fisico. Ciò rappresenta un ulteriore fattore di accumulo o rilascio di
energia, che definisce le ben note condizioni di non equilibrio. Inoltre, per valori
estremi di temperatura (solitamente superiori ai 9000 K), gli e↵etti di ionizzazione
diventano rilevanti. Essi provocano la formazione di elettroni liberi all’interno
della miscela, rendendo praticamente impossibili le comunicazioni tra il velivolo e
la stazione di terra (blackout).

Un’accurata descrizione di tutti questi fenomeni è fondamentale nell’ottica di
un’appropriata progettazione dei componenti strutturali. Uno tra i principali è lo
scudo termico, responsabile della protezione del velivolo dal calore che si sviluppa
a causa delle onde d’urto. Questo componente è spesso costituito da particolari
materiali, detti ablativi, che permettono dispersione termica per degradazione.
Ciò ovviamente comporta una notevole complessità del sistema da analizzare, in
cui non è possibile scindere il trattamento della fase gassosa (fluido) da quella
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iv Riassunto esteso

solida (corpo). Infatti, i materiali ablativi favoriscono l’interazione del gas con la
superficie, dando origine a fenomeni di catalisi e, appunto, ablazione.

Ad oggi, la sperimentazione di tali flussi risulta molto costosa. Inoltre, è ostico
riuscire a replicare tutte le condizioni di volo ipersonico (parametri adimensionali,
composizione della miscela) per un intervallo di tempo su�cientemente ampio, il
che incentiva l’utilizzo di strumenti numerici per e↵ettuare calcoli predittivi. La
potenza computazionale odierna permette di sviluppare codici di calcolo molto
e�cienti che sfruttano i principali concetti della fluidodinamica computazionale,
insieme a modellazione avanzata dei processi di di↵usione e delle relazioni ter-
mochimiche. Ovviamente, a seconda della complessità del problema il tempo
richiesto dalle simulazioni può aumentare da poche ore a diversi giorni.

Metodologia

Nel simulare flussi ipersonici, bisogna tenere conto di tutti i fenomeni di non equi-
librio sopra citati. In tal senso, le classiche equazioni di Navier-Stokes (che gov-
ernano il moto di un fluido in regime continuo) devono essere estese. Estenderle
significa introdurre nuovi termini (ed equazioni aggiuntive), mediante l’assunzione
di appropriate leggi costitutive, che richiedono un’appropriata modellazione per
simulare fenomeni come l’eccitazione vibrazionale o le reazioni chimiche. Per fare
questo, si possono impiegare modelli termochimici più o meno complessi, in grado
di trattare un generico gas come una miscela multispecie. I due modelli implemen-
tati in questa tesi seguono due approcci di↵erenti: il primo è il classico approccio
multitemperatura, molto di↵uso nella comunità della gasdinamica ipersonica vista
la sua semplicità e il suo basso costo computazionale. Questo modello coinvolge
un numero contenuto di reazioni chimiche, e aggiunge un’equazione di trasporto
per l’eccitazione vibrazionale. Il secondo modello si basa su un approccio cinetico
più avanzato, noto come stato-a-stato. Come viene descritto in questa tesi, questo
modello può risultare più accurato, ma ad un costo estremamente più elevato
rispetto al modello multitemperatura. Infatti, il numero di specie della miscela
aumenta vertiginosamente per riuscire a descrivere correttamente la distribuzione
delle particelle nei vari livelli di eccitazione energetica.

I classici metodi numerici adottati per la risoluzione di flussi comprimibili si
basano su un approccio ai volumi finiti, che permette di trasformare equazioni
di↵erenziali in equazioni algebriche, la cui soluzione risulta molto più semplice. A
tal fine, le equazioni di governo vengono discretizzate all’interno di un dominio
di calcolo costituito da un numero finito di celle, nelle quali viene calcolata la
soluzione. Nel simulare flussi ipersonici o, più in generale, supersonici, la soluzione
numerica prevede la presenza di discontinuità causate dalla presenza delle onde
d’urto nel campo di moto. Per una corretta descrizione numerica degli urti, è nec-
essario implementare nel codice di calcolo formulazioni proprie, capaci di gestire
al meglio la ricostruzione della soluzione a cavallo di dette discontinuità. A tal
fine, è conveniente combinare schemi di basso e alto ordine, in modo da conferire
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allo schema robustezza e di rispettare le condizioni di stabilità numerica. Una
volta discretizzati i termini spaziali, si procede con l’integrazione temporale delle
equazioni, per la quale si può procedere con due approcci principali. Nell’ottica
di un flusso stazionario, è possibile far avanzare la soluzione in una cella indipen-
dentemente dalle altre, aumentando cos̀ı la velocità di convergenza. Al contrario,
volendo risolvere un flusso non stazionario e che, in ogni caso, è caratterizzato da
una fase transitoria non trascurabile, la soluzione deve avanzare con lo stesso passo
temporale in ogni cella di calcolo.

Un altro aspetto importante del metodo di risoluzione è il tipo di dominio di
calcolo impiegato. I più classici presentano una topologia strutturata (ordinata)
e conforme al corpo, costituiti quindi da una forma che segue la geometria della
parete. In questo modo, è possibile limitare al massimo il numero di punti impie-
gato per discretizzare il dominio fluido, preservando la libertà di infittire la griglia
nelle regioni più critiche, come la parete o le zone degli urti, dove è necessaria
elevata accuratezza. Nonostante ciò, questo approccio può risultare ine�ciente se
si trattano problemi di corpi a geometria complicata (per cui è necessario passare
all’impiego di griglie non strutturate) oppure di corpi in movimento, terminologia
con la quale si intende far riferimento sia a corpi liberi di muoversi all’interno del
fluido, sia a corpi la cui parete recede per via di fenomeni ablativi. Indipenden-
temente da queste due configurazioni, è necessario riadattare la griglia di calcolo
a�nché il solutore sia a conoscenza del criterio di spostamento del corpo. Questa
procedura può risultare complicata e, soprattutto, costosa, data la necessità di ef-
fettuarla in tempo reale durante la simulazione. Per questi motivi, si stanno sfrut-
tando sempre di più approcci ai contorni immersi. L’idea di base di questi metodi
è quella di sovrapporre due griglie separate, una che discretizza il dominio fluido
e l’altra la superficie e, se necessario, il dominio solido. In particolare, il dominio
fluido è discretizzato con una griglia cartesiana, che si traduce in una notevole
semplicità dello schema numerico. L’aspetto cruciale riguarda l’imposizione delle
condizioni di parete. In tal caso è necessario modificare le equazioni per far s̀ı
che il solutore tenga conto della presenza del corpo e, dunque, riesca a calcolare
le forze scambiate con il fluido. In questa tesi, viene presentato nel dettaglio un
approccio ai contorni immersi in tutti i suoi aspetti.

Infine, è doveroso specificare che risolvere le equazioni di detti flussi può richiedere
tempi prolungati, che spesso rappresentano il collo di bottiglia delle simulazioni.
Per ovviare a questo limite, si procede con lo sviluppo di un codice di calcolo
in ambiete CUDA (Compute Unified Device Architecture). Questo permette di
programmare un codice che sfrutta le unità di processo grafiche (GPU) che sono
caratterizzate da componenti hardware molto più performanti rispetto ai classici
processori centrali (CPU). In tal modo, i tempi di simulazione vengono di gran
lunga ridotti, rendendo possibile simulazioni anche le configurazioni di complicate.
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Applicazioni

Le più interessanti applicazioni dei flussi ipersonici riguardano le configurazioni
geometriche tozze, che riproducono le caratteristiche macroscopiche dei sistemi
di rientro classici (capsule). Altre geometrie di particolare interesse sono doppie
rampe o doppi coni, che possono essere viste come riproduzioni semplificate di
fusoliere di velivoli. Dette configurazioni inducono fenomeni di interazioni tra onde
d’urto e strato limite, oggetto di recenti analisi da parte di diversi ricercatori.

In questa tesi, vengono presentati i risultati per corpi tozzi (cilindri) e per con-
figurazioni doppia rampa e doppio cono. Diversi regimi di entalpia sono analizzati,
in modo da fornire informazioni dettagliate riguardo l’influenza del non equilibrio
sugli aspetti principali dei flussi ipersonici, nella speranza che queste analisi pos-
sano risultare un punto di partenza per lo sviluppo di modelli più sofisticati nello
scenario delle future missioni spaziali.



Abstract

The understanding of atmospheric re-entry is fundamental in the aerospace engi-
neering field. The heat load experienced by a space vehicle while entering in the
atmosphere is extreme and its correct prediction is necessary in the view of an
appropriate design of the thermal shield. Technology progression allows to exploit
sophisticated facilities able to reproduce the macroscopic features of entry flows.
However, high fidelity experimental reproduction are still hard due to two main
reasons, namely the cost of an experiment and the di�culty in reproducing each
aspect of the flight conditions. This led many companies to invest more and more
in numerical tool, representing a valid alternative to provide accurate prediction of
interesting information, such as heat flux, pressure distribution or shock stand-o↵
distance. Of course, the development of an e�cient numerical tool is not trivial
and requires particular attention. Indeed, dealing with hypersonic flows, one must
account for ’real gas’ e↵ects, known as non-equilibrium phenomena.

By the years, many researchers have been devoting e↵orts to the development of
physical models able to describe the correct evolution of the challenging conditions
encountered during the re-entry. The high velocities of a space vehicle induce the
formation of strong shock waves in front of it, across which the temperature reaches
values of the order of 10000 K. It is immediate to understand that these extreme
conditions implicate the conversion of the kinetic energy into internal energy, whose
total content involves translational, rotational, vibrational and electronic modes.
Also, molecular dissociation occurs due to the particle collisions in the shock layer
and, if the temperature is large enough, ionization occurs. The latter is a relevant
aspect of re-entry flows as the presence of electrons in the mixture is responsible
for the well-known blackout. For the purpose of heat mitigation, several strategies
are adopted. The employment of ablative material for the Thermal Protection
System (TPS) has become very common. Thanks to material degradation, the
heat flux on the surface of the vehicle is reduced, even if this introduces further
complexity in the numerical modeling. The material directly interacts with the
species in the mixture, leading the the occurrence of gas-surface interactions (GSI)
such as catalysis and ablation.

Classical numerical approaches exploit finite-volume method applied in a body-
fitted multi-block grids, very common in Computational Fluid Dynamics (CFD).
Nevertheless, when dealing with complex and/or moving geometries, the employ-
ment of body-conformal domains can be complicated due to the need of run time
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remeshing procedures. In this context, Immersed Boundary Methods (IBM) are
suitable for a more versatile numerical solver. Such an approach allows for a unique
Cartesian grid generation, that can be refined in the most critical region to increase
the accuracy of the numerical solution.

Taking into account all the above mentioned phenomena is a complex task
as the numerical model employed must be accurate and cheap at the same time.
Indeed, given the huge computational cost required by these kind of numerical
simulations, an a↵ordable strategy must be thought in order to speed-up the cal-
culations. Graphics Processing Units (GPUs) provide high performances for gen-
eral purposes in the scientific field. NVIDIA Corporation is still actively working
in the development of e�cient interfaces between hardware and software. The
most famous one is Compute Unified Device Architecture (CUDA) that allows a
very easy interface with basic programming languages such as C/C++ or Fortran.
Thanks to GPU programming, very fast simulations are possible even in the most
demanding configurations.

All the aforementioned aspects are addressed in this manuscript, which aims
at illustrating the main challenges in modeling hypersonic flows. A comparison of
the current tools is presented for interesting aerospace applications, with the hope
it can inspire further developments for technology progression.

Keywords: hypersonics, non-equilibrium, multitemperature, Park, State-to-State,

shock wave/boundary layer interaction, gas-surface interaction, catalysis, ablation,

immersed boundary, CUDA, GPU
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Chapter 1

Introduction

1.1 Atmospheric re-entry

The problem of the re-entry is one of the strongholds in aerospace engineering.
During the re-entry phase, di↵erent regimes are distinguished depending on the
flight altitude [1]. At very high altitudes, the gas is very rarefied and molecular
collisions can be neglected. This is referred to as molecular regime. On the other
hand, as the altitude decreases, the density of the gas increases so that the collisions
are relevant. This is known as continuum regime, described by the well-known
Navier-Stokes equations. The validity of continuum hypothesis can be verified by
computing the Knudsen number. This gives an indication of the importance of
the collisions in the flow and is defined as ratio between the mean free path and
the characteristic length of the system

Kn =
l

L
The assumption of continuum is valid for Kn < 0.01 and the flow is described

by the Navier-Stokes equations. Problems arise in the transition regime (from
molecular to continuum) and accurate methods must be employed. However, this
goes beyond the scope of this thesis, focused on the description of the aerother-
modynamics of hypersonics flow in the continuum regime.

The high velocity reached by a space vehicle (⇡ 10 km/s) or by a meteoroids
(⇡ 70 km/s) leads to the formation of a strong bow shock in front of the body [2,3].
Across such a shock, the temperature reaches extreme values (10000 K) and most of
the kinetic energy is converted into internal energy. The total content is composed
of more energy mode contributions, namely translational, rotational, vibrational
and electronic. Moreover, the system stores energy due to the chemical compo-
sition changes because of particle collisions (dissociation/recombination) and, for
su�ciently large temperatures, ionization. The prediction of electrons’ molar frac-
tion is fundamental. The presence of electrons in the mixture provokes what is
known as blackout : the plasma layer reflects or attenuates radio waves transmit-
ted by the vehicle, making impossible telecommunications with the ground station.

1
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Inside the shock, the system relaxes towards equilibrium according to the mode
relaxation time:

⌧tr < ⌧rot < ⌧vib < ⌧chem < ⌧el < ⌧ion

where the subscripts stand for ’translational’ (tr), ’rotational’ (rot), ’vibrational’
(vib), ’chemical’ (chem), ’electronic’ (el) and ’ionization’ (ion). Depending on the
characteristic time of the flow (⌧flow), three main conditions can be defined:

• the flow is considered frozen if the mode excitation is too slow when compared
to the characteristic time scale of the flow (⌧ >> ⌧flow);

• the flow is considered at equilibrium if the mode excitation is too fast when
compared to the characteristic time scale of the flow (⌧ << ⌧flow);

• the flow is considered at non-equilibrium if the mode excitation occurs at a
time scale comparable to that of the flow (⌧ ⇡ ⌧flow).

Given the extreme temperature values, the heat mitigation is also one of the
main issues. Especially in the case of space vehicles, the wall temperature must
be kept at a low value to avoid damage. However, the heat flux prediction is
fundamental also in the framework of meteoroids and space debris flow analysis.
This induces the formation of a boundary layer, where atomic particles tend to
recombine due to the lower temperatures. Moreover, many Thermal Protection
Systems (TPS) are characterized by cooling materials that promote gas-surface
interactions (GSI) in order to reduce the heat load by ablation [4].

The experimental reproduction of such flows is nowadays very complicated [5].
The current technology evolution allows to employ powerful facilties to simulate
challenging flight conditions. One of the most famous is the Plasmatron facility
at the von Karman Institute for Fluid Dynamics (VKI) shown in Fig. 1.1 [6], able
to reach temperatures up to 10000 K for di↵erent gas mixtures (nitrogen, oxygen,
argon, carbon dioxide, and others). Other well known facilities are the SCIROCCO
Plasma Wind Tunnel at CIRA (Italy) [7] or the Arc Jet at NASA-AMES Research
Center, designed to simulate very high Mach numbers (⇡ 12) and sustain extreme
heat fluxes. Unfortunately, experiments are always very costly and require an
advanced user experience. Moreover, experiments are always a↵ected by errors
of di↵erent nature that hinder the reproduction of the real physical conditions
and limit the quantity of obtained information (wall distributions, shock stand-o↵
distance, etc.). For these reasons, space agencies and research centers are reducing
the investment on experimental campaigns in favor of theoretical and numerical
studies of atmospheric entry flows by means of the Computational Fluid Dynamics
(CFD).
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Figure 1.1: Plasmatron facility at VKI.

1.2 Challenges in modeling hypersonic flows

A tool capable to manage all the fundamental aspects of hypersonic flows is di�-
cult to develop as the classical system of governing equations must be extended to
account for non-equilibrium. Lot of current numerical tools rely on the thermo-
chemical models developed during the last decades. One of the most commonly
used in the hypersonics community is the multitemperature model (mT) proposed
by Park [8]. In this model, the characteristic translational and rotational tem-
peratures are very low (< 3 K) and quite similar with each other. Hence, the
translational and rotational modes of freedom are considered at equilibrium and
a single temperature T can be defined for both of them. On the other hand, the
excitation of the other internal modes requires a larger amount of energy transfer.
To give an indication, the characteristic vibrational temperature of the molecular
nitrogen is of the order of 3000 K, whereas the electronic one is about 70000 K.
Hence, these modes are excited following di↵erent temperatures, namely the vibra-
tional temperature (Tvib) and the electronic temperature (Tel), and the population
of the internal states follow a Boltzmann distribution [8, 9]. Actually, for the ap-
plications presented in this thesis, the temperature reached in the shock layer is
never su�ciently large to induce electronic excitation, nor ionization. Namely, in
the model employed in this work the electronic energy mode is neglected. Hence,
the thermal non-equilibrium condition is identified by the condition T 6= Tvib.
Moreover, particle interactions give rise to variations in the chemical composi-
tions, leading to thermochemical non-equilibrium. As a consequence of such con-
dition, equations for the mass conservation and vibrational energy transport are
needed to describe the non-equilibrium. The mechanisms considered in this model
involve molecular dissociation, atomic recombination and exchange reactions for
hetero-nuclear molecules such as NO or CO. The reaction rates follows Arrenhius
relations [10–12]. Specifically, they are computed at a mean temperature in or-
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der to link the vibrational excitation to the chemical activity. These assumptions
make this model very cheap and easy to implement, justifying its wide application
in the hypersonics community.

Nevertheless, the assumption of a Boltzmann distribution is not always suit-
able. Indeed, large deviations have been observed in the actual reaction rates with
respect the Arrenhius ones [13–15], convincing that the description of the popula-
tion of the internal vibrational states need a proper treatment. The State-to-State
approach (StS) represents an alternative to the classical mT model [15] to accom-
plish a detailed description of non-equilibrium. The basis of the StS model is the
the assumption for which a molecule is considered as an anharmonic oscillator.
This idea allows to immediately know the vibrational energy of each level, with no
need of additional equations. On the other hand, each level is treated as a pseudo-
species, increasing considerably the number of mass conservation laws needed. A
generic 5 species air mixture (N2 ,O2, NO, N, O) accounts for 68 levels for N2 and
47 for O2, for a total of 118 species and about 10000 chemical processes. It is
immediate to understand that the computational cost required by StS simulations
is huge, limiting its application to mostly 1D configurations [16–19], being 2D and
3D configurations very onerous [20–24].

1.3 State of the art

By the years, many CFD studies have been carried out to simulate atmospheric
entry flows and validate numerical tools. Several institutions collaborated for
the analysis of the flow over a double-wedge [25], supplemented by experimental
measurements of wall heat flux and pressure [26]. Double-wedge or double-cone
geometries are very attractive for the aerospace community due to the complex
shock wave/boundary layer interaction (SWBLI) that characterized the flows over
these configurations. The e↵orts devoted by the involved researchers resulted in
important findings. In particular, relevant di↵erences in the boundary layer sepa-
ration were observed between 2D and 3D simulations, convincing that these flows
are a↵ected by three-dimensional e↵ects, further studied in next articles [27, 28].
Moreover, it was also found that non-equilibrium becomes relevant only for a
high free stream enthalpy (⇡ 8 MJ/kg). On the other hand, a lower free stream
enthalpy (⇡ 2 MJ/kg) seems una↵ected by non-equilibrium, given the low temper-
ature reached. Despite this, an important aspect of the low enthalpy regime is the
periodicity of the flow shown by Durna and Celik [29]. Such an aspect was never
fully analyzed for the high enthalpy regime. The experimental measurements were
performed in the transient state and no information about the steadiness of the
flow was known.

Similar investigations were carried out for the double-cone geometry [30]. In
such a case, the flow is expected to be stationary whether the free stream enthalpy
is high or low. Also in this case, numerical simulations aimed at reproducing
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experimental measurements [31]. The main issue of these flows is the di�culty in
capturing the correct separation extent for high enthalpy flows. Indeed, for low free
stream enthalpy values (⇡ 4 MJ/kg), numerical results are in a good agreement
with the expectations, as found by Nompelis and Candler [32]. As the free stream
enthalpy increases, the error in the prediction of the separation extent becomes
more and more relevant, reaching very large deviations for a stagnation enthalpy
of 10 MJ/kg. Possible reasons were addressed to the incorrect evaluation of the
free stream conditions, but a complete explanation remained still unknown.

Another attractive configurations are cylinders or spheres as they represent
simplified models of re-entry vehicles: their blu↵ shape promotes strong bow shocks
that accelerate the occurrence of non-equilibrium phenomena. Considerable e↵orts
were devoted by many researchers for a hypersonic flow past a cylinder [30] in
order to provide accurate predictions of the wall quantity distributions (pressure
and heat flux). In this study, it was found that the evaluation of the wall pressure
is very accurate, whereas the temperature gradients at wall are very sensitive
to several issues (spatial resolutions, numerical scheme, wall model). Indeed, a
catalytic wall was also analyzed and it was found that wall kinetics can be relevant
in the prediction of the heat flux. Numerical simulations for the flow past a
sphere have been conducted to reproduce the experimental findings of Nonaka
et al. [33]. In this work, the authors compared the stand-o↵ distance of the bow
shock forming in front of a spherical sample, arguing that the position of the shock
strongly depends on the non-equilibrium impact. Frozen flows often present a
larger shock stand-o↵ distance with respect to non-equilibrium flows. This result
was confirmed by Colonna et al. [21], who in turn found that the StS model
provides an even more accurate prediction of the shock stand-o↵ distance with
respect to the mT model. Relevant deviations between StS and mT approaches
were also found for the flow through a nozzle [34, 35], convincing the community
that the multitemperature model presents intrinsic limitations in the treatment of
the non-equilibrium. Nevertheless, the huge computational cost required by StS
simulations does not permit to perform complex configuration analysis such as 3D
geometries or unsteady flows. A further analysis to simplify this kinetic model is
needed to assess whether the number of levels can be reduced or the population
can be modeled by means of reduced models.

Blu↵ body shapes are often object of investigations also in the framework of
ablative systems. Olynick et al. [36] and Park [37] simulated the atmospheric
re-entry of the Stardust vehicle, reporting similar results, thus assessing that nu-
merical calculations can supplement the design process of the vehicle. More in
detail, they found that an ablating material considerably reduces the heat flux
and the shear stresses at wall, while the pressure remains una↵ected. Neverthe-
less, the wall distributions are strongly sensitive to the gas-surface interaction
model employed. As shown by Chen and Milos [38], the massblowing rate profile
depends on the treatment of the wall and on the mechanisms occurring between
the gas and the material. In particular, if the temperature is large enough to
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induce oxygen dissociation, oxidation mechanism is negligible with respect to the
nitridation. However, there is still lot of uncertainty about the numerical results
available in the literature and they need to be supplemented by more experimental
campaigns in the view of a full understanding of the phenomena involved.

Applications to turbulent configurations have been also investigated by the
years. Reynolds-Averaged-Navier-Stokes (RANS) and other classical models have
been employed to many configurations involving spheres [39], compression ramps [40],
flat plates [41] and propulsion systems [42]. Despite the overall good agreement
with high-fidelity simulations such as Large Eddy Simulations (LES) or Direct
Numerical Simulations (DNS), these turbulent models are under-resolved. For the
purpose of fully understanding turbulence phenomena, more complex approaches
(LES or DNS) must be adopted. Of course, this leads to a very onerous compu-
tational cost, and the geometries are strongly simplified. Common configurations
are shear flows [43] or flat plates [44–46]. In this context, GPU programming can
be a solution to reduce the simulation time in the framework of DNS simulations.
However, in this thesis only laminar configurations are analyzed, turbulent flow
simulations representing a perspective for future works.

Lastly, it is noteworthy that, especially in the case of ablation and recessing
surfaces, the need of remeshing remains a critical drawback. As the wall moves in
space, the computational grid needs to be adapted to the motion of the boundary.
Also, even more relevant issues arise when dealing with non-uniform recession (for
instance, to simulate the destruction of an asteroid entering in the atmosphere).
In this scenario, an Immersed Boundary approach comes to rescue. This allows to
employ non-conformal Cartesian grids to simulate generic flows [47] by applying a
forcing term in the vicinity of the wall to ensure the proper boundary conditions.
The first applications came out at the end of the XX century thanks to the works
by Peskin [48–50] who mainly focused on incompressible flows. This formulation
exploited a forcing in the first fluid cell next to the body to simulate the flow
past deformable bodies. The results were satisfactory but the method employed
presented some limitations due to the fact that it was not suitable for rigid bodies.
Basically, a rigid boundary can be obtained by decreasing the deformability func-
tion, but this would make to problem sti↵ and numerically hard. Next authors
such as Basdevant and Sadourny [51], Briscolini and Santangelo [52] and Gold-
stein et al. [53] tried to optimize this methodology for rigid bodies applications. In
the first two works, the main idea was to distribute the forcing term in a narrow
band next to the wall (typically 3 or 4 fluid points) but this approach generates
spurious oscillations in the numerical solution. For the purpose of reducing the os-
cillations, Goldestein et al. [53] proposed a central finite di↵erence method to apply
the forcing term. Nevertheless, it required a spreading of the function along the
wall, making the formulation problem-tuning and reducing its computational e�-
ciency. Important improvements were proposed by Modh-Yusof [54], Fadlun [55]
and Balaras [56], that opened the doors to a wider range of applications also in the
compressible regime. The philosophy behind their formulation was the possibility
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of applying the forcing term in the discrete domain, namely not directly intro-
duced in the equations. The desired boundary condition was satisfied imposing an
interpolation along a certain direction (Cartesian or wall normal) with respect to
the body. One of the first applications of the IB approach to compressible flows
was presented by De Tullio et al. [57] who generalized the formulation proposed by
Modh-Yusof [54] to ensure the desired boundary conditions for weakly supersonic
flows. In recent years, several immersed boundary methods have been developed
to facilitate the simulations of hypersonic flows around complex bodies [58]. Di↵er-
ent kind of applications are available in the literature, but still presenting relevant
limitations. These are explained in detail in the second part of this thesis.

1.4 Present contribution

The aim of this project is the development of a high e�ciency computational tool to
perform 2D/3D numerical simulations of atmospheric entry flows. Both the mT
and the StS model are implemented to model thermochemical non-equilibrium.
In order to reduce the computational cost of the simulations, the algorithm is
extended to CUDA environment to allow GPU executions. This is an a↵ordable
strategy to speed-up the calculation. Gas-surface interactions models are also
included to accurately treat ablative materials and catalytic walls. As explained
in detail in chapter 2, the code is coupled with the well known Mutation++

library, also to take advantage of advanced transport models.
In this view, given the complexity in the treatment of moving bodies as in the

case of recessing walls, an Immersed Boundary approach (IB) is exploited, such a
way complex geometries can be simulated with minimal mesh generation e↵orts.
Results from IB simulations are compared to those obtained from the classical
body-fitted approach (BF).

1.5 Outline

This manuscript is divided into two macro parts, organized as follows.

1. The first part focuses on the fundamental characterization of hypersonic
flows, covering all the main aspects. Chapter 2 is dedicated to the descrip-
tion of the theoretical background at the basis of hypersonics, involving the
governing equations, the models employed to handle non-equilibrium, and
the gas-surface interactions. In chapter 3, the description of the methodology
is illustrated, focusing on the body-fitted numerical approach to discretize
the equations. Chapter 4 illustrates some detail about GPU programming,
useful to speed-up the calculation. Basic examples of CUDA kernels are
given and the performance of the solver are analyzed. The discussion of the
results is presented in chapter 5, where di↵erent cases are investigated. The
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shock wave/boundary layer interaction is simulated for double-wedge and
double-cone configurations, being very attractive for aerospace engineering.
Moreover, blu↵ body simulations (cylindrical samples) are preformed to test
the robustness of the code when dealing with strong bow shocks. Gas-surface
interaction mechanisms are also considered. Chapter 6 is dedicated to the
conclusions.

2. The second part is mainly focused on the extension of the solver to an alter-
native numerical methodology, namely the Immersed Boundary approach. A
background and a general description of this method is given in chapter 7,
whereas chapter 8 presents the details of the present solver, explaining the
most practical procedures (reconstruction, parallelization, data structure).
Results are discussed in chapter 9, starting from simple cases and finally
performing simulations on two tests already presented in the first part of the
thesis, to provide a comparison with the body-fitted approach of the code.
Conclusions are drawn in chapter 10.



Part I :

Characterization of atmospheric
entry flows
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Chapter 2

Theoretical background and
governing equations

This chapter is devoted to the description of the fundamental phenomena occur-
ring in high enthalpy flows, involving energy modes excitation, chemical activity
and gas-surface interactions. A typical scenario of such challenging conditions is
reported in Fig. 2.1. As soon as a molecule travels across the bow shock forming
in front a the body, molecular dissociation and vibrational excitation are induced.
Moreover, if the temperature is large enough (> 9000 K), the concentration of free
electrons starts increasing, promoting ionization phenomena. Due to the lower
temperature regime in the boundary layer, atomic recombination can occur at
wall. In some cases, the material can interact with the gas in the ablative layer.
This leads to the formation of carbon species due to the material decomposition.

All these aspects are illustrated in the next sections.

2.1 Energy modes

Dealing with high enthalpy flows, the total energy content is composed of more
internal contributions [9], each one linked to the di↵erent energy forms (modes).
The most general case is the one of a polyatomic molecule. It is composed of two
masses (atoms) and four di↵erent energy modes can be excited. They are listed
below and sketched in Fig. 2.2.

• Translational mode: the molecule is free to translate in all the three main
directions (3 degrees of freedom).

• Rotational mode: the molecule can rotate around its center of mass, being the
rotational mode around the inter-nuclear axis negligible (2 degrees of freedom
for diatomic and polyatomic linear molecules, 3 for non linear molecules).

• Vibrational mode: the molecule can vibrate along the direction of elastic
force (2 degrees of freedom).

11
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Figure 2.1: Typical scenario of hypersonic flows interacting with an ablative ther-
mal protection system (not in scale).
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Figure 2.2: Contributions of energy modes, adapted from [9]: (a) translational,
(b) rotational, (c) vibrational, (d) electronic.
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• Electronic mode: the molecule is electronically excited due to the kinetic and
potential energy of electrons in orbit.

A fifth energy contribution is given by the formation enthalpy, evaluated at a
certain reference temperature. In the case of a molecule, all these contributions
are taken into account. Nevertheless, atoms are characterized by just one point
mass, and the rotational and vibrational contributions can not be defined. For
the same reason, only translational and formation contributions are considered
for electrons, for which also the electronic mode is of course not defined. When
these modes are excited at a unique temperature T , thermal equilibrium condition
holds. Furthermore, if chemical equilibrium is considered, a local thermodynamic

equilibrium (LTE) condition can be defined. It means that for given values of
pressure, temperature and elemental molar fractions, the mixture composition,
along with thermodynamic and transport properties, are uniquely defined.

One of the most representative mixture of atmospheric entry flows is the 11
species air mixture (N2, O2, NO, N, O, N+

2 , O
+
2 , NO

+, N+, O+, e�). It involves
charged species arising from the interaction between heavy species and electrons.
The chemical composition (molar fractions) under the assumption of LTE is re-
ported in Fig. 2.3 for a pressure of 1 atm (dashed lines represent charged species).
As expected, electrons’ molar fraction starts becoming relevant for temperatures
above 9000 K, even if their molar fraction is already 0.1% at 6000 K. Of course,
molecular charged species have no relevance in the composition as they dissociate
before ionization. On the other hand, atomic nitrogen and oxygen strongly inter-
act with electrons giving rise to N+ and O+. Preserving the assumption of LTE,
it is worth analyzing the di↵erent contributions of the specific enthalpy. They are
illustrated in Fig. 2.4. It is evident that the formation and translational contribu-
tions are predominant, whereas electronic enthalpy starts increasing after 9000 K.
Of course, rotational and vibrational contributions increase with the temperature,
becoming null after molecular dissociation is complete. Such graphs are useful to
have an indication of the validity of each assumption behind the thermochemical
models commonly used.

In this thesis, ionization phenomena are neglected as the temperature is never
su�ciently high to induce such phenomenon.

2.2 Governing equations

Fluid dynamics problems are governed by the well-known Navier-Stokes equa-
tions, thus mass conservation, momentum balance and energy consrrvation. When
dealing with high-temperature flows, the classical form of such equations can not
describe all the phenomena involved and they need to be extended to account
for chemical mechanisms and vibrational excitation. The number of equations
depends on the thermochemical model employed, namely the classical multitem-
perature (mT) model or the detailed State-to-State (StS) model. As it is explained
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Figure 2.3: Chemical composition in terms of molar fractions for an 11 species air
mixture (p = 1 atm).

Figure 2.4: Specific enthalpy contributions for an 11 species air mixture (p = 1
atm). Zoom in on the right to emphasize minor contributions.

in section 2.4, only the first one needs the solution of a transport equation for the
vibrational energy. On the other hand, the StS model requires a continuity equa-
tion for each vibrational level. Next subsections are devoted to the description of
all the governing equations [59], considering a 5 species neutral air mixture.
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2.2.1 Mass conservation

Dealing with multicomponent gases, a continuity equation is written for each
species in the mixture. Anticipating a concept better described in section 2.4.2,
each vibrational level of the molecules is treated as a separate species in the StS
approach, so that continuity must hold for each of them. For simplicity, in the
following subscripts s and l will refer to species and vibrational level respectively.
So, the continuity equation reads:

@⇢s,l
@t

+r·
�
⇢s,lu+ j

s,l

�
= !̇s,l (2.1)

where ⇢s,l is the density of vibrational level l of the species s and u = (u, v, w) is
the velocity vector of the fluid. The distinction between the vibrational level and
the species is mandatory since the number of vibrational levels depends on the
thermochemical model employed. In the mT model the vibrational energy modes
are described by a Boltzmann distribution: hence, the number of species is Ns = 5
and the number of vibrational levels is Vs = 1 for all of them. On the contrary, the
StS model is based on a detailed description of the vibrational levels distribution.
More in detail, molecular nitrogen is composed of 68 levels (VN2 = 68), whereas
47 levels are taken into account for molecular oxygen (VO2 = 47); for all the
other species, only the ground state is considered, thus VN = VO = VNO = 1.
This gives an indication of the computational cost encountered if the StS model is
employed; since each vibrational level is treated as a separate species, 118 species
are needed to describe the non-equilibrium for a StS kinetics model. This obviously
limits its application mostly to 0D/1D configurations [16–19], with few 2D/3D
exceptions [20–24]. In the following, we will refer to each vibrational level simply
as species.

The additional terms in Eq. (2.1) are the di↵usive flux (j
s,l
) and the source

term (!̇s,l). The latter, is responsible for the mass fraction variation of the species
in the mixture: its evaluation depends on the thermochemical model employed and
is presented in section 2.4. Instead, the di↵usive flux is linked to the phenomenon
of mass di↵usion. In multicomponent gases, each species is characterized by a
certain mass fraction (Ys,l) or molar fraction (Xs,l), defined as:

Ys,l =
⇢s,l
⇢

(2.2a)

Xs,l =
MYs,l

Ms

(2.2b)

where Ms is the molar mass of the species s (it is the same for all the internal
levels in case of the StS model) and M and ⇢ are the molar mass and the density
of the mixture, respectively. In case of the StS model, one can define the species
quantities as the sum over all the levels. For instance, species mass fractions are
defined as Ys =

P
l
Ys,l. Obviously, to ensure the global mass conservation, it has
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to result
P

s

P
l
Ys,l =

P
s

P
l
Xs,l = 1 and ⇢ =

P
s

P
l
⇢s,l, and the molar mass of

the mixture can be computed as follows:

M =
1P

s

P
l
Ys,l/Ms

(2.3)

Because of concentration gradients, each species tends to di↵use in space to
minimize the di↵erence in terms of mass fraction in the surrounding environ-
ment [9]. This occurs at a certain speed known as di↵usion velocity, indicated
as uD

s,l
, so that j

s,l
= ⇢s,luD

s,l
. The di↵usion velocities can be evaluated by solving

the following system of N2
s
equations [60]:

rXs =
NsX

r=1

XsXr

Dsr

(uD

s
� uD

r
) + (Yr � Xr)

rp
p

+
⇢

s

NsX

r=1

YsYr(fs � fr) (2.4)

where subscripts s and r indicate the s� th and r� th species in the mixture. The
inversion of such system is too demanding considering that it should be generally
performed in each spatial point of the grid at each time step. In this scenario,
the approximation proposed by Hirschfelder and Curtiss [61] comes to rescue. It
is based on the di↵usion of each species into the mixture. Hence, the di↵usion
velocity can be evaluated by using Fick’s law:

⇢s,lu
D

s,l
= �⇢DsrYs,l +Vc (2.5)

where Ds = 1�XsP
r 6=s Xr/Dsr

is an equivalent di↵usion coe�cient, whose evaluation

is discussed in section 2.3.3; Vc =
P

s

P
l
Ys,lDsrYs,l is a correction velocity to

ensure mass conservation [62]. In this way, only Ns di↵usion velocities must be
computed.

Finally, note that to recover the global mass conservation one can sum up all the
species continuity equations and it must result that

P
s

P
l
Ys,luD

s,l
=
P

s

P
l
!̇s,l =

0.

2.2.2 Momentum balance

Formally, momentum is not influenced by the thermochemical non-equilibrium:
temporal, advective and di↵usive terms in the equations are the same of a non-
reacting mixture. The vectorial equation reads:

@⇢u

@t
+r·

⇣
⇢u · u+ pI� �

⌘
= 0 (2.6)

where p is the pressure, I is the identity tensor and � is the viscous stress tensor,
that reads:

� = µ
h
ru+ (ru)T

i
� 2

3
µ (r·u) I (2.7)
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being µ the dynamic viscosity of the mixture. This is evaluated basing on the
single species transport properties, as it is explained in section 2.3.

2.2.3 Energy conservation

The energy conservation equation is formally similar to the classical version of a
non-reacting mixture. Nevertheless, additional terms appear in the definition of
the heat flux. The equation reads:

@⇢E

@t
+r·

⇥
(⇢E + p) · u� u · � + q

⇤
= 0 (2.8)

where E is the total energy per unit mass and q is the total heat flux. For thermo-
chemical non-equilibrium flows, this term is composed of di↵erent contribution [63]:

q = �trrT �
NmX

m=1

vib,mrTvib,m

| {z }
OnlymT model

+
NsX

s=1

VsX

l=1

⇢s,lhs,lu
D

s,l
(2.9)

In Eq. (2.9), the first contribution represents the heat flux occurring due to
conduction, expressed by the classical Fourier’s law. tr and T are the roto-
translational thermal conductivity and temperature of the mixture, respectively.
The same law is applied for the second term, expressing the conductive heat flux
due to vibrational excitation. In this case vib,m and Tvib,m are the vibrational ther-
mal conductivity and temperature of molecule m, respectively (Nm is the number
of molecules in the mixture). As for the viscosity, the evaluation of the thermal
conductivities depends on the single species transport properties and is discussed
in section 2.3.2. It is noteworthy that this term is considered only in case of the
mT model, since the vibrational temperature loses its physical meaning in the StS
approach. More details are given in section 2.4.2. The third contribution repre-
sents the heat flux due to the mass di↵usion and depends on the enthalpy per unit
mass of species s in the level l, hs,l. This includes roto-translational, vibrational
and formation contributions. Finally, it must be highlighted that in Eq. (2.9), the
contribution due to thermal di↵usion is neglected. This is a reasonable assumption
for most of the applications in hypersonics [9, 64], with the few exceptions [65].

As mentioned at the beginning of section 2.2, a transport equation is needed
to evaluate the vibrational energy in case of the mT model. In this case, subscript
l can be neglected and the equation reads:

@⇢mevib,m
@t

+r·
⇥
(⇢mevib,m) · u+ q

vib,m

⇤
= !̇vib,m (2.10)

where evib,m is the vibrational energy per unit mass of the molecule m and !̇vib,m is
the vibrational source term that accounts for the e↵ect of chemistry and vibrational



18 Chapter 2. Theoretical background and governing equations

relaxation. Its evaluation is explained in section 2.4.1. The vibrational heat flux
reads:

q
vib,m

= �vib,mrTvib,m + ⇢mevib,mu
D

m
(2.11)

Note that Eq. (2.10) is solved for each molecule in the mixture.

2.2.4 Equation of state and thermodynamics

In order to close the system, the equation of state is solved, assuming that each
species behaves as a perfect gas:

p =
NsX

s=1

ps =
NsX

s=1

⇢sRsT (2.12)

being Rs = R/Ms the gas constant, with R = 8.31451 J/molK the univeral gas
constant and Ms the molar mass of the species s. The temperature is computed
by inverting Eq. (2.12), whereas the pressure arises from the relation with the
energy. If the temperature is below 9000 K, ionization phenomena do not take
place and the electronic energy can be neglected. So, the internal energy per unit
mass can be decomposed in three contributions [8, 9]:

es =

(
etr
s

for atoms

etr
s
+ erot

s
+ evib

s
for molecules

(2.13)

where the superscripts stand for translational, rotational and vibrational respec-
tively. While the vibrational contribution depends on the thermochemical model,
the evaluation of the translational and rotational terms in Eq. (2.13) is based on
the theorem of equipartition of energy from the kinetic theory [9]. They contribute
with 1/2RsT for each degree of freedom, so that:

es =

(
3
2RsT for atoms
3
2RsT +RsT + evib

s
for molecules

(2.14)

The following formulation refers to molecular species, being the atomic species
case straightforward. Denoting with h the specific enthalpy (in turn composed of
three contributions) it must hold that hs = es +RsT :

hsz }| {
htr

s
+ hrot

s
+ hvib

s
=

esz }| {
3

2
RsT
| {z }

etrs

+RsT|{z}
erots

+evib
s

+RsT (2.15)

As mentioned above, each species is considered as a thermally perfect gas; then
the specific heats are cv,s = @es/@T and cp,s = @hs/@T . Deriving Eq. (2.15) with
respect to the temperature one obtains:



2.2 Governing equations 19

ctr
p,s

+ crot
p,s

+ cvib
p,s

=
3

2
Rs

|{z}
ctrv,s

+ Rs|{z}
crotv,s

+cvib
v,s

+Rs =
7

2
Rs + cvib

v,s
(2.16)

Using Mayer’s relation, cp = cv +R and Eq. (2.16) becomes:

7

2
Rs + cvib

p,s
=

7

2
Rs + cvib

v,s
(2.17)

that means cvib
p,s

= cvib
v,s
, namely hvib

s
= evib

s
. This is an important result because,

focusing only on the translational and rotational contributions, it allows a gener-
alization of the expression for the enthalpy, that is:

htr

s
+ hrot

s
= cp,sT = ↵sRsT (2.18)

where ↵s = 7/2 for molecular species and cp,s indicates the constant pressure
specific heat that is linked only to the translational and rotational modes of energy.
Repeating the same procedure, one obtains ↵s = 5/2 for atomic species.

Finally, the internal energy per unit mass of the mixture can be evaluated
by weighting the single species energies on the species mass fractions, thus e =P

s
Yses. Now, recalling that ⇢h = ⇢e + ⇢RT = ⇢e + p and considering that

⇢e = ⇢E � ⇢ekin (ekin being the kinetic energy), it holds:

⇢ (htr + hrot + evib + echem) = ⇢E � ⇢ekin + p (2.19)

After few algebrical operations, one obtains:

p = (� � 1)


⇢E � ⇢ (evib + echem)� ⇢

u2 + v2 + w2

2

�
(2.20)

that allows to compute the pressure [66, 67]. Note that:

� =
cp
cv

=
↵

↵� 1
(2.21)

is not the isentropic coe�cient, but it is just the portion of such coe�cient that
accounts for translational and rotational energy modes. In such expression, ↵ is
weighted on all the species:

↵ =

P
s
cs↵sP
s
cs

(2.22)

where cs is the molar concentration of the species s.
In Eq. (2.20), the chemical contribution is defined through the following ex-

pression:

echem =
1

⇢

NsX

s=1

⇢sh
f

s
(2.23)
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where hf

s
is the specific formation enthalpy of species s (summarized in table 2.10).

The evaluation of the vibrational contribution, instead, depends on the thermo-
chemical model and is presented in section 2.4.

2.3 Transport properties

The evaluation of the transport properties is one of the most crucial issues when
dealing with multicomponent gases, since it needs a strategy able to account for
non-equilibrium. The discussion of such procedures is based on classical mixing
rules [63, 68–70] and is here presented. Note that the following formulations are
directly implemented in the source code, with no external library usage.

2.3.1 Viscosity

Each transport property is function of the single species properties. Hence, in
order to evaluate the properties of the mixture, one has to start focusing on the
single species. This subsection is dedicated to the viscosity. The calculation of the
single species viscosity depends on the value of the temperature:

(
lnµs =

P
N

n=1 An,s (lnT )n�1 if T  1000K

µs = [exp (Cµs)]T
(Aµs lnT+Bµs ) if T > 1000K

(2.24)

The first expression is taken from Chemkin library [71] and N = 4 to ensure
a third order polynomial expression. On the other hand, Gupta fitting [72] is
employed for higher values of the temperature. The coe�cients of both expressions
are summarized in tables 2.1 and 2.2.

Table 2.1: Coe�cients to compute the viscosity for T  1000 K (obtained in kg/m
s).

Species A1,s A2,s A3,s A4,s

N2 -16.26173 2.25174 -0.21383 0.009478
O2 -16.81080 2.52253 -0.24907 0.011006
NO -16.22737 2.25174 -0.21383 0.009478
N -14.66642 1.57776 -0.12529 0.005601
O -14.81564 1.80140 -0.15491 0.006909

At this point, the values of the single species viscosity are combined to com-
pute the mixture viscosity. This operation is performed through Wilke’s mixing
rule [68]:

µ =
NsX

s=1

Xs µsP
Ns

r=1 Xr �sr

(2.25)
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Table 2.2: Coe�cients to compute the viscosity for T > 1000 K (obtained in kg/m
s).

Species Aµs Bµs Cµs

N2 0.0203 0.4329 -11.8153
O2 0.0484 0.1455 -8.9231
NO 0.0452 -0.0609 -9.4596
N 0.012 0.593 -12.3805
O 0.0205 0.4257 -11.5803

where

�sr =
1p
8

✓
1 +

Ms

Mr

◆�1/2
"
1 +

✓
µs

µr

◆1/2✓Mr

Ms

◆1/4
#2

(2.26)

Such a formulation is known to be accurate for temperatures in the dissociation
range (< 9000 K). More sophisticated formulations exist [64, 73, 74]. One of the
most important and widely developed follows the Chapman-Enskog analysis [64].
This method allows for accurate calculations of transport properties starting from
the Boltzmann equation. On the other hand, when dealing with multi-species
mixtures, the use of this sophisticated algorithm can be very costly. Mixing rules
provide a good approximation of the transport properties in the range of dis-
sociation phenomena. Fig. 2.5 illustrates the profiles of the viscosity calculated
through the Chapman-Enskog formulation and through Wilke’s mixing rule for
an 11 species air mixture in a temperature range 500 ÷ 20000 K. The two curves
are coherent with each other when predicting the drop of the viscosity after the
ionization temperature threshold: electrons present a much smaller mass with re-
spect to classical heavy species and they do not really contribute to the transport
of momentum. Moreover, the much larger cross sections typical of ions-ions inter-
actions promote a reduction of the viscosity, explaining its drop when ionization
phenomena are induced. The under prediction of the viscosity computed through
Wilke’s mixing rule is due to the neglected cross interactions (ions-heavy species).
Nevertheless, the mixing rule is in a good agreement for temperatures below the
ionization threshold. The present work does not deal with ionized flow, making
Wilke’s mixing rule an a↵ordable strategy to exploit GPUs capabilities and reduce
the computational cost.

2.3.2 Thermal conductivity

Pure thermal conductivities are evaluated for each species as a function of the
viscosity. This is known as Eucken’s formula [63, 70,75,76]:
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Figure 2.5: Comparison of viscosity computed through Chapman-Enskog algo-
rithm and Wilke’s mixing rule (p = 1 atm).

tr,s = µs

✓
5

4
+ ↵s

◆
R

Ms

(2.27)

whereas the vibrational thermal conductivities of the molecules are computed as
follows [63, 75]:

vib,m = µmcvib (2.28)

where cvib is the vibrational specific heat. Note that it is not needed to specify
whether it is constant volume or constant pressure specific heat, since hvib = evib [9],
as also derived in section 2.2.4. Eucken’s formulation is known to be accurate, even
if a semi-empirical correction has been proposed by Hirschfelder [77] to improve
even more the agreement with experiments. However, no assessment was made for
air mixture in a high temperature range, including electronic excitation. Wilke’s
mixture rule for viscosity is adapted for the conductivity, with an empirical cor-
rection [69]:

tr =
NsX

s=1

Xs µsP
Ns

r=1 1.065Xr �sr

(2.29)

As for the viscosity, the Chapman-Enskog formulation can be applied to the
thermal conductivity. Fig. 2.6 shows the thermal conductivity computed through
the two methods. Again, the mixing rule under estimates the thermal conductivity.
Nevertheless, preliminary simulation have shown no relevant di↵erences in the final
results.
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Figure 2.6: Comparison of frozen thermal conductivity computed through
Chapman-Enskog algorithm and Wilke’s mixing rule (p = 1 atm).

2.3.3 Di↵usivity

As anticipated in section 2.2.1, the di↵usion coe�cients should be evaluated by
solving the system given in Eq. (2.4), but the Hirschfelder and Curtiss approxima-
tion allows to facilitate this calculation [61]. The di↵usion coe�cients are needed
for the evaluation of the di↵usion velocities, whose relation is here recalled (vibra-
tional level subscript is here neglected for simplicity):

⇢su
D

s
= �⇢DsrYs +Vc (2.30)

where Vc =
P

s
YsDsrYs is a correction velocity to ensure mass conservation [62].

Ds is an equivalent di↵usion coe�cient representing the di↵usion of the species s
into the entire mixture:

Ds =
1� XsP
r 6=s

Xr/Dsr

(2.31)

so that only Ns di↵usion coe�cients must be computed. In this expression, Dsr is
the binary di↵usion coe�cient, that is obtained through the first order Chapman-
Enskog approximation Dsr = Dsr/p where p is the pressure [61]. As for the
viscosity, two range of temperatures are considered to compute Dsr:

(
lnDsr =

P
N

n=1 Dn (lnT )n�1 if T  1000K

Dsr = exp(DDsr
)T [ADsr

(lnT )2+BDsr
(lnT )+CDsr ] if T > 1000K

(2.32)

where the first expression is taken from Chemkin library [71], with N = 4. The
second expression represents the curve fitting by Gupta [72]. The coe�cients for
both formula are reported in tables 2.3 and 2.4.
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Table 2.3: Coe�cients to compute the di↵usion coe�cients for T  1000 K (ob-
tained in m2Pa/s).

Species D1 D2 D3 D4

N2-N2 -15.2141 3.3481 -0.22337 0.0098178
N2-O2 -15.4441 3.4349 -0.23400 0.0102503
N2-NO -15.2329 3.3488 -0.22347 0.0098226
N2-N -14.1963 3.0844 -0.19006 0.0084146
N2-O -14.4266 3.2164 -0.20696 0.0091353
O2-O2 -15.7917 3.5721 -0.25185 0.0110253
O2-NO -15.4587 3.4335 -0.23380 0.0102416
O2-N -14.4686 3.1961 -0.20430 0.0090191
O2-O -14.7436 3.3501 -0.22454 0.0099065

NO-NO -15.2485 3.3486 -0.22337 0.0098178
NO-N -14.2314 3.0946 -0.19146 0.0084787
NO-O -14.4686 3.2289 -0.20866 0.0092123
N-N -12.9896 2.7092 -0.14047 0.0062300
N-O -13.1483 2.8230 -0.15531 0.0068746
O-O -13.2950 2.9390 -0.17060 0.0075474

2.4 Thermochemical models

This section is devoted to the thermochemical models. These are responsible for
the modeling of the source terms in Eq. (2.1). In case of the mT model, Eq. (2.10)
is also solved and the source terms modeled.

2.4.1 Multitemperature Park model

The multitemperature model proposed by Park [8] accounts for a 5 species neutral
air mixture (N2, O2, NO, N, O) and considers the following dissociation reactions:

N2 +X$ 2N + X (2.33a)

O2 +X$ 2O + X (2.33b)

NO + X$ N+O+X (2.33c)

and two NO exchange (Zeldovich) reactions:

NO + O$ N+O2 (2.34a)

N2 +O$ NO+N (2.34b)



2.4 Thermochemical models 25

Table 2.4: Coe�cients to compute the di↵usion coe�cients for T > 1000 K (ob-
tained in m2Pa/s).

Species ADsr
BDsr

CDsr
DDsr

N2-N2 0.0 0.0112 1.6182 �11.3091
N2-O2 0.0 0.0465 0.9271 �8.11370
N2-NO 0.0 0.0291 1.2676 �9.68780
N2-N 0.0 0.0195 1.4880 �10.3654
N2-O 0.0 0.0140 1.5824 �10.8819
O2-O2 0.0 0.0410 1.0023 �8.35970
O2-NO 0.0 0.0438 0.9647 �8.23800
O2-N 0.0 0.0179 1.4848 �10.2810
O2-O 0.0 0.0226 1.3700 �9.66310

NO-NO 0.0 0.0364 1.1176 �8.96950
NO-N 0.0 0.0185 1.4882 �10.3301
NO-O 0.0 0.0179 1.4848 �10.3155
N-N 0.0 0.0033 1.5572 �11.1616
N-O 0.0 �0.0048 1.9195 �11.9261
O-O 0.0 0.0034 1.5572 �11.1729

being X a generic partner in the mixture. Since each species can interact with any
other one in the mixture, the total number of reactions is 17. For the evaluation
of chemical source terms !̇s, the law of mass action is employed. It reads:

!̇s = Ms

NrX

i=1

⌫is RRi (2.35)

where Nr is the number of chemical reactions, Ms is the molar weight of species s,
⌫is is the di↵erence between product and reactant stoichiometric coe�cients of the
species s in the reaction i. Rate coe�cients of each reaction i, RRi, are evaluated
as:

RRi = kf,i

NsY

s=1

c
⌫
0
is

s � kb,i

NsY

s=1

c
⌫
00
is

s (2.36)

Here, ⌫ 0
is

and ⌫ 00
is

are reactant and product stoichiometric coe�cients respec-
tively, kf and kb are forward and backward rate coe�cients and cs is the con-
centration of species s. Forward coe�cients are evaluated by means of Arrenhius
formula [8, 78]:

kf,i = Ai T
ni
x

exp(�Tdi/Tx) (2.37)

where Tdi is the characteristic activation temperature of reaction i, Tx = T for
NO exchange reactions, whereas for dissociation reactions a geometric average is
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employed, thus Tx = Ta =
p
Tvib T to take into account vibrational excitation

in chemical activity. Note that Tvib refers to the vibrational temperature of the
molecule considered for the dissociation. Parameters of such expression are given
in table 2.5.

Table 2.5: Parameters to compute forward reaction rates [8, 10].

Reaction X Tx [K] ni Ai [cm3/mol s] Td [K]

N2 +X$ 2N + X

N2 7.021

O2 7.021

NO Ta -1.6 7.021 113200
N 3.022

O 3.022

O2 +X$ 2O + X

N2 2.021

O2 2.021

NO Ta -1.5 2.021 59500
N 1.022

O 1.022

NO+X$ N+O+X

N2 5.015

O2 5.015

NO Ta 0.0 1.117 75500
N 1.117

O 1.117

NO+O$ N+O2 - T 0.0 8.412 19450
N2 +O$ NO+N - T -1.0 6.417 38400

The following expression is used to evaluate the equilibrium constant (Z =
104/Tx):

lnKeq,i =
A1

Z
+ A2 + A3 lnZ + A4 Z + A5 Z

2 (2.38)

whose coe�cients are given in table 2.6. Finally, backward rate coe�cients are
computed as kb,i = kf,i/Keq,i, so that the reaction rates (and so the source terms)
can be evaluated to solve the species continuity equations.

Table 2.6: Parameters to compute the equilibrium constant [8].

Reaction A1 A2 A3 A4 A5

N2 +X$ 2N + X 1.4766 1.6291 1.2153 -11.457 -0.009444
O2 +X$ 2O + X 0.50989 2.4773 1.7132 -6.5441 0.029591

NO + X$ N+O+X 0.50765 0.73575 0.48042 -7.4979 -0.016247
NO +O$ N+O2 -0.002428 -1.7415 -1.2331 -0.95365 -0.04585
N2 +O$ NO+N 0.96921 0.89329 0.73531 -3.9596 0.006818
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In order to solve the vibrational energy conservation given in Eq. (2.10), two
contributions are considered to model the vibrational source terms of the molecules,
!̇vib,m. Specifically, it is decomposed in two contributions: the collisional (!̇LT,m)
and chemical (!̇chem,m) one.

The collisional contribution !̇LT,m represents the energy transfer between trans-
lational and vibrational modes, and is modeled by the Landau-Teller equation:

!̇LT,m = ⇢m
evib,m(T )� evib,m(Tvib)

⌧m
(2.39)

This term is equal to zero in the case of thermal equilibrium (T = Tvib). Here,
⌧m is the relaxation time, namely the time required to reach the thermal equilib-
rium condition. As first approximation, it is evaluated through the Millikan-White
expression [8, 10], that reads:

⌧MW

m,X
=

patm
p

exp
⇥
Am,X

�
T�1/3 � Bm,X

�
� 18.42

⇤
(2.40)

It accounts for the collision of the molecule m with a generic partner X. The
coe�cients Am,X and Bm,X can be evaluated following simple expressions given
in [79]: specific values of this work are reported in table 2.7.

Table 2.7: Parameters to compute the relaxation time [10].

Molecule X Am,X Bm,X

N2

N2 221.0 0.029
O2 229.0 0.0295
NO 225.0 0.0293
N 180.0 0.0262
O 72.4 0.015

O2

N2 134.0 0.0295
O2 138.0 0.03
NO 136.0 0.0298
N 72.4 0.015
O 47.7 0.059

NO

N2

O2

NO 49.5 0.042
N
O

Nevertheless, for temperatures above 5000 K, the prediction of the relaxation
time obtained by using the Millikan-White expression does not well reproduce
experimental results [8, 10, 12], since it does not account for the limits in collision
cross sections. To overcome this drawback, Park proposed a correction in the
evaluation of ⌧m [8], taking into account the e↵ective excitation cross section:
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⌧ c
m,X

=
1

nm�
q

8RT

⇡Mm,X

(2.41)

nm being the number density of molecule m, � the e↵ective excitation cross section
equal to 3 ⇥ 10�17(50000/T 2) cm2 [10] and Mm,X = MmMX/(Mm + MX) the
equivalent molecular weight of two colliding particles.

Hence, the relaxation time for the collision between a molecule and a generic
partner X is given by ⌧m,X = ⌧MW

m,X
+ ⌧ c

m,X
and its mean value is evaluated through

a weighted harmonic average:

1

⌧m
=

1

nt

NsX

s=1

ns

⌧m,X

(2.42)

Here nt is the total number density, while ns is the number density of the
species s.

The second contribution of the vibrational source terms is !̇chem,m, that takes
into account the influence of the dissociation on the vibrational energy. In this
work, the rigid-rotor-harmonic oscillator model (RRHO) is employed, thus the
energy exchanged in dissociation process is equally divided into vibrational and
translational degrees of freedom [8]:

!̇chem,m =
Dm

2
!̇m (2.43)

where Dm is the dissociation energy per unit mass of molecule m. Finally, vi-
brational temperatures are evaluated by inverting the following expression for the
molecular vibrational energy:

evib,m =
Rm✓v,m

exp(✓v,m/Tvib)� 1
(2.44)

where Rm is the gas constant and ✓v,m is the characteristic vibrational temperature
of molecule m. Table 2.10 summarizes the characteristics of the species useful for
such computations.

2.4.2 State-to-State model

The mT model is based on the harmonic oscillator assumption to describe the
vibrational mode. Specifically, the population of the vibrational states follows a
Boltzmann distribution. Such an assumption is not suitable in many cases [21,
22, 80]. Hence, a more detailed description of the vibrational internal states is
needed. The State-to-State (StS) model [15] represents a very powerful tool to
deal with strong non-equilibrium conditions, known to be relevant across strong
shock waves [81, 82] and in the boundary layer of a entry vehicle [83–85]. As a
consequence, the global rates of chemical mechanisms are strongly a↵ected [17,83,
86], especially in the presence of atom recombination [87,88].
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In this work, the StS model is focused on a 5 species neutral air mixture (N2, O2,
NO, N, O), but only N2 and O2 are treated through a StS kinetics. The vibrational
energy of each level v is described by an anharmonic polynomial expansion [15]:

evib(v) = h c
�
!ev + !exev

2 + !eyev
3 + !ezev

4
�
|v=v+1/2

(2.45)

being h the Planck constant and c the speed of light. The spectroscopic constants
are summarized in table 2.8.

Table 2.8: Spectroscopic constants expressed in m�1 for N2 [88–90] and O2 [90].

Constant [m�1] N2 O2

!e 237244.63054 158058.2
!exe -1810.16777 1020.365
!eye 1.2755162435 -5.223211
!eze -0.0079594872485 -0.08941839

The first order approximation of Eq. (2.45) provides the harmonic oscillator
model. On the other hand, the StS model describes the vibrational mode through
a finite number of levels vmax, obtained from the condition evib(vmax) < Dm <
evib(vmax + 1), where Dm is the dissociation energy of the molecule m. Such an
approach leads to 68 vibrational levels for N2 and 47 vibrational levels for O2,
whereas only the fundamental state is considered for N, O and NO.

The main di↵erence from the mT model is in the vibrational temperature.
Indeed, in the mT model translational and rotational modes are considered at
equilibrium, whereas the vibrational mode follows a Boltzmann distribution at
the vibrational temperature (Tvib). The role of such a parameter is to a↵ect the
reaction rates. Indeed, as previously mentioned, a geometrical mean between roto-
translational and vibrational temperature is used to calculate the reaction rates, so
that chemical activity is accelerated in the presence of vibrational excitation. This
is suitable in the dissociation range, but is not that e↵ective in the recombination
range.

In the StS formulation, the energy exchange could occur through di↵erent
elementary processes, classified as:

• Vibration-Vibration (VV): A2(v) + B2(w)$ A2(v � 1) + B2(w + 1)

• Vibration-Translation by molecules (VTm): A2(v) + B2 $ A2(v � 1) + B2

• Vibration-Translation by atoms (VTa): A2(v) + B$ A2(w) + B

• Dissociation-Recombination by molecules (DRm): A2(v) + B2 $ 2A + B2

• Dissociation-Recombination by atoms (DRa): A2(v) + B$ 2A + B
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being v and w generic vibrational levels. VV mechanisms express energy exchange
just through interactions between two energy levels, whereas VT mechanisms are
based on cross interactions (vibrational mode/translational mode). These inter-
actions can lead to a single-quantum transition, as in the case of VTm, or to
multi-quantum transition, more probable in the case of interaction with atoms
(VTa).

Concerning the DR mechanisms, it is worth stressing the point that rates for
each vibrational level must be known. When no data are available, the Ladder

Climbing model (LC) can be applied [15]. In such an approach, a pseudo level
above the last one is considered to represent the dissociation. Hence, DRm and
DRa processes are adapted as follows:

• LCm: A2(vmax) + B2 ! A2(vmax + 1) + B2 ⌘ 2A + B2

• LCa: A2(vmax) + B! A2(vmax + 1) + B ⌘ 2A + B

It is known that the Ladder Climbing approach can introduce large errors in the
evaluation of the reaction rates [91], but this is an a↵ordable strategy to account
for these kind of mechanisms when no rate can be evaluated.

Hence, the total set of reactions involved is:

N2(v) + N2(w)$ N2(v � 1) + N2(w + 1) (VV) (2.46a)

N2(v) + N2 $ N2(v � 1) + N2 (VTm) (2.46b)

N2(v) + N$ N2(w) + N (VTa) (2.46c)

N2(v) + N2 $ 2N + N2 (DRm) (2.46d)

N2(v) + N$ 2N + N (DRa) (2.46e)

O2(v) + O2(w)$ O2(v � 1) + O2(w + 1) (VV) (2.46f)

O2(v) + O2 $ O2(v � 1) + O2 (VTm) (2.46g)

O2(v) + O$ O2(w) + O (VTa) (2.46h)

O2(v) + O2 $ 2O + O2 (DRm) (2.46i)

O2(v) + O$ 2O + O (DRa) (2.46j)
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O2(v) + N2(w)$ O2(v � 2) + N2(w + 1) (VV) (2.46k)

N2(v) + O2 $ N2(v � 1) + O2 (VTm) (2.46l)

O2(v) + N2 $ O2(v � 1) + N2 (VTm) (2.46m)

N2(v) + O$ N2(v � 1) + O (VTa) (2.46n)

O2(v) + N$ O2(v � 1) + N (VTa) (2.46o)

N2(vmax) + O2 $ N2(vmax + 1) + O2 ⌘ 2N + O2 (LCm) (2.46p)

O2(vmax) + N2 $ O2(vmax + 1) + N2 ⌘ 2O + N2 (LCm) (2.46q)

N2(vmax) + O$ N2(vmax + 1) + O ⌘ 2N + O (LCa) (2.46r)

O2(vmax) + N$ O2(vmax + 1) + N ⌘ 2O + N (LCa) (2.46s)

NO + X$ N+O+X (NO diss./rec.) (2.46t)

N2(v) + O$ NO+N (NO exchange) (2.46u)

O2(v) + N$ NO+O (NO exchange) (2.46v)

Few comments about this set of reactions are mandatory. First of all, one
can notice that VTm interactions do not include NO. These interactions are by-
passed in order to save computational time, as the mass fraction of NO is often
very small in most of hypersonic flow applications. Anyway, its dissociation and
exchange reactions are involved (last three mechanisms) [14]. Furthermore, mixed
VV mechanism between O2 and N2 presents a multi-quantum transition for the
oxygen. This is due to the energy distribution among the levels: the energy needed
for a mono-quantum transition in N2 is approximately doubled-up in O2. Lastly,
the LC approach is employed only in case of mixed dissociation/recombination
processes, as dissociation rates for homo-nuclear interactions are computed [92].

Contrary to the mT model, the vibrational temperature has no physical mean-
ing, as the vibrational modes do not follow a Boltzmann distribution. In the
mT model it is used to account for vibrational excitation on the chemical ac-
tivity. In the case of the StS model, the source terms are just function of the
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roto-translational temperature [15,88,92]. Nevertheless, it can be useful to define
a vibrational temperature to give an indication of the vibrational energy content.
Since the first levels (⇡ 10) approximately follow a Boltzmann distribution, it can
be defined from the first 2 levels:

Tvib,m =
evib,m,2 � evib,m,1

Rm ln
⇣

⇢m,2

⇢m,1

⌘ (2.47)

being Rm the gas constant of molecule m. Knowing the vibrational energy of each
level of each molecule, one can evaluate the total contribution as:

evib =
1

⇢

NsX

s=1

VsX

l=1

evib,m,l (2.48)

For the sake of briefness, expressions for reaction rates are not reported in this
thesis as it would require a dedicated chapter. In the following, references for
reactions rates are given for the mixture considered in this work. For simplicity,
homo-nuclear and hetero-nuclear mechanisms are split: the first ones involve in-
teractions between species of the same nature (N2/N or O2/O); the second ones
involve mixed interactions (N2/O2, N2/O, O2/N...).

Homo-nuclear N2 mechanisms

For VV and VTm mechanisms of N2 (processes 2.46a and 2.46b), a curve fit-
ting from Billing semi-classical collision model calculations [93] is used [94]. VTa
and DRa rates (processes 2.46c and 2.46e) are obtained by fitting quasi-classical
trajectory (QCT) calculations performed by Esposito et al. [92, 95]. Concerning
DRm rates (process 2.46d), no detailed StS calculations exist. Hence, a scaling
of the DRa rates is used [92], which implicitly assumes that the state-to-state
rates behave like the global rates. Such an approach follows the formulation by
Shatalov [96], which makes the rates depend on the temperature.

Homo-nuclear O2 mechanisms

For VV and VTm mechanisms of O2 (processes 2.46f and 2.46g), a curve fitting
from Billing semi-classical collision model calculations [97] is used [94]. Rates
for VTa and DRa mechanisms (processes 2.46h and 2.46j) are fitted following
QCT calculations by Esposito et al. [98]. Similarly to N2, DRm rates for O2

(process 2.46i) are obtained by scaling DRa.

Hetero-nuclear and NO mechanisms

Hetero-nuclear interactions involve state-to-state N2/O2 mechanisms and NOmech-
anisms. Specifically, mixed nitrogen and oxygen processes (from 2.46k to 2.46s)
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are taken from [99]. Concerning NO dissociation (process 2.46t) and exchange re-
actions (processes 2.46u and 2.46v), the rates follow the formulation given in [13,
99,100].

2.5 Gas-Surface Interaction (GSI)

Thermal protection systems (TPS) of space vehicles are designed for the heat mit-
igation during re-entry flights. Such a mitigation exploits specific materials whose
decomposition allows to reduce the heat load on the thermal shield. For this rea-
son, source terms arising from such gas-surface interaction (GSI) mechanisms must
be taken into account. A generic description of the GSI mechanisms is sketched
in Fig. 2.7, where dashed lines identify an infinitesimal section between gas and
solid phases. Because of the extreme thermal and chemical conditions undergone
by the body entering in the atmosphere, internal material consumption occurs,
making the solid porous. Hence, pyrolisis gases percolate toward the surface, to-
gether with gas product due to solid-solid reactions promoted by several kind of
materials (such as carbon and silica in silica-phenolic composites). Moreover, part
of solid residual (char) can reach the surface, where it can sublimate or react
with the species in the boundary layer. These processes provoke a substantial
modification of the bulk mass next to the surface because of a mass addiction.
The flow gases are then convected away from the surface (blowing e↵ect). Fur-
thermore, mechanical removal might occur because of extreme shear stresses or
particle impingement.

Gas Solid

Mechanical
removal

Mass 
blowing Pyrolisis

gas

Solid-solid
reaction 
products

Solid char
Other
reactions

Sublimation

Figure 2.7: Sketch of a general GSI mechanisms.
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Such phenomena are described by a simple mathematical formulation. Assum-
ing a steady state and considering the balance for the infinitesimal volume between
the gas and the solid phase, the total flux contribution of the generic conservative
variable is expressed as:

(Fgas � Fsol) · n = Wsurf (2.49)

being Fgas and Fsol the fluxes in the gas and in the solid (body) phase, considering
a positive surface normal vector n coming out from the solid; finally, Wsurf is the
sum of all the source terms arising from the GSI mechanisms. Such a formula-
tion allows to re-adapt the mass balance, by opportunely substituting the fluxes
expressions.

2.5.1 Mass balance

Starting from the species continuity law, Eq. (2.49) can be written for each species.
In this thesis, mechanical degradation is linked to ablation and catalysis only, thus
!̇surf,s = !̇abla,s + !̇cat,s. Therefore, following Fig. 2.8, for each species s the mass
balance reads:

⇢s (ug � ur) + js| {z }
Fgas,s

= !̇abla,s + !̇cat,s| {z }
!̇surf,s

(2.50)

Gas Solid

Species 
diffusion

Mass 
blowing

Ablation

Catalysis
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Figure 2.8: Overall mass fluxes.
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since Fsol,s is null. In Eq. (2.50), ug is the gas velocity coming out from the wall,
whereas ur is the recession velocity, namely the velocity the solid is moving with.
Since no mechanical erosion is considered, it is reasonable to assume ug >> ur, so
that ur can be neglected. Therefore, the mass balance reads:

⇢sug = !̇abla,s + !̇cat,s (2.51)

By summing Eq. (2.51) over all the species, the catalytic source term disappears
since

P
s
!̇cat,s = 0 and the expression of the gas velocity coming from the surface,

ug, is obtained::

ug =
ṁblow

⇢wall

(2.52)

being ⇢wall the mixture density on the wall and ṁblow =
P

s
!̇abla,s the massblowing

rate.

2.5.2 Modeling of catalysis

A wall is classified as catalytic when it promotes chemical reactions. Catalysis can
be modeled in di↵erent ways [101], but the most common one is the � model [102],
widely used in many current applications due to its simplicity [103, 104]. The
formulation in the following is presented in the framework of macroscopic models
(multitemperature), being the StS approach a specific case [84,86,105]. A generic
atomic species X recombines on the surface in the molecule X2:

X +X ! X2

For such a mechanism, a recombination probability must be defined. It is
interpreted as the ratio between the actually recombined particles mass flux and
the impinging particles mass flux:

� =
Frec

Fimp

This coe�cient � can be defined for each separate species, even if a unique
value is often considered for all the species. One can distinguish a non-catalytic

wall (� = 0), completely inert to kinetics. On the other extreme, a fully-catalytic

wall (� = 1) promotes a complete recombination. All the values of � in the middle
identify a partially-catalytic wall (0 < � < 1). This is an input parameter of the
model, needed to evaluate the source term in Eq. (2.51):

!̇cat,a = �maFimp,a (2.53)
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the subscript a referring to an atomic species with particle mass ma. A similar
source term is defined for the corresponding molecule m, so that !̇cat,m = �!̇cat,a.
In the presence of an isothermal wall and an approximately Maxwellian internal
states distribution, the impinging mass flux of a generic species s is given by [106]:

Fimp,s = ns

r
kBTw

2⇡ms

(2.54)

where kB is the Boltzmann constant and Tw is the wall temperature.

2.5.3 Modeling of ablation

Ablation can occur because of three di↵erent kind of reactions [37]:

Cs +N! CN

Cs +O! CO

3Cs ! C3

representing respectively phenomena of nitridation, oxidation and sublimation.
Note that, in these reactions, subscript s stands for ’surface’, since an ablative
material releases carbon from the surface in the flow field. The production term
for CN, CO and C3 follows a formulation similar to Eq. (2.53). To distinguish
ablation products from catalysis, coe�cient � is substituted by coe�cient �.

Several analysis have been carried out to provide a proper expression of the
ablation probability coe�cient. For the nitridation reaction, probability function
by Helber et al. [107] is used:

�CN = 0.0791 exp(�5653/Tw) (2.56)

that turned out to be e↵ective for a wide range of wall temperatures. Concerning
the oxidation reaction, Park [108] proposed a probability coe�cient based on an
Arrenhius type function, given by:

�CO = 0.63 exp(�1160/Tw) (2.57)

Lastly, the only sublimation process accounted for is the production of C3, ne-
glecting other pure carbon species due to their smaller production. The production
term is given by a formulation proposed by Park [4]:

!̇subl,C3 = �C3 (⇢C3,eq � ⇢C3)

s
kBTw

2⇡mC3

(2.58)

being ⇢C3,eq the equilibrium partial density of C3 obtained from the saturated vapor
pressure of carbon (in Pa), given by [4]:
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psat,C3 = 5.19⇥ 1014exp(�90845/Tw) (2.59)

For this kind of reaction, it has been found that coe�cient �C3 can vary from
0.1 to 1, with no relevant di↵erences in the results. In this thesis �C3 = 1 has
been considered. Such a formulation finds application in many CFD problems
carried out in di↵erent researches [36, 38, 109–111]. As mentioned previously, the
injection of carbon species in the flow field leads to chemical reactions with heavy
species in the boundary layer. For this reason, the set of chemical reactions given
in table 2.5 must be extended. The 11 species mixture contains N2, O2, NO, N,
O, C, C2, C3, CN, CO, CO2, and the complete set of reactions is summarized in
table 2.9, along with the coe�cients to compute forward rates through Eq. (2.37).
Finally, table 2.10 summarizes the characteristics of the species, including molar
weight, formation enthalpy and characteristic vibrational temperature. Note that,
for C3 and CO2, 4 di↵erent characteristic vibrational temperatures are specified.
In general, the number of vibrational modes depends on the number of atoms
in the molecule. Indicating with NA the number of atoms in a molecule, the
vibrational modes are 3NA � 3 � L, where 3NA � 3 represents the degrees of
freedom and L represents the rotational modes (2 for linear molecules). Since in
the considered mixture all the molecules are linear, L = 2 and the only species
presenting more than one vibrational modes are C3 and CO2. For the sake of
briefness, coe�cients to compute the equilibrium constant with Eq. (2.38) and
vibrational relaxation time with Eq. (2.40) are not reported here, but the reader
can refer to the literature [11, 111].
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Table 2.9: Parameters to compute forward reaction rates in ablative cases [36].
’Mol’ and ’At’ stand for molecules and atoms respectively.

Reaction X Tx [K] ni Ai [cm3/mol s] Td [K]

N2 +X$ 2N + X
Mol Ta -1.6 7.021 113200
At Ta -1.6 3.022 113200

O2 +X$ 2O + X
Mol Ta -1.5 2.021 59750
At Ta -1.5 1.022 59750

NO + X$ N+O+X
Mol Ta 0 5.015 75500
At Ta 0 1.017 75500

CO2 +X$ CO+O+X
Mol Ta -1.5 6.921 63275
At Ta -1.5 1.422 63275

CO + X$ C +O+X
Mol Ta -1.0 2.320 129000
At Ta -1.0 3.420 129000

C2 +X$ 2C + X
Mol Ta 0.0 3.714 69000
At Ta 0.0 3.714 69000

C3 +X$ C2 + C+ X
Mol Ta -0.5 6.316 101200
At Ta -0.5 6.316 101200

CN + X$ C + N+X
Mol Ta 0.0 2.514 71000
At Ta 0.0 2.514 71000

NO +O$ N+O2 - T 0.0 8.412 19450
N2 +O$ NO+N - T -1.0 6.417 38370
CO + O$ O2 + C - T -0.18 3.913 69200

CO2 +O$ O2 + CO - T 0.0 2.113 27800
CO + C$ C2 +O - T -1.0 2.017 58000
CO + N$ CN+O - T 0.0 1.014 38600
N2 + C$ CN+ N - T -0.11 1.114 23200
CN + O$ NO+ C - T 0.10 1.613 14600
CN + C$ C2 +N - T 0.0 5.013 13000
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Table 2.10: Characteristics of the species (Tref = 298 K, p = 1 atm) [112].

Species M [kg/mol] hf [J/mol] ✓v [K]
N2 0.028014 0.0 3393
O2 0.031998 0.0 2273
NO 0.030006 91089 2739
N 0.014007 472440 -
O 0.015999 249229 -
C 0.012011 716680 -
C2 0.024022 828374 2604
C3 0.036033 823630 213, 213, 1723, 2990
CN 0.026018 439970 2993
CO 0.02801 �110530 3083
CO2 0.044009 �393472 932, 932, 1914, 3373
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Chapter 3

Methodology and numerical
formulation

The solver developed in the framework of this PhD project is called Chess (Cuda
HypErSonic Solver). It is a C based code, extended to CUDA libraries to exploit
GPU capabilities. The executable is standalone with no need of external libraries
for thermodynamics and physics. Nevertheless, in its recent version it has been
coupled with Mutation++ [112] to benefit of advanced algorithm for transport
properties and gas-surface interaction mechanisms.

3.1 Finite volume approach

The numerical solver is finite-volume based. Such an approach consists in dis-
cretizing the computational domain in a finite number of control volumes, whose
shape is arbitrary. Classical approaches exploit hexahedral cells that allow an easy
computation of the volume and normal surface vectors. The integral form of the
system of equations to solve can be written as follows:

Z

V0

@

@t
U dV +

I

S0

F · n dS =

Z

V0

W dV (3.1)

where U and W are the conservative variables and source terms vectors, whereas
F is the fluxes tensor, respectively. They read:

41
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Here, two comments are mandatory. First of all, a distinction between the mT
and the StS model is needed. Indeed, the number of species continuity equations
is di↵erent in the two approaches (note that for the mT model the subscript for
the vibrational levels is omitted). Secondly, Nm transport equations are solved for
the vibrational energy in case of the mT model.

In this work, multi-block structured meshes are employed, each cell within a
block being uniquely identified by three integers (i, j, k). Hence, the discretized
form of Eq. (3.1) is:

Vi,j,k

dUi,j,k

dt
+

NfX

f=1

Ff · nf Sf = Vi,j,kWi,j,k (3.3)

where Vi,j,k is the volume of the cell, Nf is the number of faces (4 in 2D and 6
in 3D), whereas nf and Sf are the outward unit normal vector and the surface of
face f . The evaluation of the conservative variables stored in U is performed at
the center of each cell, whereas the fluxes F are evaluated on cell’s surfaces, as
shown in Fig. 3.1. Surface normal vectors can be computed following a general
formulation based on the cross product between the diagonals of the face [113].
The example of a generic hexahedral volume is given in Fig. 3.2. Considering the
face identified by vertices A, D, E and H, the surface normal vector is given by:
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SAEHD =
1

2
(rED ⇥ rHA) (3.4)

whose magnitude gives the area of the surface, Sf . The Cartesian components of
the unit normal vector, nf , are obtained by normalizing SAEHD with respect to Sf .
By performing the same procedure on surfaces ABFE and EFGH, one can compute
SABFE and SEFGH. Finally, the volume of the cell is computed by subdividing the
hexahedron into three pyramids that share the same diagonal EC as common edge,
thus:

V =
1

3
(SAEHD + SABFE + SEFGH) · rEC (3.5)
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Figure 3.1: Numerical fluxes on the faces of the cell.

3.2 Advection fluxes discretization

Dealing with hypersonic flows, shock waves propagate in the flow field and create
discontinuities in the numerical solution. This leads to the need of evaluating the
sign of the eigenvalues to know the propagation direction of the waves. In order
to do this, one can solve an approximate Riemann problem at each interface be-
tween the control volumes. As to do so, the solution is represented by an arbitrary
polynomial function that reduces to an average between the surrounding values of
the solution in case of first order schemes [114]. In such cases, upwind schemes
are suitable to handle the numerical solution even in case of mixed sign eigen-
values, resulting in a more stable formulation if compared to centered schemes.
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Figure 3.2: Example of a three-dimensional hexahedral volume.

Moreover, upwind schemes provide an a↵ordable strategy if implicit time integra-
tion is employed. Indeed, the inversion of tridiagonal or pentadiagonal matrices is
mandatory in case of centered schemes, resulting in a very tedious and expensive
operation; on the contrary, the treatment of triangular matrices obtained through
upwind schemes allows for saving computational time. Despite these pros, upwind
schemes are based on the reconstruction of the solution from one side with respect
to the interface. This obviously represents a limit of such formulations since one
should account for the sign of the eigenvalues of the Jacobian matrix of the invis-
cid fluxes, responsible of the speed and direction of the signals propagation. For
this reason, a flux vector splitting (FVS) is needed: this approach allows one to
properly apply upwinding.

In this work, the formulation proposed by Steger andWarming is employed [114,
115]. The main idea is the splitting of the inviscid flux vectors into two contri-
butions: one is linked to the positive eigenvalues (+) and the other is linked to
the negative eigenvalues (�). In such a way, the fluxes can be reconstructed along
the e↵ective propagation direction of the signals, assumed to be normal to the
interface. The total flux will be the sum of the two contributions, allowing for a
proper formulation even in case of subsonic regions (mixed sign eigenvalues). As
an example, Fig. 3.3 shows a 1D flux splitting. Considering Euler’s equations, the
system of partial di↵erential equations (PDEs) to solve in each cell i is:

@Ui

@t
+

@F

@x
= 0 (3.6)

being U = [⇢, ⇢u, ⇢E] and F = [⇢u, ⇢u2 + p, (⇢E + p)u]. After the spatial dis-
cretizaion, the system given by Eq. (3.6) becomes a system of ordinary di↵erential
equations (ODEs):
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(3.7)

where F
i± 1

2
are the total flux vector contributions, computed as follows:
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where the two contributions (+ and �) are functions of the the left and right
reconstruction of the generic flow variable � with respect to the surface, as shown
in Fig. 3.3. Following the formulation by Steger andWarming [115], the generalized
form of the splitting term F for a 3D configuration (mT model) is:
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where � = 2(��1)�±
1 +�±

2 +�±
3 , c is the speed of sound and V = unx+v ny+w nz

is the velocity normal to the face, being (nx, ny, nz) the components of the unit
vector normal to the cell face. For simplicity, in Eq. (3.9) symbols + and � have
been reported only for the eigenvalues, �, to distinguish positive and negative
ones. Nevertheless, these eigenvalues are in turn linked to the reconstruction of the
solution in a certain direction: indeed they read (�±

1 ,�
±
2 ,�

±
3 ) = (V±,V±+c,V±�c).

Always recall that the last three terms in Eq. (3.9) are not considered in case of
the StS model. Also, the splitting term of the species continuity equation can be
obtained by substituting the mixture density, ⇢, with the species density, ⇢s.
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Figure 3.3: Interpretation of a 1D FVS.

The reconstruction of the solution is based on a second order MUSCL (mono-

tone upstream-centered schemes for conservation laws) formulation [116]. Fig. 3.4
illustrates the spatial evolution of the generic flow variable �. For each cell, the
mean value is reported, justifying the step trend. This leads to discontinuities at
each interface, whether they are expansions (�i > �i�1) or shocks (�i < �i�1), as
highlighted by the blue lines. Assuming the the signal travels toward the positive
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direction of the x axis, positive eigenvalues (+) are linked to the left state, whereas
negative ones (�) to the right state, as also reported in Fig. 3.3. Following the
notation in Fig. 3.4 and taking as an example the interface at i + 1

2 , the left and
right states are:
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where
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2
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and ' is an integer that defines the accuracy of the scheme. In case of higher order
schemes, a second order fully upwind reconstruction is ensured when ' = �1, as
in this work.
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Figure 3.4: Piecewise linear reconstruction for MUSCL formulation. Blue lines
represent the wave diagram (three expansions and one shock).

Despite the higher accuracy with respect to first order schemes, it is known from
Godunov’s theorem that linear higher order schemes do not ensure a monotone
solution. It is evident also from Fig. 3.4: the reconstruction on interface i+ 3

2 would
not be monotone as it can be evinced from the wave diagram (shock+expansion)
and this might produce spurious oscillations near the discontinuity [117]. It is
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then a↵ordable exploiting a TVD (total variation diminishing) formulation: flux

limiter functions are introduced in order to reduce the accuracy of the scheme
near the discontinuities. This allows to preserve a globally second order accurate
scheme, with stable properties near discontinuities (first order). Hence, higher
order reconstruction expressions in Eq. (3.10) become:
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and � (r) is the flux limiter function. Followingminmod formulation, � (r) = r
2+r

1+r2
.

In such a way, the numerical scheme turns out to be stable also in case of mixed sign
eigenvalues. It provides high accuracy and stability at the same time, preserving
the upwind nature of the fluxes formulation.

3.3 Di↵usive fluxes discretization

While discretizing viscous terms, interface gradients must be evaluated. Specifi-
cally, velocity gradients and temperature gradients are needed for the calculation
of the stress tensor and the heat flux. For this purpose, generalized Gauss’ theorem
is employed. It allows for transforming a volume integral into a surface integral,
as follows:

Z

V
r� dV =

Z

S

�n dS (3.12)

where � is the generic flow variable. The main idea is to compute gradients on
each face of the control volumes. Fig. 3.5 shows two adjacent control volumes (in
the computational domain) having a common interface, highlighted in red. As an
example, fluxes in the i direction are considered (index i is kept constant).

Discretizing Eq. (3.12), one obtains:

r� =
1

VG

NfX

f=1

�fSf (3.13)

where VG and Sf are the volume and the surface normal vector of the Gauss cell,
composed of Nf faces. For i fluxes formulation, one has to operate on the jk plane,
as shown in Fig. 3.6. Dashed lines identify the Gauss cell, extending from point 5
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Figure 3.5: Sketch of the computational domain to apply Gauss’ theorem.

to point 6. Surface normal vectors can be computed by means of cross products,
as follows:

S1 = r42 ⇥ r56 S2 = r56 ⇥ r31 S6 = r31 ⇥ r42

and obviously S3 = �S1, S4 = �S2 and S5 = �S6. In Eq. (3.13), �f represents the
value of the generic flow variable in the point f . Since points 5 and 6 correspond
to cell centers, �5 and �6 are obtained directly from the flow field, whereas values
in the nodes (�1, �2, �3 and �4) are evaluated by interpolating the values of � in
the surrounding cells, in order to obtain second order accuracy.

3.4 Time integration and source terms evalua-

tion

Once the spatial discretization is performed, governing equations must be inte-
grated in time. In this scenario, it is worth specifying that, dealing with non-
equilibrium flows, kinetics characteristic time can be much shorter than the fluid
dynamics one, making the problem sti↵. This would imply a reduction of the time
step size to ensure stability while evaluating thermochemical source terms. This
reduction could be very restrictive, making the simulation too demanding. For this
reason, a splitting approach is employed [118]. Time advancement is separated into
two di↵erent steps: the first one is devoted to the fluid dynamics, focusing on the
solution of the homogeneous equations; the second one concerns the computation
of thermochemical terms to account for non-equilibrium. More details are given
in the next subsections.
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Figure 3.6: Interpretation of Gauss’ theorem for viscous fluxes formulation along
i direction.

3.4.1 First step: fluid dynamics

In the first step the homogeneous equations are solved, thus a non-reacting mixture
is considered and vibrational excitation is neglected (null source terms). In this
way, advective and di↵usive characteristics are advanced in time with a time step
size based on the CFL (Courant-Friedrichs-Lewy) condition [119]:

�ti,j,k =
CFLVi,j,k��ui,j,k · Si

��+
��ui,j,k · Sj

��+
��ui,j,k · Sk

��+ ci,j,k
�
Si + Sj + Sk

� (3.14)

where CFL is the Courant number, whereas ci,j,k and ui,j,k are the speed of sound
and the flow velocity vector in the cell (i, j, k), respectively; • stands for average
values between two consecutive faces (S are the surface normal vectors, whereas
S are the surface extension). Eq. (3.14) provides the time step size for each con-
trol volume: at this stage, two possible strategy can be applied, depending on
the nature of the problem. In case of stationary problems, a local time stepping

approach can be employed, so that the solution in each control volume is advanced
in time with the corresponding �t (faster convergence). On the other hand, when
dealing with unsteady flows, time accuracy is necessary to opportunely capture
the transient state: for this purpose, a global time stepping approach allows to
set a unique time step size for all the control volumes, computed as the minimum
among all the cells.
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Once the time step size is evaluated, an explicit third order Runge-Kutta
scheme [120] is employed to solve the system of homogeneous ordinary di↵erential
equations (ODEs) given by:

dUi,j,k

dt
= � 1

Vi,j,k

NfX

f=1

Ff · nf Sf (3.15)

whose integration is:

U(1) = Un +�tR(Un)

U(2) =
3

4
Un +

1

4
U(1) +

1

4
�tR(U(1))

Un+1 =
1

3
Un +

2

3
U(2) +

2

3
�tR(U(2))

where R(U) is the spatial discretization operator (spatial indices i, j and k are
omitted for simplicity); n and n + 1 are respectively the old and new time step,
whereas quotes (1) and (2) indicates the first and second Runge-Kutta substeps.
Despite the limitations on the time-step size introduced by an explicit formulation,
this allows to fully exploit GPU capabilities: indeed, CUDA parallel programming
is less e�cient when complicated floating point operations are requested, such as
a matrix inversion in case of an implicit formulation.

3.4.2 Second step: thermochemistry

In the second step, thermochemical terms, namely the species densities (and the
molecule vibrational energies in case of the mT model), are updated. Hence, the
system of equations to solve for each cell is:

dy

dt
= P(y)� L(y) · y (3.17)

where y = [⇢1, . . . , ⇢Ns , evib,m, . . . , evib,Nm ]
T for the mT model, whereas

y =
⇥
⇢1,1, . . . , ⇢1,V1 , . . . , ⇢Ns,VNs

⇤T
for the StS model. P and L are, respectively,

a vector and a diagonal matrix whose components are nonnegative and represent
production and loss terms for a certain species. After discretizing Eq. (3.17), one
obtains:

⇣
I +�t(v)

c
L(y)

⌘
· y
�
t+�t(v)

c

�
= �t(v)

c
P(y) + y(t) (3.18)

The calculation of production and loss terms is straightforward in case of the
mT model, for which P and L collect all the terms multiplying kb and kf respec-
tively in Eq. (2.36). On the other hand, they are harder to write in case of the
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StS model, as the reaction rates follow di↵erent kind of formulations depending
on the nature of the mechanism (VV, VTm, VTa, etc.) and they need an op-
portune expression that also involves the vibrational levels. Lastly, despite the
non linearity of Eq. (3.18), its inversion is trivial since this represents a system
of uncoupled equations. Indeed, the solution of Eq. (3.18) is found applying an
iterative Gauss-Seidel scheme, that provides the solution of the generic species s
at the inner iteration k for each control volume (indices i, j and k are omitted for
simplicity) as:

yk
s
(t+�t(v)

c
) =

�t(v)c Ps(yk�1) + ys(t)

1 +�t(v)c Ls(yk�1)
(3.19)

The number of inner iterations depends on the relevance of thermochemical
non-equilibrium: in the present work, it is 4 for most of the cases, having demon-
strated that 8 inner iterations provide the same results. In Eqs. (3.18,3.19), �t(v)c

represents the ’chemical’ time step size. In order to account for the sti↵ness of the
problem, thermochemical source terms are advanced in time with a time step size
that is a portion of the fluid dynamics one, �tf , computed from Eq. (3.14):

NkinX

v=1

�t(v)
c

= �tf

where Nkin is the number of sub-steps. This normally varies in the range 1 ÷ 8,
depending on the sti↵ness of the problem. In general, it is reasonable to set
�t(v)c = �tf/Nkin. Such a splitting approach has been found to be suitable when
solving reactive flows [118]. This allows for a higher time step size when solving the
first step, while preserving accuracy in the evaluation of the kinetic source terms.
Moreover, a fully explicit algorithm is suitable in GPU programming, as previously
mentioned. Finally, it was found that its accuracy is perfectly comparable to that
of an implicit formulation [23].

3.5 Boundary conditions

The boundary conditions are applied on the conservative variables, species partial
densities and, in case of isothermal wall, on the temperature. In order to be
consistent with the numerical scheme, two ghost cells are defined at the boundaries.

3.5.1 General boundary conditions

The imposition of the boundary conditions is based on the propagation of the
characteristics (characteristic boundary conditions [121–124]).
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Supersonic inflow

Supersonic flow condition is imposed at the inlet. Velocity, pressure and species
concentration (densities) are given as input. All the other variables are then cal-
culated. These are never altered during the simulation.

Supersonic outflow

Since the characteristics travel in a unique way, all the waves at the boundaries
leave the domain without reflection. Hence, the conservative variables are copied
from the flow field to the ghost cells. Indicating with � the generic conservative
variables:

�g1 = �g2 = �f1

being g1 and g2 the two ghost cells, whereas f1 is the first internal cell (fluid
domain).

Symmetry

As for the supersonic outflow, this boundary condition copies the values of the
conservative variables from the flow field to the ghost cells. Nevertheless, to ensure
symmetry, a specific velocity component is overturned depending on the shape of
the body. For example, considering the generic flow velocity vector u = (u, v, w),
symmetry is ensured along the stagnation line of a cylinder or a sphere by imposing:

(⇢v)g1 = �(⇢v)f1
(⇢v)g2 = �(⇢v)f2

This allows to simulate a quarter of a cylinder or a sphere. Obviously, in order
to simulate an eighth of a sphere, the same condition must be imposed for w along
k direction, namely:

(⇢w)g1 = �(⇢w)f1
(⇢w)g2 = �(⇢w)f2

3.5.2 Wall boundary conditions

No-slip

No-slip boundary condition is imposed to account for a viscous wall. The only
di↵erence with respect to the supersonic outflow condition is that the velocity
components are all overturned to ensure zero velocity on the wall:
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(⇢u)g1 = �(⇢u)f1 (⇢v)g1 = �(⇢v)f1 (⇢w)g1 = �(⇢w)f1
(⇢u)g2 = �(⇢u)f2 (⇢v)g2 = �(⇢v)f2 (⇢w)g2 = �(⇢w)f2

Moreover, in case of isothermal wall, wall temperature is kept constant by
extrapolating its value in the first ghost cell:

Tg1 = 2Tw � Tf1

being Tw the fixed wall temperature value. Since thermal equilibrium is imposed at
wall (T = Tvib), the same formula is applied for vibrational temperatures. On the
other hand, in case of adiabatic wall, null temperature gradient is imposed along
the wall normal direction by imposing null viscous fluxes for the energy equation
and, in case of the mT model, for the vibrational energy equations (this de facto

corresponds to impose a null heat flux). Note that, in this formulation, the grid
spacing of the first ghost cell is the same of the first fluid cell to ensure that the
gradients are based on the same local discretization. Also, copying the value of the
energy conservative variable in the ghost cells yields to a zero pressure gradient
along the wall normal direction, that is known to be approximately correct for
boundary layers.

Finally, a boundary condition for the species mass fractions is also needed. As
previously mentioned, it is imposed on the species partial densities by copying
their values from the flow field to the ghost cells. Since the mixture density is also
copied, null mass fractions gradient is ensured along the wall normal direction.

Catalysis

In the standalone version of the code, a fully-catalytic model is implemented. Since
the wall temperatures considered in this work never exceed 1000 K, the equilibrium
composition is imposed for N2 and O2. Hence, the mass fractions in the ghost cells
are extrapolated from the fluid:

Ys,g1 = 2Ys,w � Ys,f1

where Ys,w is the wall mass fraction of species s (0.767 for N2 and 0.233 for O2). Of
course, in case of a binary mixture, Ys,w is 1 for the molecule involved. Moreover,
the GSI module from Mutation++ allows to handle partially-catalytic walls.

Ablation

Ablative boundary condition is applied thanks to Mutation++ GSI module. The
mass balance is solved to compute the massblowing rate and the mass fractions to
be imposed at wall (see section 2.5.1). This allows to evaluate the gas velocity ug

in Eq. (2.51), which is imposed on the wall to account for the blowing e↵ect.
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GPU programming

Nowadays, computational algorithms are becoming more and more e�cient thanks
to advanced techniques that allow to speed up the calculations. One of the best
way to increase the e�ciency of a fluid dynamics solver is the General-Purpose
computing on Graphical Processing Units (GPGPUs). Such an approach allows
to exploit GPU capabilities to execute thousands of tasks in parallel.

In principle, GPUs were born for video rendering. However, several libraries
have been developed to extend their use to general purposes, such as mathematics
and physics problems. One of the best environment is the Compute Unified Device

Architecture (CUDA) that allows to write a GPU code in a very simple way,
starting from a C/Fortran based prototype [125, 126]. The thousands of parallel
tasks executed by a GPU lead to an e↵ective speed-up that represents the kill
feature of many current solvers [127,128].

This chapter is dedicated to the description of CUDA programming and hard-
ware characteristics. As it will be explained, the software configuration of the code
depends on the hardware characteristics.

4.1 CUDA programming

By the time, GPUs have become competitive in the scientific computing field. One
of the most important companies is NVIDIA Corporation, which is still actively
taking care of the graphical user interface of many daily devices, such as laptops
and gaming consoles. The first version of CUDA was developed many years ago
and NVIDIA has been working to improve its performances and compatibility
with classical programming languages such as C/C++ or Fortran. Indeed, the
development of a GPU function (device kernel or simply kernel) does not actually
require a relevant e↵ort, as it will be shown in the following.

In order to better understand how a CUDA program works, the reader can
refer to Fig. 4.1. A GPU program always needs a standard initialization on CPUs,
whose memory is referred to as host. Then, the most computationally intensive
part is assigned to GPUs, where memory is also allocated (device memory). Once
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CPUGPU

Initialization (CPU)

Intensive computational 
part (GPU)

Finalization (CPU)

Figure 4.1: Overall assignment of the tasks to GPUs and CPUs.

Block (0,0) Block (1,0)

Block (0,1) Block (1,1)

Grid

(0,0) (1,0) (2,0) (3,0)

(0,1) (1,1) (2,1) (3,1)

(0,2) (1,2) (2,2) (3,2)

Threads

Figure 4.2: Hierarchy of a GPU.

the calculation is over, CPUs handle the finalization including management of
output files.

In Fig. 4.1 one can notice that the GPU is represented by many ’black elements’.
They represent the threads of the GPU within a block. Along with the grid of
the blocks, these represent the main components in the hierarchy of a GPU and
their definitions are here given. Fig. 4.2 illustrates a generic structure of these
components.

• Thread : the lowest level in the hierarchy, a thread represents a programming
abstraction to which a certain operation is assigned (for instance, a sum or
a product).

• Block : it is a group of threads that can communicate with each other. Cur-
rently, a block can contain up to 1024 threads, but it depends on the hard-
ware [125].

• Grid : ensemble of blocks to which the kernel invocation is assigned. Cur-
rently, a grid can contain up to 65535 blocks [125].

In CUDA language threads and blocks are identified by an integer threadIdx
and blockIdx. The total number of thread in a block is identified by blockDim,
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whereas the total number of blocks in a grid is identified by the integer gridDim.
They are built-in parameters of CUDA, and are used for the setting of loop coun-
ters. More detail about the development of a kernel are given in section 4.2.

4.2 Example of a kernel and indexing

In this section, a basic example of a kernel is given in listing 4.1 to highlight
the few di↵erences between CPU and GPU programming. In such an example,
two arrays a and b are composed of integer elements and must be summed each
other to obtain a third array c. So, once the dimension is defined (N=1000) they
are declared and allocated. Note that for CPUs a static allocation is performed,
whereas for GPUs they are dynamically allocated by means of the built-in CUDA
function cudaMalloc. Before performing the sum, they are initialized on the CPU
with certain values. At this point, they are copied from host to device memory
with the command cudaMemcpy. Such a function is useful also in the other way
around, since output files have to be written on CPU memory, for which a copy
of the variables from device to host is needed.

The call to the function to perform the sum is quite similar between CPU and
GPU, except for the lettering <<<B,T>>> that represents the number of blocks
and threads assigned to this kernel. The number of threads must never exceed the
maxThreadsPerBlock parameter. The total number of threads that will execute
the kernel is given by B⇥T.

1 #inc lude <s t d i o . h>
2 #inc lude <s t d l i b . h>
3

4 g l o b a l
5 void sum GPU( in t ∗a , i n t ∗b , i n t ∗c , i n t N) {
6 i n t i = threadIdx . x ;
7 i f ( i < N) {
8 c [ i ] = a [ i ] + b [ i ] ;
9 }

10 }
11

12 void sum CPU( in t ∗a , i n t ∗b , i n t ∗c , i n t N) {
13 i n t i = 0 ;
14 whi le ( i < N) {
15 c [ i ] = a [ i ] + b [ i ] ;
16 i += 1 ;
17 }
18 }
19

20 i n t main ( void ) {
21

22 // Dec la ra t i on o f the ar rays
23 const i n t N = 1000 ; // This w i l l be the s i z e
24 i n t a [N] , b [N] , c [N ] ; // Host v a r i a b l e s (CPU)
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25 i n t ∗a dev , ∗b dev , ∗ c dev ; // Device v a r i a b l e s (GPU)
26 i n t B=1, T=N; // Blocks and Threads f o r k e rne l

execut ion
27

28 // I n i t i a l i z e host v a r i a b l e s
29 f o r ( i n t i = 0 ; i < N; ++i )
30 {
31 a [ i ] = i + 1 ;
32 b [ i ] = i + 2 ;
33 c [ i ] = 0 ;
34 }
35

36 // A l l o ca t e dev i c e v a r i a b l e s and copy from host
37 cudaMalloc ( ( void ∗∗)&a dev , (N) ∗ s i z e o f ( i n t ) ) ;
38 cudaMalloc ( ( void ∗∗)&b dev , (N) ∗ s i z e o f ( i n t ) ) ;
39 cudaMalloc ( ( void ∗∗)&c dev , (N) ∗ s i z e o f ( i n t ) ) ;
40 cudaMemcpy( a dev , a , (N) ∗ s i z e o f ( i n t ) , cudaMemcpyHostToDevice ) ;
41 cudaMemcpy( b dev , b , (N) ∗ s i z e o f ( i n t ) , cudaMemcpyHostToDevice ) ;
42 cudaMemcpy( c dev , c , (N) ∗ s i z e o f ( i n t ) , cudaMemcpyHostToDevice ) ;
43

44 // Perform the sum
45 sum CPU(a , b , c ,N) ;
46 sum GPU<<<B,T>>>(a dev , b dev , c dev ,N) ;
47

48 cudaFree ( a dev ) ;
49 cudaFree ( b dev ) ;
50 cudaFree ( c dev ) ;
51

52 r e turn 0 ;
53

54 }

Listing 4.1: Example code: sum of two arrays

As one can notice, the di↵erences between a CPU function and a GPU kernel
are minimal. The lettering __global__ identifies the beginning of a void() kernel.
This becomes __device__ in case of a specific kernel type (int(), double(), etc.)
and it are callable only by other __device__ or __global__ functions, making
impossible their call from host [125]. The loop is almost the same of a classical
CPU function, except for the definition of the counter. This is linked to a specific
thread, and so initialized as threadIdx.x. The su�x .x represents a certain
direction in the topology of a block. Fig. 4.2 reports a 2D topology, but the threads
are generally distributed into a 3D structure. Their distribution can be simplified
performing the 1D indexing [125], for which a sketch is given in Fig. 4.3. A generic
array is composed of 1000 elements as in listing 4.1. At this stage there are many
combinations of blocks and threads to deal with such a computation. The simplest
one is to assign all the elements to the same block and run the kernel with 1000
threads. In such a case there would be only 1 block (gridDim.x=1,blockIdx.x=0)
with 1000 threads (blockDim.x=1000). In such a case, the loop counter is just the
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0 1 2 3 4 5 … 999

0 1 2 3 4 5 … 99

blockIdx.x = 0

threadIdx.x = [0,...,999]

0 1 2 3 4 5 6 7 … 999
Generic array

Case 1) blockDim.x = 1000
blockIdx.x = 0

gridDim.x = 1

Case 2) threadIdx.x = [0,...,99]blockDim.x = 100
blockIdx.x = [0,...,9]

gridDim.x = 10

0 1 2 3 4 5 … 99

0 1 2 3 4 5 … 99

.

.

.

blockIdx.x = 1.
.
.

blockIdx.x = 9

Figure 4.3: Examples of 1D indexing.

integer identifying the thread, namely threadIdx.x. However, since the number of
threads per block depends on the hardware, another possibility is to distribute the
elements among more blocks. In this case, 10 blocks can be chosen (gridDim.x=10)
each of which would contain 100 elements (blockDim.x=100). Then, the counter
must be defined as a combination of threadIdx.x, blockDim.x and blockIdx.x,
as shown in listing 4.2.

1 g l o b a l
2 void sum GPU( in t ∗a , i n t ∗b , i n t ∗c , i n t N) {
3 i n t i = threadIdx . x + blockIdx . x ∗ blockDim . x ;
4 whi le ( i < N) {
5 c [ i ] = a [ i ] + b [ i ] ;
6 i += blockDim . x ∗ gridDim . x ;
7 }
8 }

Listing 4.2: Example of a di↵erent definition of the loop counter

At this point, two considerations about the number of blocks involved are
mandatory. First, in the example of Fig. 4.3, there are actually many other
possibilities to distribute the elements, for example imposing gridDim.x=5 and
blockDim.x=200. For this reason, the estimation of the number of blocks and
threads is often generalized basing on the number of elements. A common way is
to fix the number of threads, thus T=128. If an array is composed of N elements,
the number of blocks can be computed as B=(N+T-1)/T. This operation ensures to
launch the kernel with a suitable number of threads. However, it is very common
that the number of threads is larger than the actual size of the array. For this
reason, the condition for which i<N avoids to perform the calculations if the thread
is out of the bound of the array.

The second consideration is linked to the maximum number of blocks that can
be invoked, that is 65535 as previously mentioned. Hence, the formula just shown
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to compute the number of blocks must be revised. A possibility is
B=min(65535,(N+T-1)/T). In this scenario, a limitation on the number of blocks
does not ensure a suitable number of threads. Hence, as shown in listing 4.2, an
increment of the counter is needed if the total number of threads is lower than
the total number of elements of the array, namely B⇥T<N. Then the loop counter
increment is given by the total number of threads in the grid. This allows to use
the threads more than once.

4.3 MPI-CUDA environment

Fluid dynamics solvers often take advantage of external libraries that allow paral-
lel computing. Especially when dealing with complex fluid flows, parallelization is
mandatory to reduce the computational cost of a simulation. Message Passing In-

terface (MPI) or Open Multi-Processing (OpenMP) libraries represent a powerful
tool for making simulations faster. Thanks to their interface with basic program-
ming languages, these libraries make processors communicate with each other for
information exchange. In the framework of CUDA programming, multi-GPU ex-
ecutions are also possible [34, 129,130].

When operating on GPUs, the main drawback of the MPI library is the in-
ability to make GPUs directly communicate with each other since such a library
is designed to work on classical CPU (host memory). Hence, even when dealing
with GPU programming, one should always perform the communications on the
host memory, thus requiring the copy of object variables from the device memory.
The recent CUDA-Aware-MPI library allows to overcome this tedious operation.
This approach allows GPU-GPU direct communications, with no need of copying
variables from device to host memory. An indicative 2D communicator is shown
in Fig. 4.4, being the 3D extension straightforward.

First of all, a Cartesian communicator is created on CPUs through the MPI
command MPI_Cart_comm, along with MPI_Cart_coords and MPI_Cart_shift

that allow to identify the adjacent processors. This operation assigns a specific
portion of the computational domain to a specific CPU, identified by 2 integers
(3 in a 3D configuration) representing the position of the processor in the Carte-
sian topology. At this point, each GPU is associated to a specific CPU. The
command cudaGetDeviceCount allows to find the total number of GPU within
the same cluster node; they are then assigned to the tasks through the command
cudaSetDevice.

In order to make GPU allocations compatible with the CUDA-Aware-MPI li-
brary, the object variables should be allocated with the command cudaMallocHost,
so that the information exchange travels through GPUs with no need of involving
CPUs. Nevertheless, it was found that this kind of allocations drastically slows
down the calculation. For this reason, the main communications object arrays are
allocated using the cudaMalloc command, whereas their ’twins’ are allocated with
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Figure 4.4: Example of a 2D MPI-CUDA environment.

cudaMallocHost. Before communications, their values are copied to allow values
transfer.

4.4 CPU vs GPU

The benefit of using GPUs in the computational science field is not only linked to
the smaller simulation time. Indeed, Graphics Processing Units require a lower en-
ergy consumption with respect to classical Central Processing Units. This section
is devoted to a comparison between CPU and GPU executions.

The e�ciency of the GPUs turns out to be more and more relevant when the
complexity of the simulation progressively increases. A 2D flow was simulated on
the cluster at Politecnico di Bari, composed of 6 GPU nodes, each one is equipped
with two NVIDIA Tesla K40m (235 W), two Intel(R) Xeon(R) CPU E5-2630 v2
2.60 GHz (80 W) and 64 GB of RAM memory. The computational grid involved
1024 ⇥ 512 control volumes. Non-equilibrium was modeled with the mT and the
StS approach for a 5 species neutral air mixture. A perfect gas flow (frozen)
was also simulated. The times per iteration (TpI) are reported in table 4.1. As
expected, the computational cost of a frozen simulation is not too high if compared
to mT and StS simulations. Serial CPU executions with the mT model are still
feasible, but the application of the StS model is prohibitive. However, single GPU
execution times are quite smaller. More in detail, the speed-up obtained using the
StS model is about 140 when employing one GPU rather than one CPU core. Also
for the mT model the speed-up is relevant (about 44 times faster on one GPU).
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Concerning the parallel executions, the code shows an almost linear scalability.
Indeed, simulations performed on 12 GPUs are approximately 10 times faster with
respect to the single GPU simulations for all the three models. In such a case, the
benefit of using GPUs becomes extreme for the StS model: the computational cost
is 25 times lower when using 12 GPUs instead of 72 CPU cores (6 nodes). This
ratio is just 5 in case of mT and frozen simulations. A detailed scalability analysis
of the 3D code is given in section 4.5.

Table 4.1: Times per iteration (TpI) for a 1024 ⇥ 512 computational domain.
Times are given in seconds.

Model Single-core CPU 72 cores CPU 1 GPU 12 GPUs

Frozen 2.36 0.0412 0.0545 0.0087
mT 15.9 0.246 0.361 0.0348
StS 107000 1700 764 68.7

Finally, it is noteworthy that, even if the power of the GPUs (235 W) is higher
than that of the CPUs (80 W), the total energy consumption required by GPUs is
lower. The energy consumption (in Joule) and the time per iteration (in seconds)
for the serial execution of the StS model in table 4.1 are shown in a bar plot
in Fig. 4.5. GPU execution is not only 140 times faster, but also 48 times more
e�cient of the CPU execution.

Figure 4.5: Comparison of TpI and energy consumption (serial StS run from ta-
ble 4.1).
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4.5 Scalability analysis

A preliminary performance analysis was conducted to test the scalability of the
code. Two kind of scalability are distinguished, namely the strong and the weak

scalability [131]. The first one describes the reduction of the execution time by
increasing the number of processors (GPUs in this case) while keeping the size of
the problem (namely the mesh for CFD problems) constant. Indicating with tex
the execution time (wall-clock time), with Sp the size of the problem and with np

the number of processors, the obtained speed-up can be defined as:

speed-up =
tex(Sp, 1)

tex(Sp, np)
(4.1)

being speed-up
id
= np in the ideal case. In other words, for the same size of the

problem, the time required by a 2 processors simulation should be the half of that
required for serial execution. Hence, the e�ciency is defined as:

⌘s =
speed-up

speed-up
id

=
tex(Sp, 1)

np ⇥ tex(Sp, np)
(4.2)

On the other hand, the weak scalability gives indications about the ability of
the code to keep the same execution time when changing the size of the problem
and the number of processors of the same factor. Specifically, in the ideal case it
should turn out that tex(Sp, np) = tex(2 ⇥ Sp, 2 ⇥ np) = tex(3 ⇥ Sp, 3 ⇥ np) = ....
Therefore, its e�ciency is defined as:

⌘w =
tex(Sp, 1)

tex(np ⇥ Sp, np)
(4.3)

Table 4.2 reports the problem sizes for the performance analysis. Both the
strong and the weak scalability have been investigated on Marconi100, a cluster
at Cineca in Italy. It is based on POWER9 chips accelerated by Volta NVIDIA
GPUs and includes 980 nodes equipped with two 16 cores IBM POWER9 AC922
at 2.6 (3.1) GHz and four NVIDIA Volta V100 GPUs with 16 GB of dedicated
RAM [132].

Table 4.2: Problem sizes for the performance analysis.

Strong scalability (3D domain) Weak scalability (volumes per GPU)

1024⇥ 1024⇥ 512 262144
1024⇥ 512⇥ 512 524288
1024⇥ 512⇥ 256 1048576
512⇥ 256⇥ 256

Fig. 4.6 shows the results for the strong scalability analysis. Even if not linear,
the scalability provides satisfactory e�ciencies for all the cases. Fig. 4.7 shows
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the results for the weak scalability analysis to perform 100 iterations. The results
demonstrate that the execution time is practically constant by increasing the size of
the problem and the number of GPUs, confirming the capability of the algorithm.

Figure 4.6: Strong scalability for the four cases.
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Figure 4.7: Weak scalability for the three cases.
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Chapter 5

Results

In this section, the main results are presented. Even if the solver structure is
3D, most of the configurations considered are 2D to reduce the computational
cost. The correct implementation of the third dimension has been verified for an
hypersonic flow past a sphere, reported in appendix B. Grid convergence studies
for cases in sections 5.2, 5.3 and 5.4 are all collected in appendix C. Lastly, note
that the results obtained through the standalone version of the code are referred to
as Chess, whereas results obtained through the code coupled with Mutation++

are referred to as Chess-M++

5.1 Verification studies

Preliminary analysis have been carried out to verify the correct treatment of each
aspect of hypersonic flows. They are presented in the next subsections. Speci-
fications about the test cases are summarized in table 5.1. Note that all these
preliminary analysis are carried out through the mT model.

Table 5.1: Test cases selected for verification studies.

Test Assessment

0D reactor Chemistry
1D di↵usion with catalysis Mass di↵usion and GSI

1D shock tube Shock capturing

5.1.1 0D reactor

Chemistry and vibrational relaxation have been verified by simulating a 0D test
case. An initial 5 species neutral air mixture at fixed pressure is left to reach the
equilibrium condition. Two test cases have been analyzed: the initial conditions
are summarized in table 5.2. The first one accounts for thermal equilibrium, so
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that Chess and Chess-M++ can be both tested and compared to the theoretical
values, obtained through the analytical solution implemented in Mutation++.
The second case accounts also for thermal non-equilibrium. Since the standalone
version of the code treats each thermal bath independently (3 di↵erent vibrational
temperatures) only Chess-M++ is tested as it involves one single thermal bath for
the mixture. In such a case, a comparison with the well-known US3D [133–135]
solver is provided.

Fig. 5.1 reports the relaxation in terms of translational temperature and species
mass fractions for the CNE case. A satisfactory agreement is found. Black crosses
indicate theoretical values obtained through the analytical solution in Muta-
tion++, confirming the correct behavior of the chemical processes. Other methods
to compute the equilibrium condition are available in the literature [136].

Fig. 5.2 shows the temporal evolution of the two temperatures and the species
mass fractions for the TCNE case. The curves obtained through the coupling with
Mutation++ are in perfect agreement with the reference from US3D.

Table 5.2: Initial conditions for 0D reactor test cases.

Case T [K] Tvib [K] ⇢ [kg/m3] YN2 YO2

CNE 7000 7000 0.01 0.767 0.233
TCNE 15000 300 0.48 0.767 0.233

(a) (b)

Figure 5.1: Temporal evolution of the translational temperature (a) and species
mass fractions (b) for the CNE case.

5.1.2 1D di↵usion problem with catalysis

Mass di↵usion and gas-surface interaction are assessed through a 1D di↵usion test
case. A pure nitrogen mixture is injected from a reservoir into a 0.2m long tube,
at constant temperature (3000 K) and pressure (100 Pa). On the other side of
the tube, the wall is isothermal (Tw = 3000 K) and catalytic. Four di↵erent
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(a) (b)

Figure 5.2: Temporal evolution of the translational and vibrational temperatures
(a) and species mass fractions (b) for the TCNE case.

catalysis e�ciencies are analyzed, as shown in Fig. 5.3. This test case is very
interesting for two main reasons. First of all, the GSI is investigated in four
di↵erent cases, starting from a quasi-inert wall (� = 0.001) to a fully-catalytic wall
(� = 1). Secondly, the only phenomenon contributing to the heat flux is the mass
di↵usion at wall, as the wall temperature and the gas temperature are the same
(i.e., conduction will not a↵ect the heat flux). The mixture is considered frozen
and the variation in terms of mass fractions will be promoted only by catalysis
e↵ects.
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Figure 5.3: Sketch of the 1D di↵usion problem with catalysis.

A binary mixture has been chosen for simplicity, since the analytical formu-
lation of such a problem (reported in appendix A) can be easily obtained. Nu-
merical results are compared with the analytical solutions. These simulations are
performed through Chess-M++ to deal with partial catalysis. Nevertheless, as
previously mentioned, Chess presents a standalone fully-catalytic boundary con-
dition. For this reason, for the fully-catalytic case the simulation is performed
through Chess also, in order to assess the correct implementation of the cat-
alytic boundary condition. The results, illustrated in Fig. 5.4, present a perfect
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agreement with the analytical solutions. Also the standalone boundary condition
implemented in Chess for the fully-catalytic wall is coherent with references, with
slight di↵erences due to the boundary condition imposition.

Figure 5.4: N2 mass fraction profiles for the four catalysis e�ciencies.

5.1.3 1D shock tube

The shock tube test case analyzed by Grossmann and Cinnella [137] is here re-
produced. The tube is 1 meter long, discretized with 600 control volumes. The
diaphragm separating the right and left state is placed in the middle of the tube.
The initial conditions, under the assumption of equilibrium, are given in table 5.3.
Thermal non-equilibrium is assumed. However, it is found to be negligible, so that
both versions, Chess and Chess-M++, can be employed for this test.

Table 5.3: Initial conditions for the shock tube test case.

uL [m/s] TL [K] pL [Pa] uR [m/s] TR [K] pR [Pa]

0 9000 195256 0 300 10000

According to the reference [137], the results are analyzed at 99 µs. An excellent
agreement is found, with minor di↵erences in the mass fractions profiles.
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(a)

(b)

(c)

Figure 5.5: Results for the 1D shocktube: pressure (a), density (b) and species
mass fraction (c) profiles.
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5.2 Hypersonic shock wave/boundary layer in-

teraction

In the hypersonics community, one of the major topics is the shock wave/boundary
layer interaction (SWBLI). The correct prediction of the boundary layer separation
extent is fundamental for the analysis of the wall quantities such as pressure and
heat flux distributions. In the recent years, many authors devoted e↵orts to the
analysis of hypersonic double-wedge [27–29, 138, 139] or double-cone [32, 140–151]
flows, often supported by experimental campaigns [25, 26, 31, 152, 153]. These
geometrical configurations represent simplified models of fuselage or wings, thus
very attractive in aerospace engineering. The interest is increasing also in the
framework of Mars entry flows, for which carbon mixture have been analyzed [154].
Moreover, three-dimensionality e↵ects occur and a↵ect the general flow field [25,
27,28,155].

In this section, results for hypersonic double-wedge and double-cone flows are
presented. For each geometrical configuration, a low enthalpy and a high en-
thalpy regime have been considered to assess the relevance of non-equilibrium and
unsteady behavior of the flow. A grid independence analysis, reported in ap-
pendix C, was carried out for both double-wedge and double-cone configurations
at high enthalpy regime. Note that, only for these test cases, a 2D formula-
tion of Chess has been adopted, thus requiring an additional source term in the
y � momentum equation to deal with axial-symmetry of the double-cone. This
term reads !̇ax = p��✓,✓

y
, being p the pressure, �✓,✓ the tangential stress component

and y the spatial coordinate in the radial direction.

The sketch of a generic flow field (either for double-wedge or double-cone con-
figuration) is illustrated in Fig. 5.6. The deflection of the first wall induces the
generation of an attached shock (AS). Given the higher deflection of the second
wall, a detached shock (DS) propagates and interact with the AS, resulting in
a transmitted shock (TS). The induced adverse pressure gradient is responsible
for the boundary layer separation (separation region, SR) near the compression
corner, leading to the formation of a separation shock (SS). Especially in case of
the double-wedge, the TS plays a key role in inducing the unsteadiness when a
low enthalpy regime is considered [23, 29]. On the other hand, due to the axial-
symmetry of the body, the TS shock is too weak in the double-cone case and the
flow is expected to be stationary. Finally, non-equilibrium a↵ects the macroscopic
flow features only at high enthalpy regime. For this reason, four di↵erent cases are
analyzed, referred to as LEDW (low enthalpy double-wedge), LEDC (low enthalpy
double-cone), HEDW (high enthalpy double-wedge) and HEDC (high enthalpy
double-cone). They allow to assess the relevance on non-equilibrium for di↵erent
mixtures, and the (potential) unsteady behavior of such flows. Table 5.4 reports
the geometrical configurations, whereas the free stream conditions are listed in
table 5.5. The free stream Reynolds number have been computed considering the
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Figure 5.6: General flow field (blue lines) of the shock wave/boundary layer in-
teraction: DS (detached shock), AS (attached shock), SS (separation shock), TS
(transmitted shock), SR (separation region, red lines).

sum of the three axial contributions as reference length, namely L = L1+L2+L3:
as found in the experiments [26, 142], the flow can be considered laminar. Note
that an air mixture and a binary oxygen mixture are considered for the double-
wedge and the double-cone flows, respectively. Concerning the double-wedge, a
nitrogen mixture were also considered, but the macroscopic characteristics were
comparable to those reported for an air mixture. Hence, for seek of briefness, only
results for an air mixture are illustrated in this thesis; the reader may refer to [23]
for a complete description of the nitrogen mixture.

Table 5.4: Geometrical reference values: lengths are in meters, angles in degrees.

Quantity Double-wedge Double-cone
L1 0.04399 0.0921
L2 0.01458 0.0921
L3 0.01082 0.0433
✓1 30 25
✓2 55 55

Before going into the details, it is worth specifying that all the temporal in-
stants mentioned in the HEDW analysis indicate a relative time. Indeed, in the
experimental setup [26] the flow presents an already developed shock structure at
the initial time (t = 0 s), namely the time when the Schlieren pictures started
being collected. Comparing the Schlieren image at t = 0 s with the numerical
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Table 5.5: Flow free stream conditions for the selected test cases.

Quantity LEDW LEDC HEDW HEDC
h0 [MJ/kg] 2.1 4.0 8.0 9.8
M1 7.1 10.4 7.1 8.1
Re1 7.38⇥ 104 7.88⇥ 104 2.94⇥ 104 2.91⇥ 104

p1 [Pa] 391 91 780 165
T1 [K] 191 190 710 625
⇢1 [kg/m3] 0.007 0.0018 0.0038 0.00094
YN2 0.78 0.0 0.78 0.0
YO2 0.22 0.9986 0.22 0.9245
YO 0.0 0.0014 0.0 0.0755

solution, it was found that such a structure is obtained after 0.01ms of simula-
tion, with the whole flow field initialized with the free stream values. Hence, the
values of the time in the following refer to the temporal instants after the initial
shock structure. Concerning the LEDW flow, since the goal is the analysis of the
unsteady behavior, the time scaling is absolute.

5.2.1 Low enthalpy double-wedge flow

When the free stream enthalpy is low enough, non-equilibrium phenomena can be
neglected. It has been demonstrated by many researchers that chemical activity
is too weak to induce molecular dissociation in both double-wedge [23, 29] and
double-cone [32,156] configurations. Hence, these flows are considered frozen, and
only the mT model has been employed for their analysis. In both geometrical
configurations, no-slip boundary condition is imposed at the wall, assumed non-
catalytic and isothermal (Tw = 300 K).

The transient state of the LEDW flow is reported in Fig. 5.7, where Schlieren
images are illustrated at di↵erent snapshots. They represent the contour of the
density gradient magnitude (the legend is omitted for a better visualization).
Specifically, up to t = 2.4ms the flow tries to reach the steady state. Never-
theless, as soon as the TS interacts with the wall, the DS is pushed toward the
expansion corner, giving rise to a periodic behavior. This is linked to the in-
teraction of the TS with the wall. As the SS keeps moving, the DS follows the
evolution of the SR due to the adverse pressure gradient in the boundary layer.
This makes the TS in turn slide down the expansion corner, interacting with the
wall and inducing the unsteadiness. For the purpose of capturing such a periodic
behavior, four probe points have been distributed along the wall to analyze the
temporal evolution of the heat flux. Their axial coordinates are x1 = 0.021993m,
x2 = 0.03299m, x3 = 0.0503m and x4 = 0.056607m. Fig. 5.8 shows the trend of
the heat flux in the four stations. As expected, most of the activity occurs near the
expansion corner, whereas in the three probes placed near the compression corner
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the heat transfer is quite weak due to the boundary layer separation. This result
was already found by Durna and Celik [29] for a nitrogen mixture. The present
investigation confirms the same behavior for an air mixture. Specifically, the flow
is periodic with a period of approximately 2.7ms.

t = 2ms t = 2.4ms

t = 2.5ms t = 3ms

Figure 5.7: Schlieren images at di↵erent instants for the LEDW flow. Legend is
omitted for a better view.

Given this unsteadiness, a time-step size independence analysis has been carried
out to be sure of the present outcome. The main simulation was performed with
CFL = 0.2. Following the definition given in Eq. (3.14), the resulting time-step
size was of the order of 4 ⇥ 10�10 s. Part of the simulation (up to 6µs) was
performed again imposing CFL = 0.1, thus corresponding to a time-step size
of approximately 2 ⇥ 10�10 s. The comparison of the heat fluxes obtained from
the two simulations (Probe 4) are shown in Fig. 5.9: it emerges that a value of
CFL = 0.2 provides a time-step independent solution and can be exploited to save
computational time.
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(a) (b)

Figure 5.8: Temporal evolution of the heat flux in the probe points (a), zoom for
probes 1 and 2 (b), for the LEDW flow.

Figure 5.9: Temporal evolution of the heat flux in probe 4 for two di↵erent CFL
values for the LEDW flow.

5.2.2 Low enthalpy double-cone flow

Since the flow around the double-cone is axial-symmetric, the shock waves propa-
gating in the flow field are weaker than those forming in a double-wedge configu-
ration and therefore a steady state is expected. In order to compare the present
results, the work by Nompelis et al. [32] has been taken as reference, where the
case considered is referred to as Run-90. The wall pressure and heat flux distri-
butions are reported in Fig. 5.10. The separation extent is well predicted and an
excellent agreement is found with both numerical results by Nompelis and exper-
imental measurements. Also the peak of pressure and heat flux are well captured.
It deserves to be pointed out that a little di↵erence in the geometry led to a
slight mismatch in terms of expansion zone (x ⇡ 0.15m); nevertheless, it does
not influence the upstream field as the flow is supersonic in that zone, as shown
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in Fig. 5.11.

(a) (b)

Figure 5.10: Wall pressure (a) and wall heat flux (b) distributions for the LEDC
flow.

Figure 5.11: Contour of the Mach number for the LEDC flow.

5.2.3 High enthalpy double-wedge flow

Di↵erently from the low enthalpy regimes, the high free stream values of the HEDW
and HEDC flows induce thermochemical non-equilibrium. Chemistry is activated
due to the high temperature reached downstream of the shock waves. In such a
case, it is reasonable to employ the State-to-State model to analyze the actual
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internal state distributions of molecular nitrogen and molecular oxygen. In the
case of the double-wedge, reference results are taken from the work by Hao et
al. [27].

The numerical set up is the same of the low enthalpy case: no-slip bound-
ary condition is imposed at wall, considered isothermal (Tw = 300 K) and non-
catalytic. Experimental campaigns conducted for this case suggest that the flow
could still be unsteady [26]. Nevertheless, the time covered by the experiments
was actually limited to less than 0.3ms. In this time range, Schlieren pictures
were collected to describe the shock structure evolving in front of the sample and
it was found that at the last snapshot (t = 0.242ms) the steady state was not
reached yet. Next numerical investigations [25,27,28,155] assessed the influence of
three-dimensional e↵ects on the flow field. Despite the regularity of the geometry,
waves propagate also in the span-wise direction (z axis). Such a behavior could
hamper the flow in reaching the steady state.

Based on these considerations, the present analysis aims at addressing two
points. First of all, the verification of the results in the transient state, by providing
an accurate temporal evolution of the Schlieren contours. Also, wall pressure and
heat flux distributions are provided and compared with numerical results available
in the literature [27]. Such simulations are performed through both the mT and
the StS model as non-equilibrium is relevant. Secondly, the steadiness of the flow
is assessed by simulating a temporal range up to 10ms. In such a case, given the
high computational cost required to cover such a long period of time, only the mT
model is employed.

Fig. 5.12 shows the wall pressure and heat flux profiles at t = 242µs, that is the
experimental time. A comparison with experimental measurements is not suitable
for this test case, as the aforementioned three-dimensional e↵ects influence the
numerical solution. Since the present formulation is 2D, only the comparison with
numerical results available in literature is presented. As 3D calculations require
a huge computational resources, these are perspectives for future works. A good
agreement is found between the present mT model and numerical results reported
by Hao et al. [27]. The StS model provides a larger separation region, due to the
weaker dissociation (evident in Fig. 5.13) that leads to a smaller energy dissipation.
This in turn promotes stronger shock waves, as it emerges from the wall pressure
profile in Fig. 5.15, where a higher pressure peak is observed for the StS model.
Schlieren images in Fig. 5.14 confirm this assessment.

In order to better understand this aspect and justify the di↵erence in terms of
separation extent, the analysis of the internal state distributions through the StS
model is crucial. Such an analysis is carried out on O2 since nitrogen dissociation
is weak. For this purpose, six probe points have been selected in the flow field.
Their coordinates are reported in table 5.6 and in Fig. 5.15.

Population profiles illustrated in Fig. 5.16(a) highlight that in probes 3, 4 and
5 the assumption of a Boltzmann distribution is reasonable, except for the most
energetic levels as they are more involved in chemical dissociation. Indeed, the
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(a) (b)

Figure 5.12: Wall pressure (a) and wall heat flux (b) distributions for the HEDW
flow at 242 µs.

Figure 5.13: Contours of the mass fractions of O and NO for the HEDW flow: mT
(left) and StS (right).

actual to Boltzmann type ratio reported in Fig. 5.16(b) is almost around 1 for all
the levels, whereas the highest levels are slightly underpopulated as expected [87,
88]. On the contrary, distributions in probes 1, 2 and 6 strongly depart from
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t = 60µs

t = 120µs

t = 180µs

t = 242µs

Figure 5.14: Schlieren images at di↵erent instants for the HEDW flow: mT (left)
and StS (right). Legend is omitted for a better view.
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Table 5.6: Spatial coordinates for the probe points.

Probe x [m] y [m]
1 0.0215 0.0126
2 0.0275 0.0228
3 0.0437 0.0433
4 0.058 0.06
5 0.05 0.05
6 0.0273 0.016

1 •

2 •

3 •

4 •

5 •

•
6

Figure 5.15: Probe points to analyze internal state distributions for the HEDW
flow.

the Boltzmann one: the recombination occurring near the wall due to the lower
temperature leads to an overpopulation of the highest levels.

Finally, the stationarity of the flow is assessed. Given the long temporal range
covered, this aspect is investigated through the mT model only. The results for the
same probe points of the LEDW case are shown in Fig. 5.17. After the transient
state, the curves tend to an asymptotic value, confirming that the flow reaches a
steady state on the long period.
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(a) (b)

Figure 5.16: Distributions in the probe points (a) and actual to Boltzmann type
ratio (b) for the HEDW flow.

Figure 5.17: Temporal evolution of the heat flux in the probe points for the HEDW
flow.

5.2.4 High enthalpy double-cone flow

As for the low enthalpy regime, the HEDC flow is expected to be stationary. Dif-
ferently from the HEDW flow, the transient state does not take long time and the
stationarity of the flow has been found experimentally [152]. Numerical results
by Nompelis et al. [32], whose work reports also experimental measurements, are
taken as reference for the verification/validation. The case under consideration
is referred to as Run-87. As for the HEDW flow, mT and StS model are com-
pared. Fig. 5.19 shows the contour the the molecular oxygen mass fraction. As for
the HEDW flow, the StS model predicts a weaker dissociation. The distributions
of wall pressure and heat flux obtained are reported in Fig. 5.18, along with the
comparison with numerical results obtained by Nompelis [32] and experimental
measurements. A very good agreement is found with numerical results from the
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literature. Also, the mT and the StS models predict a comparable behavior of
the solution, except for the peaks (x ⇡ 0.1m). Nevertheless, numerical findings
strongly depart from experimental measurements, especially in terms of separation
extent. Indeed, contrarily to the low enthalpy condition, it is under predicted by
the numerical solver. Di↵erent researches have been devoted to the investigation
of the boundary layer separation for double-cone flows, found to be strongly sensi-
tive to the Reynolds number [157,158] and to the wall temperature [159], but not
to kinetics [160]. Indeed, it is relevant only in the detached shock region (second
wall).

(a) (b)

Figure 5.18: Wall pressure (a) and wall heat flux (b) distributions for the HEDC
flow.

(a) (b)

Figure 5.19: Contour of the mass fraction of O2 for the HEDC flow: mT (a) and
StS (b).

In order to assess the influence of wall kinetics, a fully-catalytic case is also
analyzed. Obviously, the wall pressure remains unchanged, but the heat flux in-
creases due to species di↵usion at wall, as shown in Fig. 5.20. Again, numerical
solutions present a good agreement, but still missing the experimental measure-
ments. Specifically, the StS provides an even smaller separation region, as the
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attached shock moves toward the compression corner due to the recombination.
Furthermore, the overall heat flux is over predicted, so that it can be assessed
that catalysis does not play a key role in the under estimation of the separation
extent [140,145,156,161].

Figure 5.20: Wall heat flux profile for the HEDC flow with fully-catalytic wall.

By the way, a strange behavior of the wall pressure is observed in Fig. 5.18.
In the attached shock region (x ⇡ 0.05m) the flow is chemically frozen as also
confirmed in Fig. 5.19 and it is not interacting with other shocks nor with the
boundary layer. For these reasons, the calculation of the pressure downstream of
the attached shock should be straightforward. Despite this, a mismatch with the
experimental measurements is observed, which induces to think that the numeri-
cal free stream conditions summarized in table 5.5 could be di↵erent from the real
ones [156]. They were computed by simulating an expansion nozzle flow [144] and
employing a mT model. Their correct prediction is fundamental to well describe
the shock wave/boundary layer interaction near the body [162,163]. Dealing with
an oxygen mixture, chemistry is activated at a lower temperature and a mT ap-
proach might be not suitable to describe the non-equilibrium [152]. On the other
hand, a StS approach represents a much more accurate alternative to predict the
flow conditions at the outlet of the nozzle, namely the free stream conditions for
the double-cone flow, in the presence of strong non-equilibrium phenomena. Previ-
ous work have demonstrated the importance of using a StS approach when dealing
with nozzle flows [22, 34, 35, 88]. For this reason, the present analysis has been
extended to the analysis of the nozzle expansion, to compare the free stream con-
ditions obtained employing the mT and the StS model. The results are presented
in the following.

The nozzle employed in the experimental setup is the LENS I facility developed
in the Calspan-University at Bu↵alo Research Center (CUBRC), able to ensure
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outlet velocity regimes with Mach number up to 18 [142]. The di�culty in finding a
precise technical documentation about the geometry and stagnation conditions led
to investigate the expansion through an alternative nozzle, governed by the same
stagnation enthalpy and keeping the overall values of the free stream quantities
comparable to those of the Run-87. The geometry is axis-symmetric: a planar
view is illustrated in Fig. 5.21 with geometrical values summarized in table 5.7.
Stagnation pressure and enthalpy are 5 MPa and 9.85 MJ/kg respectively. No-slip
and adiabatic wall boundary conditions are imposed.

rin routrt

LC LD

Figure 5.21: Geometry of the nozzle considered (not in scale).

Table 5.7: Reference values for the nozzle geometry: lengths in meters.

LC LD rin rt rout
0.025 0.5 0.00175 0.016 0.061

The results in terms of temperature and molecular oxygen mass fraction profiles
are shown in Fig. 5.22. Even if the temperature at the exit section is approximately
the same, the recombination of atomic oxygen during the expansion is stronger in
case of the mT model. Moreover, Fig. 5.23 shows the populations of the internal
states: the actual distribution departs from the Boltzmann type. The complete
set of exit conditions is summarized in table 5.8.

For the aforementioned reasons, several double-cone simulations have been car-
ried out, according to the di↵erent free stream conditions and to the model em-
ployed. The first simulation involves the mT model (Sim. 1 ), whereas for the StS
model two di↵erent distribution types are considered for the free stream, namely
the non-Boltzmann (Sim. 2 ) and the Boltzmann one (Sim. 3 ). In the latter case,
the Boltzmann distribution is evaluated at the free stream vibrational tempera-
ture. Finally, the two thermochemical models are combined (Sim. 4 and Sim. 5 ).
The set of simulations is summarized in table 5.9

The results for Sim.1, Sim. 2 and Sim. 3 are reported in Fig. 5.24. Firstly,
the non-Boltzmann distribution does not influence the shock structure. The sep-
aration extent predicted in Sim. 2 is perfectly overlap to that of Sim. 3. The
explanation of such a result lies into the internal state populations. Fig. 5.25
illustrates the probe points where the internal state distributions have been an-
alyzed. Their profiles are shown in Fig. 5.26. The probes are located along the
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Figure 5.22: Profiles of temperature and molecular oxygen mass fraction along the
center-line of the nozzle.

Figure 5.23: Internal state population at the outlet section of the nozzle.

first wall, downstream of the attached shock, justifying the non-Boltzmann trend
of both simulations. The sudden variation of the fluid dynamics conditions pushes
the populations to follow the same kind of trend, resulting in the same shock
structure evolution. However, a relevant di↵erence is observed with respect to the
behavior described by the mT approach in Sim. 1 (see Fig. 5.24). The di↵erent
free stream conditions calculated from at the outlet section of the nozzle lead to
a di↵erent evolution of the shock wave/boundary layer interaction on the double-
cone. This can be the key in the view of understanding the mismatch reported
for the previous high enthalpy case (Run-87 ). Fig. 5.27 illustrates the shock struc-
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Table 5.8: Free stream conditions computed through the nozzle simulations (h0 =
9.85MJ/kg).

Quantity mT StS
Mach number 8.09 8.37
u1 [m/s] 3845 3729
p1 [Pa] 148 142
⇢1 [kg/m3] 0.000942 0.00104
T1 [K] 540 453
Tv,1,O2 [K] 1075 593
YO2 0.878 0.838
YO 0.122 0.162

Table 5.9: Simulations performed combining the two models.

Nozzle Double-cone
Sim. 1 mT mT
Sim. 2 StS StS (non-Boltzmann)
Sim. 3 StS StS (Boltzmann)
Sim. 4 StS mT
Sim. 5 mT StS

tures of Sim. 1 and Sim. 2, with a detailed detection of the di↵erent shocks in the
flow field. The StS model (green lines) predicts a stronger bow shock promoted
by a weaker dissociation and, as a consequence, the adverse pressure gradient is
stronger than that provided by the mT model (red lines). This generates a larger
’separation bubble’ and, of course, a stronger separation shock, moving the triple
point away from the wall.

(a) (b)

Figure 5.24: Pressure (a) and heat flux (b) distributions at wall for Sim. 1, Sim.

2 and Sim. 3.

To conclude this analysis, a comparison of the heat flux obtained from Sim. 1,
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P1(0, 0)
#  � P2(0.0136, 0.0636)

 � P3(0.0348, 0.016)

Figure 5.25: Schlieren image of Sim. 2 and probe points (axial distances not in
scale).

Figure 5.26: Oxygen populations among the vibrational levels in the probe points.

Sim. 2, Sim. 4 and Sim. 5 is shown in Fig. 5.28. The curve obtained from Sim. 4

presents a smaller separation region. The mT model provides a stronger chemical
activity than the StS model, as shown in Fig. 5.29. Hence, the total energy of
the flow is mostly dissipated because of dissociation, thus explaining the smaller
separation extent.
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Figure 5.27: Shock structure (top) of Sim. 1 ( ) and Sim.2 ( ). Zoom in the
compression corner (bottom).

5.3 Reactive hypersonic flow past a cylinder

Space vehicles often present a blu↵ shape that promotes the propagation of a
strong bow shock in front of the nose. Geometries as cylinders or spheres represent
simplified models of the actual space bodies and are widely used in hypersonic
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Figure 5.28: Heat flux profiles for Sim. 1, Sim. 2, Sim. 4 and Sim. 5.

(a) (b)

Figure 5.29: Contours of �YO = YO � YO,1: Sim. 1 (a) and Sim. 2 (b).

community for numerical simulations. In recent years, particular e↵orts have been
devoted to a specific test case concerning the flow past a cylinder [30], that will
be referred to as Knight case. Many researchers compared numerical results for
code-to-code verification and validation with experimental measurements of the
wall pressure and heat flux distributions.

The sample considered is a cylinder with radius r = 0.045m, invested by an air
flow in thermal equilibrium whose free stream conditions are reported in table 5.10.
The free stream Reynolds number is small enough to assume a laminar flow [164].
The wall is assumed isothermal (Tw = 300 K). However, two di↵erent simulations
are performed: in the first one, the wall is inert, whereas in the second one it is
considered fully-catalytic. Comparison with the well-known US3D solver and with
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experimental measurements are provided. Moreover, note that this test case is
performed with both Chess and Chess-M++. Finally, it is noteworthy that the
resolution employed in US3D is the same of the present analysis (grid convergence
analysis is shown in appendix C).

Table 5.10: Free stream conditions for the cylinder test case.

M1 Re1 T1 [K] p1 [Pa] YN2 YO2 YNO YN YO

8.98 9820 901 476 0.7543 0.00713 0.01026 6.5⇥ 10�7 0.2283

The normalized shock stand-o↵ distance is well predicted: Fig. 5.30 illustrates
the temperature profiles along the stagnation streamline. An excellent agreement
is found for all the three codes, except for the temperature peak, where the temper-
ature is slightly under estimated in US3D. Of course, in the case of fully-catalytic
wall the shock stand-o↵ distance remains approximately unchanged, but the mass
fractions are influenced by the wall kinetics. Their profile are shown in Fig. 5.31
for both the inert and the fully-catalytic wall cases. Again, the three solver show
a very good agreement, predicting the same behavior of the chemical activity.

Figure 5.30: Temperature profiles along the stagnation streamline.

The most critical issue of this test case is the calculation of the wall quantities,
in particular for the heat flux. The sensitivity of the solution to the grid resolution
makes this task very hard [30]. Indeed, the wall resolution employed for these sim-
ulations (5⇥10�8 m) is very challenging, especially for an explicit time integration
scheme. However, the computed wall quantities are in a very good agreement with
experimental measurements. The pressure distribution is not a↵ected by the choice
of the solver and perfectly match the experiments, as illustrated in Fig. 5.32(a).
The calculation of the heat flux is more delicate: Fig. 5.32(b) and Fig. 5.32(c)
report the results for the inert and the fully-catalytic cases. One can notice that
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(a) (b)

Figure 5.31: Mass fraction profiles along the stagnation streamline: inert wall (a)
and fully-catalytic wall (b).

the wall recombination remarkably a↵ects the heat transfer, especially in the stag-
nation point. The overall agreement is good, except for Chess, which provides an
important under estimation. On the other hand, Chess-M++ matches very well
the experimental findings, confirming the higher accuracy of the Chapman-Enskog
formulation in the presence of strong temperature gradients.

(a)

(b) (c)

Figure 5.32: Wall pressure (a) and heat flux distributions over the wall: inert wall
(b) and fully-catalytic wall (c).



5.4 E↵ects of ablation 93

5.4 E↵ects of ablation

This test case is a simplification of an experimental campaign conducted in the
Plasmatron facility at the von Karman Institute [107] to determine the mass-
blowing rate for a nitrogen subsonic flow around an axis-symmetric hemispherical
sample (r = 0.025m). Experimental data were then used to verify the coupling
of the well-known US3D solver with Mutation++ GSI module [165]. Numerical
results from the simulations were also compared to a 1D solver developed at the
von Karman Institute, reporting a very good agreement.

The flow conditions selected are referred to as G7 in [107]. Nevertheless, since
the goal of the present test case is a code-to-code verification with the US3D solver,
two main simplifications were adopted to reduce the computational cost [166]:
electrons are neglected in the mixture and the geometry of the sample is planar.
Free stream conditions are reported in table 5.11. The wall is considered isothermal
and non catalytic. Only nitridation boundary condition is imposed, following
the reaction illustrated in section 2.5.3. The nitridation e�ciency follows the
formulation found by Helber et al. [107], shown in Eq. (2.56).

Table 5.11: Free stream conditions for the ablative test case.

u1 [m/s] Re1 T1 [K] Tw [K] p1 [Pa] YN2 YN

1570 36.7 10280 2407 1500 9.77659e-05 0.9999022341

The computational domain considered extends for 25r along both directions
from the wall, as shown in Fig. 5.33, where boundary condition specification is
also reported: the blue line indicates the inflow and the green line indicates the
outflow. Along the stagnation line (black line) symmetry boundary condition is
imposed, whereas the red line identifies the body sample, where no-slip condition
is imposed.

Contours of the mass fractions of the major species, pressure and Mach number
are shown in Fig. 5.34. Given the low wall temperature, atomic nitrogen particles
tend to recombine near the wall, where YN reaches the lowest value. Nevertheless,
the molecular nitrogen mass fraction remains poor. This is the consequence of the
gas-surface interaction: particles of C are released into the gas phase, some reacting
with N to form CN. As expected, the pressure is maximum in the stagnation point
and decreases along the wall due to the acceleration of the gas, as confirmed the
Mach number contour.

For the purpose of verification, profiles of species mass fractions, pressure and
velocity have been extracted along the stagnation line and compared to those ob-
tained through US3D. Moreover, the massblowing rate due to ablation is computed
and compared between the two solvers. Fig. 5.35 shows the results, reporting a
satisfactory agreement for all the analyzed quantities.
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Figure 5.33: Computational domain for the subsonic ablative test case.
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(a)

(b)

(c)

Figure 5.34: Contours of the mass fractions (a-b), pressure and Mach number (c).
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(a) (b)

(c) (d)

Figure 5.35: Profiles of the mass fractions (a), pressure (b) and stream-wise velocity
(c) along the stagnation line. Massblowing rate on the wall (d).



Chapter 6

Conclusive remarks

The first part of this thesis presented the detailed characterization of the fun-
damental features of hypersonic flows. The models implemented in the solver
deal with thermochemical non-equilibrium, including chemistry and internal en-
ergy modes excitation. The first model is based on a multitemperature approach,
known to be cheap and versatile. On the other hand, the State-to-State kinetics
model allows to handle strong non-equilibrium conditions, such as across shock
waves and in the boundary layer. In order to reduce the computational time
required by the numerical simulations of such challenging flow conditions, the
software part of the code is designed in the framework of GPU programming. For
this purpose, the code has been developed in a CUDA environment, that allows
faster and more e�cient calculations. The performance of the parallelization has
been also presented, demonstrating a satisfactory scalability of the code.

Preliminary studies have been carried out to verify the correct implementation
of each part of the solver. Comparisons with the well known US3D solver and
with many reports in the literature showed a very good agreement with benchmark
results. The main investigations concerned several configurations. The analysis
of hypersonic shock wave/boundary layer interaction over a double-wedge and
a double-cone has been presented for low and high enthalpy regimes, reporting
interesting findings both from the fluid dynamics and from the non-equilibrium
point of view. The mT and the StS models provided similar results, even if some
di↵erence appears in the prediction of the wall quantities. In addition, blu↵ body
geometries were also subject to numerical investigations: for these cases, gas-
surface interactions have been also analyzed. The hypersonic flow past a cylinder
(Knight case) is extremely attractive in the hypersonics community and the results
obtained in this work are in agreement with numerical reports and experimental
measurements in the literature. Even more accurate results have been highlighted
through the coupling with Mutation++ library, confirming the importance of an
appropriate description of the transport phenomena. Finally, ablative simulations
have been performed to deal with material deterioration. A good agreement has
been observed with US3D solver for a subsonic test case.
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Future perspectives will involve the extension of the StS model to ablative
species (carbon). For this purpose, an e↵ective strategy must be designed to
improve the e�ciency of the code. An implicit time integration would help in ac-
celerating the simulations, but it would also make GPU environment not suitable
given the complexity of the floating point operations required by such an approach.
Moreover, a standalone module to deal with complex gas-surface interactions (abla-
tion, partial catalysis) could be implemented to exploit GPU capabilities. Despite
the versatility of Mutation++ library, its coupling with the present solver forces
CPU executions, increasing the computational time.

Another interesting perspective concerns the extension of the present solver to
turbulent flows. The Reynolds Averaged Navier-Stokes (RANS) approach is the
cheaper one for this purpose, even if vortex structures would be under resolved.
However, it represents the starting point for further developments.

Finally, e↵orts will be dedicated to to development of advanced models for
ionized flows. The test cases proposed in this thesis concern flows characterized by
temperature values not large enough to induce ionization. However, the formation
of electrons is relevant in many atmospheric entry flow applications. In this view,
an additional equation is needed for the transport of the electronic energy.



Appendix A

Analytical solution of the 1D
di↵usion problem with catalysis

Following the formulation proposed by Bariselli et al. [167], plugging Fick’s law
into the molar continuity equation and looking for the steady state solution, one
obtains:

r ·
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◆
= 0 (A.1)

being n the number density, M the molar weight of the mixture and �N2 the molar
fraction of molecular nitrogen. In this work, DN2,N = 1.64675m2/s (obtained from
Mutation++). Recalling thatMN2 = 2MN andM =

P
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di↵erential equation to be solved is:

d

dx

✓
1

�N2 + 1

✓
d

dx
�N2

◆◆
= 0 (A.2)

being x the spatial coordinate. Solving for �N2 yields:

�N2 =
eC1MNxeC2MN

MN
(A.3)

where C1 and C2 are the integration constants to be found from the boundary
conditions. Since the injected mixture is pure atomic nitrogen, the boundary
condition at the reservoir is trivial:

�N2 |x=0 = 0! C2 =
ln (MN)

MN
(A.4)

whereas for the wall boundary condition, the di↵usion flux must be equal to the
chemical production rate:
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100 Analytical solution of the 1D di↵usion problem with catalysis

where kB is the Boltzmann constant. The last expression could be solved for C1

iteratively by means of the Newton-Raphson method, as a function of the catalysis
e�ciency �. Knowing the two constants C1 and C2, the species distribution is
described by Eq. (A.3) as a function of spatial variable x.



Appendix B

2D/3D codes verification

The present 3D solver Chess is an extension of an older 2D version. In order
to verify the correct implementation of the third dimension, the hypersonic flow
past a sphere has been simulated and the results compared to the ones obtained
through the 2D axial-symmetric simulation. The flow conditions are taken from
the work by Nonaka et al. [33], whose experimental measurements were already
compared with a numerical investigation to validate the 2D code [21].

In this test case, an air flow past a 7mm radius spherical sample was considered
at u1 = 3490m/s. The other free stream conditions are p1 = 4825 Pa and
T1 = 293 K. Thermal equilibrium is assumed at free stream and at wall, considered
isothermal (Tw = 1000 K). The initial composition is composed of N2 (YN2 = 0.767)
and O2 (YO2 = 0.233). Thermochemical non-equilibrium is modeled employing the
mT model, even if it has been shown the the StS model provides a more accurate
result [21]. Nevertheless, this goes beyond the scope of the present analysis.

For the purpose of code-to-code verification, a coarse grid is employed for both
cases, with a wall resolution of 8⇥ 10�5 m. The results are illustrated in Fig. B.1,
where the temperature and mass fraction profiles are shown along the stagnation
streamline. The normalized shock stand-o↵ distance is perfectly reproduced in the
3D configuration, thus assessing the correct implementation of the third dimension
in the 3D solver.
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(a)

(b)

Figure B.1: Temperature (a) and species mass fraction (b) profiles along the stag-
nation streamline.



Appendix C

Grid independence studies

This appendix is devoted to the presentation of grid independence studies for the
cases presented in sections 5.2, 5.3 and 5.4. In order to reduce the computational
cost, these studies are carried out with the standalone version of the code Chess,
except for the ablative test case which is performed withChess-M++, as it requires
the GSI module of Mutation++.

C.1 SWBLI (sec. 5.2)

Since the HEDW and HEDC flows are stationary, high enthalpy conditions have
been selected for the grid convergence analysis. Three grid refinement level were
set, listed in table C.1. Following the work by Hao et al. [27], the wall normal
spacing for the double-wedge is the same for all the three grids. A wall resolution
of 5⇥10�6 m was su�cient to solve the boundary layer. Basing on the double-wedge
results, the same wall resolution was employed for the double-cone simulations.

Relying of the results shown in Fig. C.1, the medium grids were employed for
the main simulations for both double-wedge and double-cone flows.

Table C.1: Number of nodes for the three grid refinement level for the SWBLI test
cases.

Test Coarse Medium Fine

Double-wedge 512⇥ 256 768⇥ 384 1024⇥ 512
Double-cone 300⇥ 200 500⇥ 300 766⇥ 384

C.2 Knight case (sec. 5.3)

The grid independence analysis for the Knight case was conducted for the non-
catalytic case, assuming that catalysis does not a↵ect the convergence of the nu-
merical solution. Table C.2 reports the four refinement levels employed. It is
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(a)

(b)

Figure C.1: Heat flux distributions at steady state: double-wedge (a) and double-
cone (b).

worth underlining that the number of nodes has been double-up in order to ob-
tain geometrically similar grids. In such a case, it is easier to analyze the trend
of the error on a specific quantity, such as the heat flux or the shock stand-o↵
distance [168,169].

In Fig. C.2 the wall heat fluxes and the temperature profiles along the stag-
nation streamline are shown. The four grids demonstrate convergence in terms of
shock stando↵ distance, with slight di↵erences in the prediction of the tempera-
ture gradient in the boundary layer. As a consequence, the wall heat flux presents
di↵erent profiles depending on the refinement level.

To complete this analysis, the order of accuracy has been computed by consider-
ing the values of the heat flux in the stagnation point q. Following the formulation
given in [169], one has:
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Table C.2: Characteristics of the three grid refinement level for the cylinder case.

Refinement level Nodes Shock resolution [m] Wall resolution [m]

Coarse 100⇥ 50 1⇥ 10�5 2⇥ 10�7

Medium 200⇥ 100 5⇥ 10�6 1⇥ 10�7

Fine 400⇥ 200 2.5⇥ 10�6 5⇥ 10�8

Super Fine 800⇥ 400 1.25⇥ 10�6 2.5⇥ 10�8

(a)

(b)

Figure C.2: Wall heat fluxes (a) and temperature profiles along the stagnation line
(b) for the Knight case.

p̂ =
ln
⇣

qsuperfine�qfine

qfine�qmedium

⌘

ln(2)
= 1.82

in agreement with the accuracy of the scheme. Indeed, Fig. C.3 illustrates the
values of the heat flux in the stagnation point for the four grids, with the fifth
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evaluated through the classical Richardson extrapolation. On the abscissa axis,
ratio indicates the dimension of the wall resolution with respect to that of the
first mesh. Hence, it can be assessed that in terms of shock stand-o↵ distance
the solution is grid converged. Concerning the wall heat flux, an even finer mesh
would lead to a more accurate solution. However, the simulation would be too
demanding and the di↵erence would be less than 1%. For this reason, the fine
mesh has been considered for the main investigations.

(a)

(b)

Figure C.3: Values of the heat flux in the stagnation point for the four grids (a)
and trend of the error compared to the theoretical solution (b).

C.3 Ablative test case (sec. 5.4)

Finally, the results for the ablative test case have been also verified to be grid
converged. Following the analysis carried out by Capriati et al. [165], two refine-
ment level have been chosen, whose characteristics are summarized in table C.3.
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In such a case, the convergence is demonstrated with no need of employing a third
refinement level. Also, as mentioned in section 5.4, the aim of this test case was
a code-to-code verification. Hence, the solution was compared to the reference
(US3D solver), provided of the same computational grid. In Fig. C.4 the pressure
profiles along the stagnation line and the massblowing rates at wall are illustrated.
The results are not a↵ected by the wall resolution nor by the number of control
volumes used, confirming that the results are grid converged.

Table C.3: Computational grids employed for the ablative test case.

Mesh Nodes Wall resolution [m]

I 100⇥ 59 1⇥ 10�5

II 200⇥ 109 5⇥ 10�6

(a)

(b)

Figure C.4: Comparison of the two grids: pressure profiles along the stagnation
line (a) and massblowing rates at wall (b).
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Chapter 7

Overview of the Immersed
Boundary approach

The first part of this thesis is focused on the description of a classical finite volume
approach applied in a body-fitted multi-block computational domain, where the
grid topology is conformal to the geometry. Such an approach is the most common
way to solve the governing equations of the flow. Specifically, the grids employed in
this thesis are structured, namely each control volume is hexahedral and uniquely
defined by three integers (i,j,k). This strategy implicates several benefits. For
instance, there is no ambiguity about the position of the body, where the wall
boundary conditions can be directly imposed. Another advantage is the very high
aspect ratio of the cells, resulting in very stretched grid portions in the most critical
regions of the domain that increase the accuracy of the solution (shocks or walls).
On the other hand, there are few drawbacks when dealing with body-fitted grids.
For instance, the generation of the grid can be very complicated and costly if the
geometry is complex. In such cases, one can think to employ an unstructured

grid, where the control volumes present a generic geometry. An example is given
in Fig. 7.1. Of course the discretization of the equation can not follow a structured

topology since the cells are not ordered. This leads to the need of a generalization
of the structure of the solver. Another disadvantage is the di�culty in handling
moving geometries, involving both rigid bodies moving into the flow field as well
as deformable bodies, as in the case of ablation with recession.

In this context, the Immersed Boundary Methods (IBM) come to rescue. The
philosophy of the IBM is based on the overlap of two di↵erent grids, describing the
geometry (Lagrangian grid) and the fluid domain (Eulerian grid). An example is
given in Fig. 7.3: the Lagrangian grid is a discretization of the surface S of the
body by means of a finite amount of markers (black dot in Fig. 7.3). These are
normally triangular surfaces. The higher is the number of triangles, the better is
the accuracy of the surface geometry. The Eulerian grid discretizes the fluid region
and presents a Cartesian mesh, with no need to be conformal to the body. In this
way, the solver is very easy to implement given the Cartesian structure of the com-
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112 Chapter 7. Overview of the Immersed Boundary approach

Figure 7.1: Example of an unstructured grid to simulate the flow past an aircraft.
Credits to Pointwise website.

putational domain. Moreover, the grid is generated once in pre-processing, with
no need for a re-meshing procedure if the body is moving. Nevertheless, the solver
is not aware of the position of the body, and the wall boundary conditions can not
be directly imposed on a certain border of the domain. Hence, a modification of
the classical governing equations is needed in the vicinity of the body (yellow cells
in Fig. 7.3). Such a modification is based on the introduction of a forcing term
in the equations to make they obey to the wall boundary conditions [47, 58]. Of
course this implies the necessity of knowing where this forcing has to be applied.
For this purpose, a ray-tracing procedure is employed to classify each cell in the
domain. The easiest classification, shown in Fig. 7.2, is the following:

• solid cell, each cell whose center lies into the body;

• fluid cell, each cell whose center lies outside the body;

• interface cell, each cell confining at least with one solid cell.

The first IB approach was proposed by Peskin [48] to perform numerical sim-
ulations of the blood in a heart valve. The first formulation was based on the
calculation of the body forces exerted on the fluid, in turn provoking the motion
of the boundary. This kind of technique is referred to as continuous forcing [47],
since the forcing term is incorporated into the equations before the discretization.
Peskin improved it in his next works [49, 50] to include several configurations, in-
volving di↵erent kinds of valves. The main drawback of this approach was the
di�culty in computing the response of the boundary to the forces (pressure and
stress). Also, it was unsuitable for rigid bodies configurations: in principle, the
deformability of the boundary could be decreased to make it rigid, but this results
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Fluid Interface Solid

Figure 7.2: Example of cell classification.
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S

Figure 7.3: Comparison of the grids employed for a body-fitted approach (left)
and an immersed boundary approach (right).

in a numerical sti↵ness that makes this method ine�cient. The first rigid bound-
ary applications were presented with by Basdevant and Sadourny [51] and then
extended by Briscolini and Santangelo [52]. In their method, known as MASK
method, the velocity field was directly imposed in the cells near the wall to sat-
isfy the no-slip condition, even if a low accuracy of the solution was found in
the vicinity of the body, showing spurious oscillations due to the sharp change in
the values of the velocity. A similar formulation was proposed by Goldstein et
al. [53], who exploited a central finite di↵erence scheme to propagate the forcing
in the cells near the surface smoothly. This approach avoided the appearance of
oscillations, but it required the distribution of the forcing term along the surface.
Also, the expression of the forcing contained two free parameters that made such
an approach problem-dependent, namely computationally ine�cient. A substan-
tial improvement was introduced by discrete forcing approaches [47] proposed by
Modh-Yusof [54], Fadlun [55] and Balaras [56]. Contrary to the continuous forcing,
this approach extracts the forcing term by exploiting the numerical solution (flow
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field), once the discretization of the equations is performed. Specifically, Modh-
Yusof [54] proposed to apply the forcing not only in the vicinity of the surface,
but also in the nearest interior cells, in order to obtain a smooth velocity field.
Fadlun [55] followed this idea: the forcing can be applied by interpolating the
solution along a certain Cartesian direction, as a function of the value on the wall
and a value in a fluid cell. Nevertheless, this leads to an ambiguity in choosing
the interpolation direction, especially when the curvature of the body is relevant.
To overcome such an issue, Balaras [56] extended this formulation proposing an
e↵ective way to perform a reconstruction along the wall normal direction and ex-
ploiting the wall boundary condition. In this way, the forcing was suitable for
both Dirichelet and Neumann boundary conditions and is second order accurate.
Di↵erently, Kim et al. [170,171] suggested to apply the forcing in the points inside
the body. Such an approach found application also for turbulent flows [172] show-
ing a good agreement with the expectations. Later works involved the extension
of these methodologies to an hybrid approach, known as moving least square [173]:
in this formulation, the solution in the forcing cell is reconstructed as a function of
the surrounding points whether they are inside or outside the body. This results
in an e�cient way to treat also deformable or moving geometries and is nowadays
employed for many applications [174–177].

It is noteworthy that all the aforementioned formulations are focused on incom-
pressible flows. One of the first applications to a (weakly) compressible flow was
proposed by De Tullio et al. [57], who simulated supersonic flows past a cylinder
and an airfoil. The forcing was applied by means of a linear distance weighted
interpolation, exploiting the neighbors of the interface cells. A local refinement
strategy was adopted to increase the accuracy in the critical region of the com-
putational domain. The results showed a very good agreement with references;
nevertheless, only wall pressure distributions were analyzed, whereas the evalua-
tion of the skin friction and the heat flux was not presented. They are known to be
the most critical quantities to compute, as the velocity and temperature gradients
at wall are very sharp. An alternative idea to increase accuracy and stability of the
scheme was proposed by Brehm and Fasel [178] in the framework of incompressible
flows, then extended to compressible [179] and moving boundary [180] configura-
tions. In these works, the main idea is to perform an optimization analysis in
order to derive a suitable set of coe�cients for a finite-di↵erence formulation on
an irregular stencil. Results for the flow past a sphere or through an open-rotor
were satisfactory.

Nevertheless, in the framework of hypersonic flows, a di↵erent approach was
needed to correctly evaluate temperature gradients at wall. These are known to
be extremely sharp during the re-entry and their calculation is mandatory for
an opportune design of the heat shield. Classical Cartesian grids were employed
as first attempt, with good results for friendly configurations such as flat plates
or compression ramps [181]. In particular, these flows did not present extreme
temperature regimes, and a good agreement was reported with both numerical
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and experimental findings. On the contrary, simulations of hypersonic flows past
blu↵ bodies did not provide good results in terms of heat flux. Specifically, Brah-
machary et al. [182] performed numerical investigations of perfect gas flow past a
cylinder and past a sphere-cone sample. In both cases, the pressure distribution
was coherent with the expectations, but the heat flux was drastically under esti-
mated in the stagnation point. A comparison with a body-conformal algorithm
was also provided, highlighting that the issue was related to the reconstruction of
the wall temperature gradients. The authors tried to address this inconvenience
to both resolution and reconstruction errors, but no convincing reason was found
and the problem of the hat flux remained still open. To overcome such an issue, a
di↵erent wall treatment is needed.

Recently, in the work by McQuaid et al. [183, 184] a novel concept has been
presented. To overcome the issue of the temperature gradient reconstruction, they
overlap a body-conformal grid to the Cartesian one. The equations are solved on
the first grid and the solution is then projected to the Cartesian nodes. Such an
approach provides very good results also in the presence of strong bow shocks in
blu↵ body configurations. Nevertheless, the issue of moving boundaries remains
unfixed. Moreover, the main drawback of this method is that the formulation loses
the main philosophy of the immersed boundary approach, namely the possibility
to employ a purely Cartesian domain.

In the following sections, canonical configurations are object of numerical in-
vestigations, in order to address possible reasons of the main issues in hypersonic
flows using an immersed boundary method.



116



Chapter 8

Present technique

8.1 Generation of the mesh

In the framework of the immersed boundary methods, one of the benefits is the
generation of the computational grid. Specifically, when dealing with complex
bodies, the definition of the boundaries of the domain and the topology of the
blocks composing a classical body-fitted grid can be hard. Also, thinking about
moving body applications, as in case of recessing surfaces, the grid should be
updated to deal with the motion of the boundaries. This procedure should be
applied run-time, thus implying a relevant increment of the computational cost
required by the simulation. On the other hand, the employment of a Cartesian
grid requires the minimal user intervention. The mesh generation can be performed
once in pre-processing through external tools. Once the grid is exported, it can be
read by the code to create the data structure useful for the numerical solver. The
grid is refined according to the critical region of the flow field (boundaries, shocks,
wakes) so that the accuracy is ensured also in case of moving bodies.

In the present algorithm, the mesh is created through an external tool called
Tommie [185], which takes a geometry file as an input. STL formats are widely
developed for such a purpose. An example of triangulation for a re-entry capsule is
given in Fig. 8.1. The user can easily identify the regions to be refined, according
to the position of the body within the domain. An example is given in Fig. 8.2,
where the grid is refined for a flow past a cylinder. The strategy is applied near
the wall and in the detached shock region.

Of course, the refinement strategy follows certain criteria that allow to obtain
a coherent splitting of the cells in each Cartesian direction. The main constraints
are based on the approach by Iaccarino and Ham [185–187] and are here listed:

1. the maximum coarsening level in each direction must be one, namely each
cell can have at most 2 neighbors for 2D configurations and 4 for 3D config-
urations;

2. all the faces associated to a specific Cartesian direction must present the
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Figure 8.1: Example of triangulated surface for a re-entry capsule.

Figure 8.2: Example of a refined mesh for the flow past a cylinder.

same coarsening level, such a way it is impossible that a cell has 3 neighbors;

3. normal surface vectors must pass through the center of at least one neighbor
cell.

Following these rules there is no ambiguity about the number of neighbors in
case of a refinement, making easier the generation of the data structure. Fig. 8.3



8.2 Data structure 119

shows examples of correct and incorrect configurations.

(a) (b)

(c) (d)

Figure 8.3: Example of refinement configurations: correct (a-b) and incorrect (c-d)
for violation of rules 2 and 3 respectively.

The so generated grid follows a semi-structured topology. This means that all
the information about the connectivity, faces, cells and nodes are collected in a
.cas file, normally exported in ASCII format. This file must be read properly in
order to create the data structure needed by the numerical solver. This procedure
is explained in detail in section 8.2.

8.2 Data structure

8.2.1 Connectivity

The generation of the data structure is a fundamental aspect of the immersed
boundary solver. Since the grid is locally refined, the control volumes can not
be identified through the classical integer indices (i,j,k) as for the body-fitted
structured grids. Hence, each cell will be uniquely defined by a single integer i,
representing its identity. The same concept is applied for faces and nodes. Note
that the internal cells will be defined by an integer i 2 [1, N_cells], being N_cells
the number of internal cells, known from the mesh file. On the other hand, all the
cells defined by an integer i 2 [N_cells+ 1, TOT_CELLS] are the ghost cells of the
domain. Note that TOT_CELLS represents the total number of cells, including both
internal and ghost ones. Its definition is explained in section 8.2.3.

Once the number of cells, faces and nodes are all known, connectivity informa-
tion must be stored as they are necessary for the numerical solver. For example,
cell center or node coordinates are necessary to apply the spatial discretization,
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along with information about the neighbors of each cell in all the Cartesian di-
rections. Other examples are the cells sharing a specific node to evaluate vertex
flow variables, or normal vector and surface extension of each face. For this rea-
son, arrays of struct variables are allocated for cells, nodes and faces. All the
information needed are reported in detail in appendix D.

Of course, dealing with an immersed boundary solver an e�cient research al-
gorithm must be implemented to classify the cells as interface, solid or fluid. The
procedure is called ray-tracing and is explained in section 8.2.2.

8.2.2 Ray-tracing procedure

As already mentioned, an immersed boundary solver is not aware a-priori of the
position of the body within the computational domain. Hence, a ray-tracing pro-
cedure is necessary to classify the cells where the forcing must be applied to satisfy
a certain boundary condition. Assume that C = (xC , yC , zC) is a control point in
the far field (far from the body). The objective of the ray-tracing is to find out
if a query point Q = (xQ, yQ, zQ) lies inside the solid domain. For this purpose,
a bounding box is created to limit the number of query points and speed-up the
research. Its box can be easily set in the algorithm depending on the dimension
of the body. For the case of the cylinder, for instance, the extension could be
1.5r ⇥ 1.5r being r the radius of the cylinder.

If Q lies into the body, then the segment R = (xQ�xC , yQ�yC , zQ�zC) inter-
cepts the surface in (at least) one point. In general, if the number of intersections
is odd, Q is inside the body; contrarily, if the number of intersections is even, Q
is outside the body, as shown in Fig. 8.4.
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Bounding box

Figure 8.4: Example of points lying inside and outside the body.

Since the surface is discretized by triangles, the geometrical meaning of the ray-
tracing is the intersection between the segment R and a triangle. The algorithm
is explained in detail in appendix E. All the cells whose center lies into the solid
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are tagged with a flag -1 (solid), whereas the interface cells are tagged with a flag
1. All the other fluid cells are tagged with a flag 0.

Finally, it deserves to be pointed out that increasing the wall resolution implies
increasing the number of triangles of the STL file. In general, the geometry is not
continuous as it is discretized by a finite amount of triangles and this leads to the
presence of holes on the surface. The ray-tracing procedure can fail if the quality
of the surface is not adequate for a certain wall resolution, namely if a cell near
the wall completely lies into a hole.

8.2.3 Definition of ghost cells

Ghost cells are used to ensure the same spatial reconstruction of the solution and
the same accuracy also at the boundaries of the computational domain or between
two adjacent processors. For the purpose of second order MUSCL reconstruction,
the allocation of two ghost cells is required. Such a procedure is trivial when dealing
with structured grid, either Cartesian or body-fitted, as the number of volumes
along a certain direction is fixed. In case of unstructured or semi-structured grids,
the number of cells along each Cartesian direction can vary depending on the
refinement strategy, leading to an ambiguity in defining the ghost cells. As an
example, one can consider the situation illustrated in Fig. 8.5(a). In case of the
upper row of cells, the definition of G1 and G2 is straightforward. On the contrary,
in the lower row the refinement makes this task harder as the cell G2 should be
split. Second order spatial reconstruction requires to know the solution in both
G1 and G2 or at least the variables’ gradient at the interface fghost. In this sense,
one can take advantage of the property of the boundary conditions. Dealing with
supersonic outflow boundary conditions, the values in the ghost cells are copied
from the fluid domain, as explained in section 3.5. Specifically, the values in the
fluid cell F1 are copied to cells G1 and G2. In this way, the gradients between
the two ghost cells are null. Only for symmetry boundary conditions, non-null
gradients could appear on a certain velocity component since values from F1 and
F2 are copied to G1 and G2 respectively. For these reasons, an e↵ective strategy
is implemented to define the domain ghost cells. First of all, only one ghost cell
is allocated, as shown in Fig. 8.5(b), allowing also to save memory. This task is
easily accomplished because it is immediate to identify the boundary cells, since
they have (at least) one neighbor with index 0 (thus, no neighbor) in the initial data
structure. Hence, an integer i >N_cells is assigned to the ghost cell, following
the order of definition. Secondly, the gradients at the ghost interface fghost are
known a-priori, as they are always null except for symmetry boundary conditions.
In such a case, there is no ambiguity in imposing Qgrad(ffluid) = Qgrad(fghost) for
a certain velocity component, as shown in section 3.5.

It should be pointed out that this procedure is valid only for the boundaries
of the computational domain. On the contrary, in case of parallel executions the
definition of the ghost cells at the boundaries of adjacent processors is not trivial.
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In this case, the gradients need to be carefully evaluated as the are generally
non-null. This will be explained in section 8.4.

G1 G2F1F2
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Figure 8.5: Example of ghost cells: configuration (a) is not applicable, configura-
tion (b) is applicable.

8.2.4 Flux formulation

When solving the governing equations, the numerical fluxes at each interface of the
control volumes must be evaluated. Dealing with conservation laws and considering
a generic control volume, the ingoing flux must be balanced by the outgoing flux,
as sketched in Fig. 3.1. As an example, one can consider the 1D configuration
given in Fig. 8.6, where subscripts l and r stand for left and right respectively.
Cell A presents one left neighbor (cell D) and two right neighbors (cells B and
C). Hence, the ingoing flux is just F l

1, whereas the outgoing flux is given by the
sum of two contributions, namely F r

1 and F r

2 : these are the fluxes across the faces
f r

1 (from cell A to cell B) and f r

2 (from cell A to cell C). Obviously the same
approach is applied for the other directions.

Since the number of faces composing a cell is stored in the data structure, this
formulation can be generalized. For a generic PDE:
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being Nx the number of neighbors on the given x direction (left or right). A
last comment is mandatory for the advection term. The MUSCL reconstruction
presented in section 3.2 requires the knowledge of the di↵erence of a given flow
variable � between two consecutive cells (�� in Eq. (3.10)). In the example illus-
trated in Fig. 8.6, �� is needed across face f l

1 and across the generic interface on
the right side of cell A for a second order reconstruction of the right state. Since
A presents two right neighbors, �B and �C are averaged to account for both of
them. Note that this is valid only for a second order discretization. Indeed for a
first order scheme, the left and right states always correspond to the solution in
the left and right cells with respect to a certain face. For instance, the left state
and right states on the face f r

1 are just �A and �B respectively.
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Figure 8.6: Example of flux formulation with local refinement.

8.3 Boundary reconstruction

In classical body-fitted approaches, at least one of the boundaries of the compu-
tational domain corresponds to the wall of the body invested by the flow. This
allows to directly impose a wall boundary condition by fixing the values of the
conservative in the ghost cells, as shown in 3.5. On the contrary, the philosophy
of the immersed boundary methods is to keep the freedom of overlapping the La-

grangian grid (solid) to the Eulerian grid (fluid). In such a way, the wall of the
geometry considered does not correspond to any of the boundaries of the domain.
More in detail, the ray-tracing procedure presented in section 8.2.2 comes to rescue
to identify the position of the body within the computational domain.

Once the ray-tracing procedure is completed, a forcing term is introduced in
the equations to satisfy the boundary conditions on the surface. This is numer-
ically achieved performing a reconstruction of the solution in the interface cells.
Such a reconstruction depends on the type of boundary condition to be imposed
at wall. In general, two kinds of boundary condition can be imposed, namely
Dirichelet boundary condition and Neumann boundary condition. The first one
allows to impose a specific value of the variable on the wall (e.g. velocity or tem-
perature); the second one allows to impose a specific value of the gradient of a
certain quantity, as in the case of the pressure. Depending on the kind of condi-
tion, the reconstruction of the solution change. In this sense, the strategy proposed
by Fadlun et al. [55] is not always suitable as it is based on a linear interpolation
along a certain Cartesian direction, defined by the higher wall normal component.
Thinking about a cylindrical geometry, such a formulation leads to the ambiguity
of choosing a specific direction. To overcome this issue, Balaras [56] proposed a
novel formulation based on the bilinear interpolation (trilinear in 3D) along the
wall normal direction, resulting in an e↵ective way to impose both the Dirichelet
and Neumann boundary condition types.

The present formulation follows the idea proposed by Balaras, as the geometries
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under consideration often present a blu↵ shape. This technique is commonly used
in many works available in the literature [58, 182]. In order to reconstruct the
solution in the interface cells, the values of the specific variables in the nearest
cells are used. A 2D example of the support domain is sketched in Fig. 8.7. Points
A and B are taken as reference in the fluid domain, whereas W is the wall normal
projection of I. The extension to a 3D formulation is straightforward. A note is
here mandatory: points A and B should be purely fluid (not interface). Hence,
a research algorithm should account for this condition in order to readapt the
position of such points in case their tag is 1. Nevertheless, when one of the wall
normal vector components is predominant with respect to the other (as for example
in the vicinity of the stagnation point of a cylinder), the displacement of these
support points would be too large, decreasing the accuracy of the interpolation
and also leading to parallelization issues. Hence, points A and B will be always
the nearest cells of I. Anyway, preliminary analysis showed no relevant di↵erences
in the results.

A I

W

B

Fluid Interface Solid

Figure 8.7: Sketch of the support domain for the solution reconstruction near the
wall.

In the following, the 2D formulation is presented, being the extension to 3D
trivial. Indicating with � the generic flow variable, each quantity of interest is
reconstructed in the cell I as:

�I = C1xI + C2yI + C3 (8.2)

being (xI, yI) the spatial coordinates of cell I. Coe�cients C1, C2 and C3 are eval-
uated applying the same formula in points A, B and W. As to do so, the following
linear system of equations must be solved:
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where �W is the desired value of the quantity on the wall. For the velocity, this is
null if a no-slip boundary condition is imposed. For the temperature, this is the
wall temperature value in case of isothermal wall. These are two simple cases of
Dirichelet boundary conditions. On the other hand, the last equation of the system
given in Eq. (8.3) must be modified in case of a Neumann boundary conditions,
as for the pressure or the temperature for an adiabatic wall. This reads:

@�

@n |W
=

@�

@x |W| {z }
C1

nx +
@�

@y |W| {z }
C2

ny (8.4)

where (nx,ny) are the outgoing wall normal components in the Cartesian frame
and of course C3 = 0. The complete list of boundary conditions applied is reported
in table 8.1. The forcing is applied on the primitive variables, but once completed
also the conservative ones are updated.

Table 8.1: Wall boundary conditions for IB.

Quantity Case BC

Velocity No-slip uW = vW = wW = 0
Pressure Boundary layer @p/@n|W = 0

Temperature (transl. and vib.)
Isothermal wall T = TW

Adiabatic wall @T/@n|W = 0

Mass fractions
Inert wall @Ys/@n|W = 0

GSI Ys = Ys,W

On the other hand, the treatment of the solid cell is di↵erent with respect to
that of the interface cells. All the cells whose center lies into the solid have not
a real physical meaning, and there are many possibilities to proceed [188]. For
example, a null value is imposed for the velocity, whereas the temperature is fixed
to the wall value (Tw) [57, 58]. Nevertheless, there is lot of uncertainty about
this treatment of the solid cells, since it was demonstrated to be suitable only for
incompressible or weakly compressible flows [57, 186]. In some cases, part of the
solid cells are used as ghost cells to extrapolate suitable values of the flow variables
into the fluid [189,190]. However, this did not provide di↵erent results with respect
to the present technique, but for sure it deserves further investigations in the view
of a correct flux reconstruction.

The present formulation presents pros and cons. The main benefit is its ver-
satility: since the reconstruction is applied along the wall normal direction, both
Dirichelet and Neumann boundary conditions can be performed. Moreover, the
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identification of the support domain (cells A and B in Fig. 8.7) is trivial and cheap.
In the view of recessing wall simulations, the generation of the data structure is
very easy, as it just requires the call to the ray-tracing procedure to re-tag the
cells. On the other hand, since the variables are interpolated in the interface cells,
the equations are not actually conserved near the wall, as explained in chapter 9.
As a consequence, this method requires very fine grids when the wall gradients
are sharp, as in the case of high Mach number flows, even if it can fail also when
employing very fine grids. More sophisticated algorithms exist, such as the cut-cell
method [47,191,192] that ensures accuracy and conservation also at wall. Through
this approach the numerical fluxes are computed across the real surface of the body,
obtained through the interceptions of the wall with the Cartesian mesh. Such a
method is very accurate also for coarse grids, but demands attention in the defini-
tion of the data structure, which is not trivial especially in case of moving or 3D
boundaries.

A similar approach has been proposed by McQuaid et al. [184]: this technique
allows to overlap a body-conformal grid to a Cartesian grid just close to the wall.
In such a way, the solver preserves its Cartesian structure and is accurate when
evaluating the wall gradients. This approach is similar to the use of the wall func-
tions. Indeed, the main drawback is the need of solving the governing equations on
an ’external’ body-conformal grid, in order to project the solution on the Cartesian
grid.

8.3.1 Wall quantity evaluation

In order to evaluate the wall quantities, such as pressure or heat flux distributions,
the method employed to interpolate the solution in the interface cells is revisited to
be adopted for this purpose. First of all, the points where the forces are calculated
(referred to as probes) must be placed at the same distance from the surface. This
implies that, in general, probe coordinates do not coincide with any cell centers.
A sketch of the 2D formulation is given in Fig. 8.8, where M stands for mother.
It is the cell where the probe point lies, needed to define points A and B. The
mother cell can be any of the fluid cells, depending on the distance of the probe
from the wall. It is defined opportunely: indeed, it is a common way to impose
a distance from the wall about 1.5 ÷ 2 times the local spatial resolution. This
allows the probe to lie in the purely fluid region, where the solution is much
more accurate with respect to the interface cells. Once the spatial location of
P is known, it is projected on the wall and the generic variable is computed as
�P = C1xP + C2yP + C3, where coe�cients C1, C2 and C3 are calculated applying
the same formula in points A, B and W, accordingly to the kind of the boundary
condition (Dirichelet or Neumann). The extension of this formulation to a 3D
configuration is straightforward.

Once �P is computed, the wall normal derivatives are discretized following a
first order expression. For example, the heat flux is calculated as:
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Figure 8.8: Sketch of the interpolation procedure in the probe point.
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�nP
(8.5)

being �nP the distance of P from the wall and P the thermal conductivity in the
probe. A similar expression is used to calculate the shear stress, substituting the
thermal conductivity with the viscosity and the temperature with the tangential
velocity. So the overall algorithm is here summarized:

• define �nP, allocate the probes and find their projection on the wall (point
W);

• find where each probe point lies (mother cell M) to define points A and B;

• evaluate coe�cients C1, C2 and C3;

• calculate the variables of interest in P;

• calculate wall gradients applying a first order derivative.

Lastly, it is noteworthy that this approach is e↵ective provided that the solution
in points A and B is accurate.

8.4 Parallelization procedure

8.4.1 Partitioning of the domain

Dealing with unstructured grids, the partitioning of the domain is not trivial. The
number of control volumes assigned to each block has to be balanced according
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to their density in a specific region of the domain. For this purpose, Metis
library [193] is coupled with the code. Such a library allows for an optimal balance
of a graph. In this case, the graph is represented by the computational grid, in
which the control volumes have to be redistributed among the portions, namely
the processors. An example of partitioned grid (4 processors) is given in Fig. 8.9.
Of course, the partitioning does not follow a Cartesian topology because of the
local refinement. As a matter of fact, a specific research algorithm must be devoted
to identify the boundaries between the processors.

Figure 8.9: Example of METIS partitioning in 4 subdomains.

When partitioning the domain, two main issues must be handled.

• The index of each cell, node and face must be re-adapted to be suitable for
the local portion of the domain. This allows to make easier the definition
and allocation of the local data structure.

• One should identify the cells, nodes and faces at the boundary of the pro-
cessors, in order to properly define the ghost cells. This task is harder than
the definition of the domain ghost cells presented in section 8.2.3, as the
gradients are in general non-null. Moreover, given the complexity of the
partitioning, the allocation of the ghost cells is not trivial as each processor
could communicate with more than one processor (see Fig. 8.9).

These two aspects are analyzed in section 8.4.2.

8.4.2 Data structure re-adaptation

The connectivity information collected in the mesh file exported by Tommie refer
to the global domain, namely the domain used by one processor in case of a
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serial execution. For the purpose of a parallel execution, di↵erent portions of the
domain are created by Metis and the data structure must be re-adapted for a
better definition and allocation of each cell, node or face.

As an example, consider a computational domain composed of 8 cells, as shown
in Fig. 8.10. Each cell is uniquely defined in the global domain with the index ig
so that ig 2 [1, 8] for the internal cells. Note that the cells are not ordered within
the computational domain. If the code is executed with 2 processors, a local index
il must be defined to identify each cell within a certain portion of the domain, so
that il 2 [1, 4] for the internal cells of both the processors. For this purpose, the
master rank (processor 0) reads the original global information from the mesh file
and re-adapts the indices of its internal cells. Moreover, it scatters the information
over all the other processors (in the case of Fig. 8.10, only processor 1). The latter
stores the local indices following the receiving order. For example, the cell with
global index ig = 2 is the first cell that processor 0 sends to processor 1, so that it
is defined with il = 1 within the portion of processor 1.

At this point, only the indices of the cells have been updated, but the infor-
mation about the neighbors still follow the global indices and must be re-adapted.
Consider the same cell (ig = 2 and il = 1). Its left neighbor is the cell with global
index ig = 6, and this is how this information is stored at this stage (namely
CELLS(1).neigh_left[0]=6). However, this index does not correspond to the
local one. For this reason, each processor updates the information about the
neighbors by exploiting the global indices. In the specific example, processor 1
looks for the cell defined by ig = 6: its local index il will substitutes the old
information about the left neighbor, so that CELLS(1).neigh_left[0]=3.
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Figure 8.10: Example of data structure re-adaptation with 2 processors.

Once all the information have been re-adapted, the ghost cells can be defined.
For the domain boundaries, the procedure is the same of that illustrated in sec-
tion 8.2.3, exploiting the fact that the boundary cells have (at least) one neighbor
with index 0 (thus, no neighbor). For processor boundaries, this is no longer valid,
as the cells have a non-null index neighbor.

As an example, consider the aforementioned cell (ig = 2 and il = 1). Its
right neighbor belongs to the other processor and its index is not 0. Hence, a
di↵erent strategy must be applied to recognize the cells at the boundary between
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adjacent processors. As reported in appendix D, each cell is characterized by the
integer rank, representing the belonging processor. This integer is assigned by
the master rank in the pre-processing stage. To identify a cell at the boundary
between adjacent processors, its rank is compared to that of its neighbors. If the
ranks are di↵erent, the cell is at the boundary between adjacent processors and a
ghost cell must be allocated. As presented in section 8.2.3, the bottleneck of this
procedure is the number of allocated ghost cells. A second order discretization
needs two ghost cells, but this is a complicated task due to the local refinement.
For this reason, only one ghost cell is allocated and an e↵ective strategy is adopted
to ensure second order accuracy. Indeed, a second order MUSCL reconstruction
can be performed knowing the values of the solution in two consecutive cells or
knowing the solution in one cell and the gradient on the face of interest of the
same cell, as shown in Fig. 8.5(b). This second way to proceed is suitable for the
present formulation. So, an array containing the gradients on the faces of each cell
is allocated. In this way, the processors can send and/or receive the information
about the ghost cells in terms of local solution (conservative variables in the cell
center) and gradients on the faces.



Chapter 9

Results

9.1 Perfect gas hypersonic flow over a compres-

sion ramp

The first simulation performed with the immersed boundary approach is the hy-
personic flow over a 15� compression ramp. This configuration is quite easy to
simulate since the curvature of the body is not relevant as in the case of a blu↵
body. This does not mean that the reconstruction is easier, but for sure it will be
less a↵ected by spurious oscillations, typical of the IBM.

This test case is widely known in the literature [58, 181, 183] as it involves
shock wave/boundary layer interaction at a high Mach number (M1 = 11.63).
The low values of the free stream thermodynamic quantities (p1 = 25 Pa and
T1 = 67 K) makes the assumption of perfect gas reasonable. Specifically, the mix-
ture considered is composed of 76.7% of molecular nitrogen and 23.3% of molecular
oxygen. The wall is isothermal (Tw = 294 K) and non-catalytic. From the experi-
ments [194], the flow is expected to be fully laminar (Re1 = 3.3⇥105). In order to
provide an adequate comparison of the numerical solution with the one reported
in [58], a wall resolution of 2⇥10�5 m was set for the simulations, retained su�cient
to capture the boundary layer and the separation near the deflection. The total
axial length of the geometry is 0.7 m, with 0.4394 m of flat plate. The contours of
the Mach number and temperature are shown in Fig. 9.1, where it is evident that
the temperature is not large enough to induce non-equilibrium phenomena. Also,
the formation of a separation bubble near the ramp is observed. Such a separa-
tion can be identified also looking at the wall quantity profiles, shown in Fig. 9.2.
Specifically, the pressure coe�cient, skin friction coe�cient and Stanton number
have been extracted from the flow field to describe the distribution of pressure,
friction and heat flux on the surface. These coe�cients are computed as follows:

Cp =
p� p1

0.5 ⇢1 u2
1

(9.1a)
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Cf =
⌧w

0.5 ⇢1 u2
1

(9.1b)

St =
qw

0.5 ⇢1 u1 cp (T0 � Tw)
(9.1c)

where the subscript 1 indicates free stream quantities, whereas ⌧w is the wall
shear stress computed as ⌧w = µ @Ut/@n, being Ut the tangential component of the
velocity. The expression of the Stanton number follows the definition given in [58];
cp is the constant pressure specific heat, qw is the wall heat flux, whereas T0 and
Tw are the total free stream temperature and the wall temperature, respectively.

(a)

(b)

Figure 9.1: Contour of the Mach number (a) and temperature (b) for the com-
pression ramp case.

The wall quantity distributions obtained through the present simulation are in
a very good agreement with experiments [194]. In particular, analyzing the skin
friction coe�cient and the Stanton number, it can be assessed that the separa-
tion extent is well predicted. Slight deviations emerge in the calculation of the
pressure coe�cient. Nevertheless, it is hard to explain the presence of that single
measurement point in the upstream region (x ⇡ 0.28m), as it is a singular value.
Although this, the pressure profile values along the ramp are under estimated by
the numerical solvers if compared to experimental measurements, as also found by
McQuaid et al. [183], but still in agreement.

9.2 Perfect gas hypersonic flow past a cylinder

Space vehicles normally present a blu↵ geometry. An example has been already
illustrated in Fig. 8.1 where a re-entry capsule is shown. In order to verify and/or
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(a) (b)

(c)

Figure 9.2: Wall quantity profiles for the ramp case: pressure coe�cient (a), skin
friction coe�cient (b), Stanton number (c).

validate a CFD code, simplifications of such geometries can be considered. Cylin-
ders or spheres are often object of numerical simulations since the flow properties
are similar to those characterizing the flow around real shape such as a re-entry
capsule. In this section, hypersonic flows around a cylinder are analyzed. Specif-
ically, two di↵erent test cases are investigated, with corresponding characteristics
summarized in table 9.1. The two cases are referred to as Mach3-Cylinder (M3C)
and Mach8-Cylinder (M8C). In both cases, the flow is laminar [164] and the wall is
assumed isothermal and non-catalytic. Moreover, the mixture is considered as per-
fect gas. It has to be stressed that the M3C case is just a numerical test [195], with
the goal of a code-to-code verification between the body-fitted (BF) and immersed
boundary (IB) solvers. On the other hand, the M8C test case is widely known
in the literature [58,182,184] as it has been investigated experimentally [196] and
can be used to validate the IB solver.

9.2.1 Mach 3 flow (M3C)

The main purpose of the present analysis is the comparison between the results
obtained through the IB and BF solvers, provided of similar wall resolutions. To
ensure a correct reconstruction of the wall gradients, wall resolutions of 4⇥10�5 m
and 3⇥ 10�6 m were set for ChessBF. The simulations provided the same result,
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Table 9.1: Flow conditions for the M3C and M8C test cases.

Quantity M3C M8C

M1 3 8
Re1 246 1.72⇥ 105

h0 [MJ/kg] 0.83 1.74
T1 [K] 293 124
p1 [Pa] 7.43 831.5
YN2 0.767 0.767
YO2 0.233 0.233

Tw [K] 293 294

as reported in the following. Hence, a resolution of 2 ⇥ 10�5 m was chosen for
ChessIB, being a good compromise to reduce the computational cost and, at the
same time, ensure accuracy near the wall. However, a coarser mesh was employed
for the IB simulation to analyze the sensitivity of the spurious oscillations, typical
of the immersed boundary methods [51–53,182]. It turned out that wall quantity
distributions are still a↵ected by numerical oscillations even on the finer grid. The
results in terms of temperature and stream-wise velocity profiles along the stagna-
tion streamline are reported in Fig. 9.3. The normalized shock stand-o↵ distance
detected by the IB solver is in perfect agreement with that captured by the BF
solver. Also, the gradients in the boundary layer are well reconstructed. As a con-
sequence, the IB solver is able to well describe the wall quantity profiles, known
to be the most critical issue of such a methodology. Distributions of pressure co-
e�cient, skin friction coe�cient and heat flux are shown in Fig. 9.4, where they
are compared to those obtained from the BF simulations. The agreement is satis-
factory, confirming the correct implementation of the methodology. Nevertheless,
spurious oscillations appear also when employing a finer grid. It is complex to find
an exclusive explanation to this behavior of the numerical solution, probably re-
sult of a combination of aspects. Wall resolution is not the only reason promoting
these oscillations: the discretization of the Lagrangian grid could be an additional
issue. Indeed, a higher quality of the STL file could improve the calculation of
wall normal projection of the probes and, as a result, the estimation of the wall
quantities.

9.2.2 Mach 8 flow (M8C)

Similarly to the M3C flow, the assumption of perfect gas is still valid, but the
Mach number is higher, making the free stream total enthalpy twice higher than
the M3C test. These conditions, summarized in table 9.1, make the M8C a more
challenging test with respect to the M3C case.

This test is widely developed in literature, as many authors performed nu-



9.2 Perfect gas hypersonic flow past a cylinder 135

(a) (b)

Figure 9.3: Profile of temperature (a) and stream-wise velocity (b) along the
stagnation line for the M3C case.

(a) (b)

(c)

Figure 9.4: Wall quantities profiles for the M3C case: pressure coe�cient (a), skin
friction coe�cient (b), heat flux (c).

merical investigations to assess the accuracy of their computational codes. The
most critical issue is the calculation of the heat flux on the surface. It turned
out that a classical IB approach was not suitable to well capture the thermal
boundary layer at wall, thus leading to a relevant under estimation of the heat
transfer [58,181,182]. Recent e↵orts have been devoted by McQuaid et al. [183] to
overcome such an issue. Their aim was twofold: first of all, they demonstrated that
an hybrid approach improves the reconstruction of the boundary layer. Indeed, the
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employed computational grids presented a Cartesian topology in the far field, but
they were conformal to the body near the wall. Secondly, a third order space dis-
cretization allowed to obtain satisfactory results also on coarse grids. Nevertheless,
this methodology presents an important drawback. The use of a body conformal
mesh near the wall could imply an increase of the computational cost. Moreover,
in the presence of relevant ablative phenomena, the handling of the wall recession
can be very challenging. For these reasons, the aim of the present analysis is to try
to correctly calculate the heat transfer on the surface when employing classical IB
methods. Furthermore, a possible motivation of its under estimation is proposed.

The results presented in [58] are not satisfactory, but it is noteworthy that,
given the high Mach number and the presence of a bow shock, the wall gradients
are very sharp and they need an opportune wall resolution. Hence, a preliminary
analysis has been carried out by means of the BF code (ChessBF) to estimate
a suitable wall resolution. The results are shown in Fig. 9.5. The shock stand-
o↵ distance is well predicted in all the cases, being in agreement with the ex-
pected one [197]. The distribution of the pressure on the surface is practically the
same for the three resolutions and is in agreement with the experimental measure-
ments [196], except for the stagnation point where it is slightly under estimated
by the numerical solver. Concerning the heat flux, it is worth underlining that
the results are not grid converged and this would deserve further investigations.
Nevertheless, the goal of this analysis is to provide a comparison of the BF and
IB results for the same wall resolution. A finer mesh would start to be prohibitive
for an IB application, since the aspect ratio of the cells near the body should
be around 1. For this reason, wall resolutions of 8 ⇥ 10�6 m and 4 ⇥ 10�6 m are
employed for the IB simulations.

The pressure distribution over the surface of the cylinder is shown in Fig. 9.6.
The results obtained with the IB simulations are in a very good agreement with
those reported by the BF approach. Specifically, the coarser grid presents spurious
oscillations around the maximum curvature of the wall (40 � 60 deg) due to the
linear interpolation, but this follows the expectations. By the way, an higher wall
resolution leads to a relevant improvement of the quality of the solution, that is
smoother and with no oscillations. Despite this satisfactory result, it is known
that, given the nature of the boundary condition on the pressure (null gradient),
this calculation is straightforward.

On the other hand, the evaluation of the heat flux represents a bottleneck
for these kind of applications. The mathematical expression of the heat flux is
based on the temperature gradient, namely the slope of the temperature profile
in the boundary layer. Hence, one can analyze the temperature profile along
the stagnation line, focusing on the stagnation point region. These outcomes are
illustrated in Fig. 9.7. The shock stand-o↵ distance is well captured by the IB
solver, even if the discontinuity is not as sharp as that provided by the BF solver,
due to a coarsening of the mesh in the shock region. Nevertheless, the temperature
peak in the shock layer is perfectly predicted by the IB solver and the error in
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(a) (b)

(c)

Figure 9.5: Temperature profile along the stagnation streamline (a), wall pressure
(b) and wall heat flux (c) for the M8C case.

Figure 9.6: Pressure distribution over the surface for the IB simulations of the
M8C case.

the evaluation of the shock stand-o↵ distance is about 1%. On the other hand,
the temperature gradient near the stagnation point strongly deviates from that
provided by the BF approach. The non-conservative nature of the scheme leads
to a relevant change in the slope of the curve near the wall, namely a di↵erent
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temperature gradient. The corresponding heat fluxes are shown in Fig. 9.8.

Figure 9.7: Temperature profile along the stagnation streamline for the IB simu-
lations of the M8C case (left). Zoom near the stagnation point (right).

The orange and the black curves are the heat fluxes obtained from the IB
simulations with a wall resolution of 8⇥ 10�6 m. In this case, Mutation++ helps
in increasing the heat flux, but no important di↵erences are found with respect to
the standalone version of the code. The green and the yellow curves are the heat
fluxes obtained with the finer grid (wall resolution of 4⇥10�6 m). It is noteworthy
that the position of the probe points plays a key role in the evaluation of the wall
gradients. Indeed, the heat flux decreases when the probe points are closer to the
body. This is coherent with the temperature profiles shown in Fig. 9.7: the error
introduced by the linear interpolation propagates in a certain range of cells in the
vicinity of the wall, depending on the local resolution. Hence, an interpolation
performed far from the wall (fluid region) can be much more accurate, as the
solution does not depend on the reconstruction. Finally, one has to point out that
the problem in such a case is not only linked to the value of the heat flux, but
also to its profile. For a cylindrical geometry, the stagnation point is characterized
by the maximum value of pressure and heat transfer, making the present results
non-physical.

In conclusion, two main points can be addressed.

• The drawback in the calculation of the heat flux is not (only) linked to a grid
convergence analysis in the present case, as the results are quite similar for
di↵erent wall resolutions. The solution seems more sensitive to the position
of the probe points.

• The wall resolution is not the only reason of the incorrect evaluation of the
wall gradients, as for the BF and the IB solvers provide completely di↵erent
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Figure 9.8: Surface heat flux for the IB simulations of the M8C case.

results for same wall resolutions.

9.3 Reactive hypersonic flow past a cylinder

The results shown in the previous sections underline important aspect of the IB
method. Nevertheless, these analysis are limited to perfect gas mixtures. The aim
of this section is to extend the IB approach to non–equilibrium flows, including gas
surface interactions. For this purpose, the same test case proposed in section 5.3
is here investigated [30].

From the analysis of the M8C flow, it has been assessed that the most critical
issue of the present IB method is the evaluation of the temperature gradients at
wall. As shown in section 5.3, the Knight case presents an extreme heat load
in the thermal boundary layer. The numerical error introduced by the linear
interpolation in the interface cells can propagate in far field, a↵ecting the shock
stand-o↵ distance. For this reason, three cases have been analyzed [166]: in the
first one the wall is assumed adiabatic, an interesting configuration to verify the
correct implementation of the IB algorithm, accounting for thermochemical non-
equilibrium. Such an assumption implies a null temperature gradient at wall, thus
making the shock stand-o↵ distance independent from the thermal boundary layer.
The other two cases are the same presented in section 5.3, with isothermal wall
assumption, to assess the influence of catalysis on the heat flux. In all the cases,
thermal equilibrium is assumed.

The results obtained with ChessIB are compared to those obtained with the
INCA solver [166], provided of similar wall resolutions. INCA is an accurate
solver for hypersonic flows, that exploits a cut-cell strategy, thus being conservative
also near the wall. Gas-surface interactions are accounted for by coupling the
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solver with Mutation++. It is noteworthy that the results in the following are
obtained through the standalone version of ChessIB. Fig. 9.9 shows the profiles
of temperature and species mass fractions along the stagnation streamline for the
adiabatic case. The wall resolutions are 5 ⇥ 10�8 m for US3D, 5 ⇥ 10�6 m for
INCA and 7 ⇥ 10�6 m for ChessIB. The three codes provide results in a perfect
agreement, confirming both the correct implementation of the algorithm and the
correct treatment of non-equilibrium.

(a) (b)

Figure 9.9: Temperature (a) and species mass fractions (b) profiles along the
stagnation streamline for the adiabatic Knight case.

The results for the isothermal wall case are shown in Fig. 9.10 for the non-
catalytic configuration. An even finer mesh has been employed to simulate such
flow conditions. As expected, the present IB solver is not able to well describe the
physics in the boundary layer. Di↵erently from the M8C flow, the error introduced
by the forcing involves a wider range of cells: as a consequence, the shock position
is detected more in the upstream with respect to US3D and INCA (error about
12%). This is confirmed by the inset shown in Fig. 9.10(b), where it emerges that
the temperature gradient is not well reconstructed when a Dirichelet boundary
condition is imposed at wall. This induces two main e↵ects: first of all, the heat
flux prediction is not correct. Secondly, the behavior of the mass fraction profiles
along the stagnation streamline is completely di↵erent than the expectations. This
is remarkably evident in Fig. 9.10(c), where the mass fraction of N is drastically
decreasing as soon as the fluid approaches the wall. This is a consequence of the
fact that the temperature value in the boundary layer are extremely lower than
the real ones, promoting a di↵erent chemical activity.

Finally, wall quantity distributions are reported in Fig. 9.11. As for the M8C
case, the agreement in terms of pressure distribution is remarkable, even for the
coarser mesh. The numerical simulations reproduce very well the experimental
measurements. On the other hand, the agreement in terms of heat flux is not
satisfactory. The incorrect reconstruction of wall gradients leads to a drastic under
estimation of the heat load over the surface of the cylinder. Of course, catalysis
contributes to an increment of the heat flux, but it is not the main issue (indeed,
the catalytic simulation was not performed on the finer mesh). Contrarily to the
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(a) (b)

(c)

Figure 9.10: Temperature (a) and species mass fraction profiles (c) along the
stagnation streamline for the isothermal wall Knight case (non-catalytic). Zoom
of the temperature near the wall (b).

M8C case, the gauge temperature is about 20 from the shock layer (⇡ 6000 K) to
the wall (300 K) and this makes the interpolation error propagates far from the
wall, a↵ecting not only the heat flux but also the shock stand-o↵ distance.

It is noteworthy that the aforementioned non-conservative nature of the scheme
near the wall leads to a strange behavior of the velocity field. An unexpected recir-
culation zone forms near the stagnation point when an isothermal wall boundary
condition is imposed. Indeed, this is not experienced for the adiabatic case. This
aspect is analyzed in detail in appendix F.

9.4 E↵ects of ablation

In order to test the solver in the presence of ablation, the subsonic case presented
in first part of this thesis is here investigated using the IB method. Detailed
specifications about this test case are explained in section 5.4. The wall resolution
is the same of the BF approach, namely 1⇥ 10�5 m.

The profiles of the stream-wise velocity, temperature and species mass fractions
along the stagnation streamline are illustrated in Fig. 9.12, where the comparison
with the solution from US3D is also provided. The agreement in terms of veloc-
ity and temperature is remarkable, as expected because of the subsonic regime.
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(a)

(b) (c)

Figure 9.11: Wall pressure distributions over the surface for the non-catalytic case
(a). Heat flux over the surface for the non-catalytic (b) and the fully-catalytic (c)
cases.

The boundary layer is thick enough to make the wall resolution suitable to well
describe the di↵usion phenomena near the wall. This is an important outcome
as it confirms that the mismatch observed in the cylinder test cases is linked to
the small boundary layer thickness typical of high speed flows. However, the mass
fraction profiles present a mismatch. Nitrogen recombination due to the low wall
temperature (Tw = 2407 K) is under estimated by ChessIB-M++. This is prob-
ably provoked by the Dirichelet boundary condition, needed to impose the value
of the mass fractions at wall. Indeed, the behavior of the mass fraction gradients
is comparable to that observed for the temperature in the cases of the cylinder.
The ablative layer is very thin and this leads to an incorrect reconstruction of the
gradients at wall. Nevertheless, the estimation of the massblowing rate is in ac-
cordance with references. Wall quantity distributions are shown in Fig. 9.13. The
wall pressure obtained with ChessIB-M++ is in agreement with that reported by
ChessBF-M++, with slight di↵erences with respect to US3D, probably attributable
to the di↵erent thermodynamics model employed (NASA9 for US3D and RRHO
for Chess). The massblowing rate is over estimated by the present IB method and
this is in accordance with the expectations. The lower recombination predicted by
ChessIB-M++ leads to a higher concentration of the atomic nitrogen. As shown
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in section 2.5, the source terms arising from the gas-surface interaction is propor-
tional to the number density of a certain species (N in this case). This explains
the higher massblowing rate calculated by ChessIB-M++.

(a) (b)

(c)

Figure 9.12: Profiles of stream-wise velocity (a), temperature (b) and species mass
fractions (c) along the stagnation streamline for the subsonic ablative case.

(a) (b)

Figure 9.13: Pressure (a) and massblowing rate (b) distributions over the surface
for the subsonic ablative case.
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Chapter 10

Conclusions and perspectives

In the second part of this thesis, an immersed boundary approach has been applied
to solve hypersonic flows in several configurations. The known problems of this
kind of method came out, confirming the inaccuracy of the solution when dealing
with sharp temperature gradients at wall. Indeed, simulations for the flow past
a compression ramp reports very good results, even though the Mach number is
very high (M1 = 11). The same was shown for the flow past a cylinder, for a
Mach number of 3: heat flux, pressure and skin friction distributions at wall are
satisfactory and in agreement with the expectations.

First problems arise when solving a higher Mach number flow past a cylinder
(M1 = 8 or M1 = 9). In this case, the heat flux is extremely under predicted by
the IB approach with respect to a BF approach and to experimental measurements.
Wall resolution is surely an issue, but it can not be the unique responsible of this
incorrect calculation. Indeed, the heat flux does not increase as expected when
reducing the size of the first cell. Instead, it is more reasonable to think that
it is provoked by a combination of the higher Mach number (which promotes
sharper gradients near the wall) and the wall resolution, probably leading the an
incorrect evaluation of the heat flux. The shock stand-o↵ distance is also a↵ected
by the di↵usion phenomena in the boundary layer: depending on the relevance
of the thermal gradients, the shock can be detected more in the upstream region,
underlining the limitations of the IB approach. On the other hand, it is noteworthy
that the bow shock is well captured when a zero heat flux is imposed at wall
(adiabatic flow). In this configuration, non-equilibrium phenomena are perfectly
reproduced by the IB approach (also at wall), strongly inducing to argue that the
reconstruction of the temperature is the most critical issue of the algorithm.

A possible solution to figure this out is an alternative formulation of the fluxes
in the vicinity of the wall. Di Mascio and Zaghi [198] proposed a similar idea
that is applicable to both finite-di↵erence and finite-volume approaches. In their
work, they present an ad hoc reconstruction of the solution so that the fluxes are
reconstructed accordingly to a certain wall boundary condition. This can represent
an important improvement, especially for the discretization of the di↵usive terms,
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responsible for the heat flux. Indeed, the present numerical scheme is second order
cell-centered based. However, the nonphysical values of the flow variables in the
solid cells can a↵ect the accuracy of the scheme, leading to inaccurate evaluation
of the gradients.

Another perspectives is linked to the simulations of flows past bodies with
recessing surfaces. In such a case, the ray-tracing procedure must be performed
run-time in order to classify the new cells (a cell that is solid at the iteration k
can become fluid at the iteration k + 1).



Appendix D

Connectivity and data structure
information

1 #de f i n e nof 8 // Nodes o f f a c e
2 #de f i n e f o c 24 // Faces o f c e l l
3 #de f i n e noc 54 // Nodes o f c e l l
4 #de f i n e mxn 4 // Max neighbours
5

6 typede f s t r u c t c e l l d a t a t {
7 i n t index c g , i n d e x c l ; // Index o f the c e l l ( g l oba l and

l o c a l )
8 REAL xc , yc , zc ; // Ce l l c en t e r
9 REAL volume , Sr , St , Sf , dt ; // Volume , s u r f a c e s ( r i ght , top and

f r on t to compute dt ) and dt
10 i n t n o d e s o f c e l l [ noc ] ; // Nodes o f the c e l l
11 i n t f l e f t [mxn ] ; // Face ( s ) l e f t
12 i n t f r i g h t [mxn ] ; // Face ( s ) r i g h t
13 i n t f bottom [mxn ] ; // Face ( s ) bottom
14 i n t f t o p [mxn ] ; // Face ( s ) top
15 i n t f back [mxn ] ; // Face ( s ) back
16 i n t f f r o n t [mxn ] ; // Face ( s ) f r on t
17 i n t n e i g h l e f t [mxn ] ; // Neigh ( s ) l e f t
18 i n t n e i g h r i g h t [mxn ] ; // Neigh ( s ) r i g h t
19 i n t neigh bottom [mxn ] ; // Neigh ( s ) bottom
20 i n t ne igh top [mxn ] ; // Neigh ( s ) top
21 i n t ne igh back [mxn ] ; // Neigh ( s ) back
22 i n t n e i gh f r on t [mxn ] ; // Neigh ( s ) f r on t
23 i n t l e f t c oun t , r i ght count , bottom count , top count , back count ,

f r on t count ; // Number o f ne ighbours o f the c e l l
24 REAL min x , max x ; // Min and max value o f x
25 REAL min y , max y ; // Min and max value o f y
26 REAL min z , max z ; // Min and max value o f z
27 i n t n b r i ck [ 8 ] ; // Nodes o f the br i ck ( p l o t t i n g

purposes )
28 i n t f l a g ; // Flag ( −1 s o l i d , 1 i n t e r f a c e , 0

f l u i d )
29 REAL norm proj [ 3 ] ; // Wall normal p r o j e c t i o n
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30 REAL wall norm [ 3 ] ; // Wall normal vec to r
31 i n t i s boundary [ 6 ] ; // 0 LEFT 1 RIGHT 2 BOTTOM 3 TOP 4

BACK 5 FRONT (0 = NO BOUNDARY, 1 = BOUNDARY) − DOMAIN
32 i n t rank ; // Use fu l to f i nd c e l l s at

p r o c e s s o r s boundar ies
33 } c e l l d a t a ;
34

35 typede f s t r u c t f a c e d a t a t {
36 i n t i ndex f g , i n d e x f l ; // Index o f the f a c e ( g l oba l and

l o c a l )
37 i n t c o n t i g o u s c e l l s [ 2 ] ; // Ce l l s shar ing the f a c e
38 i n t n od e s o f f a c e [ nof ] ; // Nodes o f the f a c e
39 REAL nx , ny , nz , S ; // Normal components and su r f a c e
40 i n t nodes gauss [ 4 ] ; // Nodes f o r Gauss theorem ( v i s c ou s

f l u x e s )
41 i n t i s boundary proc ; // Determine i f i t i s on a boundary

between p r o c e s s o r s (0 NO 1 YES)
42 } f a c e da ta ;
43

44 typede f s t r u c t node data t {
45 i n t index n g , i nd ex n l ; // Index o f the node ( g l oba l and

l o c a l )
46 REAL xn , yn , zn ; // Coordinates o f the node
47 i n t s h a r e d by c e l l s [ 8 ] ; // Ce l l s shar ing the node
48 i n t c e l l s c o u n t ; // Dummy f o r computations
49 } node data ;

Listing D.1: Struct variables for the data structure
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Segment/triangle intersection

The ray-tracing procedure explained in section 8.2.2 is based on the intersection
between a segment and a surface, specifically a triangle. Indicating with C =
(xC , yC , zC) the control point (far from the body) and with Q = (xQ, yQ, zQ) the
query point, the goal is to find if a point P = (xP , yP , zP ) simultaneously belongs
to the ray (segment) R = (xQ�xC , yQ�yC , zQ� zC) and to a given triangle given
by three vertices V1,V2, and V3.

A generic point P belonging to R can be defined through a parameter t 2 [0, 1]
such that P = C + tR, thus P ⌘ C for t = 0 and P ⌘ Q for t = 1. In order to
check if the rayR intercepts a triangle, it is convenient to check for the intersection
with the plane containing the triangle and given by the equation ax+ by+ cz = d,
where n = (a, b, c) is the plane normal vector (this is not the unit vector) and
(x, y, z) are the spatial coordinates of a point belonging to the triangle. The cross
product between two edges of the triangle provides n, namely the coe�cients a, b
and c. The remaining coe�cient d can be directly computed by substituting the
coordinates of a generic vertex of the triangle in the equation of the plane. Indeed,
considering for instance the vertex V1, the equation of the plane is recovered by
imposing the condition V1 · n = d. Once all the coe�cients a, b, c and d are
known, the same condition can be applied to a generic point P to check for the
ray/plane intersection. Substituting the definition of P yields:

(C+ tR) · n = d) t =
d�P · n
R · n (E.1)

The last task is to check if the so found point P lies inside the triangle. For
this purpose, one can consider Fig. E.1. Recalling that n is the normal vector of
the triangle V1V2V3, if the point belongs to it the dot product between n and the
normal vector of each inner triangle is positive, provided that they are computed
coherently. In practice, if they all points to the same direction P is inside the trian-
gle, as in Fig. E.1a. This is not the case if P is outside the triangle (see Fig. E.1b).
In this situation, at least one normal vector among the inner triangles points in
the opposite direction with respect to n.

Singularities might occur when P lies on a certain edge of the triangle or it
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corresponds to a certain vertex. In such cases, at least one normal vector is null
and the algorithm must be able to handle these conditions.

<latexit sha1_base64="SCHDBhM6QRaJ1OINW3yIOkD21Wo=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBg5REinosePFY0X5AG8pmu2mXbjZhdyKU0J/gxYMiXv1F3vw3btsctPXBwOO9GWbmBYkUBl332ymsrW9sbhW3Szu7e/sH5cOjlolTzXiTxTLWnYAaLoXiTRQoeSfRnEaB5O1gfDvz209cGxGrR5wk3I/oUIlQMIpWemj1vX654lbdOcgq8XJSgRyNfvmrN4hZGnGFTFJjup6boJ9RjYJJPi31UsMTysZ0yLuWKhpx42fzU6fkzCoDEsbalkIyV39PZDQyZhIFtjOiODLL3kz8z+umGN74mVBJilyxxaIwlQRjMvubDITmDOXEEsq0sLcSNqKaMrTplGwI3vLLq6R1WfWuqt59rVK/yOMowgmcwjl4cA11uIMGNIHBEJ7hFd4c6bw4787HorXg5DPH8AfO5w/TL41u</latexit>
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Figure E.1: Di↵erent configurations for the ray/plane intersection.



Appendix F

Influence of temperature
gradients on the velocity field

When dealing with flows past a cylinder as the cases in sections 9.2 and 9.3, an
interesting aspect is observed in the velocity field when the wall is assumed isother-
mal. A recirculation region forms in the vicinity of the stagnation point, as it is
observed in Fig. F.1 (for the Knight case, the non-catalytic test is considered).
When approaching the wall, the stream-wise velocity component assumes a neg-
ative sign, that is unexpected given the symmetry of the body. Moreover, it can
appear over the surface for low wall resolutions.

Such a behavior occurs only when a Dirichelet boundary condition is imposed
on the temperature. Indeed, the velocity never becomes negative in the adiabatic
case. Fig. F.2 reports the profiles of u/u1 for the adiabatic Knight case. The
stream-wise velocity component becomes null on the wall, preserving the correct
direction along the stagnation streamline. It deserves to be stressed that, in such
a case, the normalized shock stand-o↵ distance detected by ChessIB is correct, as
already observed in section 9.3.

This observation induces to think that the temperature and the velocity could
be linked in the presence of temperature gradients, implicating an incorrect pre-
diction of the heat flux. Nevertheless, as one can notice in Fig. F.1(b), the values
of the negative velocities are just small percentages of the free stream value and
they should not strongly a↵ect the flow field. As a matter of fact, in the M3C case
the heat flux is well reconstructed (see 9.2.1) even in presence of a recirculation
region. This aspect deserves further investigations.
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(a)

(b)

Figure F.1: Profiles of u/u1 along the stagnation streamline for the three isother-
mal cylinder cases (a). Zoom near the stagnation point (b).
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(a)

(b)

Figure F.2: Profiles of u/u1 along the stagnation streamline for adiabatic knight

case (a). Zoom near the stagnation point (b).
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Appendix G

Gantt chart of the project

The project started in November 2019 and the first year was mainly based on a
preliminary phase devoted to the literature review and to the training on C/CUDA
programming and high-performance computing (HPC). This allowed to fully un-
derstand the problem and the to establish the main goals of the project. Prelim-
inary simulations were performed by the end of the first year to frame the main
issues of the hypersonic flows and of the numerical method employed.

During the second year, a numerical investigation on double-wedge flows were
carried out. It led to the publication of a journal paper [23] at the end of the
second academic year. Moreover, the 3D version of the original body-fitted code
was developed and verification studies with the 2D formulation were performed.
This represented the starting point of the development of the Immersed Boundary
version, terminated by the first half of the second academic year.

The first part of the third year took place at the von Karman Institute for Fluid
Dynamics (VKI) in Belgium. During the collaboration, the code was extended to
advanced algorithms to deal with gas-surface interactions. This visiting period al-
lowed also to publish a conference paper for the American Institute of Aeronautics
and Astronautics (AIAA AVIATION, 2022) conference [166], where first Immersed
Boundary results were presented. Nevertheless, they still need improvement, as
shown in this manuscript. Finally, a numerical investigation of double-cone flows
was also carried out, representing an extension of the work carried out during the
second year. Results of the investigation were published by the end of the third
year [156].

During the PhD, academic courses about programming, modeling and turbu-
lence were also attended, along with the participation to many conferences. The
complete Gantt chart is shown in Fig. G.1.
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Figure G.1: Gantt chart of the project.
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