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Summary 

The thesis aims to inspect various aspects concerning the Microgrid (MG), as a way to integrate 

distributed electricity generation technologies, storage and loads. In this framework, the energy 

management represents a remarkable issue both in grid connected and islanded mode. This 

action is typically performed in the MG in two stages: a day-ahead planning, called to determine 

generation profiles of controllable sources according to forecasts, and real time dispatching, in 

order to smooth out load variation and renewable power fluctuations. In a centralized control 

scheme, the SCADA system is in charge of this function. 

One of the main topics of this work is to draw up methodologies for day-ahead planning and 

operation of the Experimental MG realized at premises of the Power System Laboratory at 

Politecnico di Bari, including fuel-based and renewable production facilities, energy storage 

and loads. To this purpose, different procedures for day-ahead scheduling are proposed in 

Chapter 1, based on suitable models and according to specific operation strategies. The results 

of this step are validated by means of static and dynamic assessment. Moreover, experimental 

test of actual system operation according to planned power levels is provided. 

A further characteristic of a MG is the contemporary coverage of thermal and electric demand. 

In this multi-energy system, the flexibility and economic operation is provided through CHPs 

facility and energy storage systems. In Chapter 2, planning procedures involving models for 

integrated water-based thermal supply infrastructure and dealing with occupant thermal 

comfort are proposed. In particular, the influence of thermal and electric energy storage is 

investigated in day-ahead operation planning, and the behaviour of different heating sources 

and thermal storage is assessed through a detailed engineering model. The procedures are 

applied to a configuration of Experimental Microgrid with empowered thermal section. 

In Chapter 3, methodologies to deal with the diffusion of the Electric Vehicles (EV) are 

investigated. In particular, the integration of EV parking lot in MG as well as new concept of 

Electric vehicle supply infrastructure (EVSI) are evaluated. In the first case, the day-ahead 

planning of MG with a fleet of EV is investigated, focusing on interactions between EV 

aggregator and MG operator. In the latter, structures for AC and DC EVSI are presented, that 

include energy storage system, PV plant, charging points, also in V2G configuration and a 

common bus. In particular, the optimal design of an AC and DC EVSI is proposed, aiming at 

defining the size and technology of devices. The DC solution is designed on different 

configurations in order to realize a demonstrator in the Bari port area, in the framework of the 

CONNECT project, financed in the H2020 call ECSEL 2016. 
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1. Procedure for Microgrid management and test in experimental facility 
Microgrids are more and more called to satisfy, through the management of distributed 

generation sources and the electricity network, the demand for energy by local users. In 

particular, the operation of different energy sources has to be monitored and controlled by 

means of the Energy Management Systems (EMS) both in the grid-connected and islanded 

modes. In the first case, the MG can be seen as a single controllable unit by the grid operator 

whereas in the islanded mode the successful balance between internal load and planned 

generation is also required. However, the simultaneous production of electrical and thermal 

energy by means of Combined Heat and Power (CHP) systems represents one of the features 

of a Microgrid and can contribute to improve system reliability, efficiency and economic 

performance. To this purpose, in this section procedures for day-ahead scheduling of a CHP-

based Microgrid is developed, aiming to minimize operation and emission costs of Microgrid 

components in the presence of electric and thermal loads and renewable forecasts. This 

procedures are modelling in linear and non linear mathematical formulation, in order to 

appreciate the behaviour of main MG devices. Since, the real-time operation microgrid control 

strategies yielded by optimal daily plan trough a procedure for minute-by-minute program 

definition is proposed. In this way, the network assessment with a detailed static and dynamic 

models of system is performed. Finally, to reproduce the verified optimal plan is tested in the 

actual microgrid operation, with a view to highlight peculiarities of the devices to be included 

in the procedure and to improve the fitness to actual operation of the devices. The described 

methodologies are evaluated and tested on the experimental facility realized in the Electric 

Power System laboratory of Politecnico di Bari. In the following sub-section, key details of the 

PrInCE experimental microgrid are illusted  

1.1 Experimental facility 
In the PrInCE experimental microgrid developed at Power and Energy System Laboratory 

(PEnSy-Lab) of the Politecnico di Bari. The system involves different commercial generators, 

usually aimed to operate as a single power source for a load with grid support. Moreover, the 

presence of cogeneration systems and the possibility to include thermal demand can open the 

field to several field tests. The general outline of PrInCE microgrid is illustrated in Fig. 1.1. It 

is a low-voltage network including several devices for energy production, storage and demand. 

In particular, generation facilities involve: 
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- a gas-fueled CHP system, equipped with two variable-speed engines with total 105 kW rated 

electric power, controlled by means of inverters, with an embedded 10 kW lead-acid energy 

storage on the DC-link; 

- a gas microturbine with 30 kW nominal power, able to perform cogeneration tasks in 

electric-following or thermal-following  modalities; 

- a photovoltaic field composed of five 10-kW sub-arrays, each with a separate inverter and a 

different panel technology (triple-junction a-Si; Mono-Si; Poly-Si; CIS; Mono N-Type). 

Energy storage systems are represented by:  

- an high-temperature battery, based on sodium-nickel cells working at roughly 260 °C, with 

nominal power of 60 kW and a discharge duration of 3 hours, equipped with state-of-charge 

(SOC) monitoring; 

 
Fig. 1.1.  Layout of components of PrInCE microgrid 

 

- a DC station for Plug-in Electric Vehicles able to perform controlled charge as well as 

vehicle-to-grid skills up to 10 kW. 

Inverter-based devices are provided as well: 
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- a wind turbine emulator, with 60 kVA rated power, based on a back-to-back converter 

withdrawing energy from the main network and injecting it in the microgrid according to 

proper static and dynamic models of different mini-wind generators and to measurement 

coming from an anemometer; 

- two programmable loads, with 150 kVA rated power each, able to replicate active and 

reactive power needs of different kinds of load as well as voltage dependence of power 

demand through typical polynomial functions; 

- a by-pass converter, with 200 kVA rated power, which allows the power exchange with the 

main network to be fixed at a specified value. 

The facility can host other plug-in load/generation devices, up to a residual capacity of 100 kW. 

The auxiliary services needed to run and control all the components are fed by means of a 

dedicated line of the microgrid switchboard, equipped with a 30-kW UPS device. 

The possibility to feed a part of actual electric loads of the warehouse hosting the PEnSy-Lab 

and other test facilities of Politecnico di Bari has been provided, by means of suitable 

integration devices. The same process can be implemented for thermal demand, by means of 

proper heat exchangers linked up to microgrid CHP devices and water tanks for thermal storage.  

The microgrid is normally operated in grid-connected mode, by closing the interfacing switch 

as represented in the one-line diagram reported in Fig. 1.2, where the line lengths are reported 

as well. In grid-connected condition, the power generation levels of microgrid components are 

usually determined in advance according to a cost minimization function [1][2], and a further 

control is performed in order to cope with variations of renewable sources and load. 

Islanded operation mode is provided as well, in order to prove both the ability of the system to 

deal with mode transition and the adequacy of internal sources to comply with balancing and 

regulation issues [3][4][5]. Moreover, on isochronous frequency control is adopted, since one 

of the devices is called to operate as voltage forming [6][7]. This task can be executed by the 

gas-based CHP system, by the microturbine or by the sodium-nickel battery. The first is able to 

manage dynamically the transitions thanks to the internal storage, whereas the microturbine 

needs to start over the system from blackout and the battery can be limited by its SOC. 

Each of these three devices is commercialized as a back-up supply and is equipped with a 

separate circuit for preferential loads. The activation of this circuit, i.e. the microgrid stand-

alone operation, is actuated by opening the corresponding line disconnector located in an ad 

hoc local switchboard illustrated in Fig. 1.2. Proper interlocks between those disconnectors and 

main line switches avoid either the presence of two independent voltage forming sources on the 

islanded microgrid or the operation in grid-connected mode with an internal voltage source. 
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The reconnection to the main network is operated by synchronizing the internal voltage source 

with the external reference voltage (Vref in Fig. 1.2), by activating a separate disconnector. The 

voltage synchronization in amplitude and phase, within a narrow threshold, is verified by a 

synchrocheck device on the interfacing switch. 

The presence of the by-pass converter allows to realize programmed transitions from grid-

connected to islanded mode, by reducing the power flow on the switch and controlling the 

power exchange through the converter. 

As can be seen in Fig. 1.2, all the devices connected to the MG are equipped with inverters. 

This allows to put inforce distributed control and regulation tasks, even on reactive power, 

whereas the disadvantage is the absence of rotating devices directly connected to the system, 

suffering from the lack of inertia [8][9]. This may cause faster and larger frequency deviations 

after an event (e.g. islanding). Hence, proper setting of local controller needs to be investigated. 

 
Figure 1.2.  One-line diagram of the PrInCE microgrid 

 

The MG is supervised and controlled by a SCADA system exploiting an Ethernet network 

communication adopting fully redundant connections in optical fiber among nodes. The 
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network is based on Modbus TCP/IP communication protocol, and the SCADA platform is 

fully programmable according to the requirements of the research group, that can implement 

proper functions. In Fig. 1.3 the control architecture of the SCADA system integrated into the 

MG is shown. 

 

  
Figure 1.3.   SCADA architecture of the experimental MG. 

 

The field communication includes gateways connected to distribuited controllers 

(Programmable Logic Controllers – PLCs) by fiber optic, conveying monitoring and control 

signals from/to MG field devices, via Ethernet cables. Unit-level controllers are in charge of 

local monitoring and data exchange. Since each component of the MG is equipped with its own 

communication platform. In this way, suitable protocol converters and gateways are installed 

at device premises. Moreover, fast control actions, for instance to ensure secure operation and 

to verify actual implementation of control signals, are based on a cabled logic on a 4-20 mA 

measurement system in the general electric panel, close to the SCADA system servers.  

The SCADA architecture is based on two control levels. The upper control level implements 

the Energy Management functions to control and coordinate actions of all the devices to ensure 

the optimal operation, from an economical point of view, of the MG. Local controllers or 

actuators accomplish the lower control level. Centralized control actions are evaluated by the 
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EMS through appropriate control strategies aimed at optimizing the MG with respect to 

economic objectives and operational security issues. 

The main EMS functions are the following: 

- mode transition between grid-connected and stand-alone and vice versa, involving proper 

sub-functions  for power flow shifting, load shedding and generation shedding; 

- operation programming through a day-ahead planning, including renewable generation 

forecast, load forecast and techno-economic data collection; 

- online operation, consisting in regulation sharing in the case of sudden variations in voltage 

and power regulation, in security checks for operation of switches and disconnectors. 

 

1.2 Procedures for day-ahead operation planning 
In this sub-section, different formulations of a day-ahead operation planning are proposed, 

characterized by linear or non-linear objective function and constraints, to be implemented in a 

general EMS for the MG management. A particular focus is devoted to coordinate the 

production of electric power through dispatchable generators and storage devices to satisfy the 

internal energy demand. Furthermore, thermal energy model is provided, coupled to the 

electricity production through combined heat and power systems. The developed strategies are 

characterized by the minimization of operation and equivalent emission cost, subject to 

dynamic constraints related to energy balances and technical limits of the considered devices. 

The implementation of the approaches, on the aforementioned test bed system, permit to 

compare relevant results and define the best feet solution, in different operating conditions and 

connection schemes. 

1.2.1 Problem formulations 
The general formulation of a day-ahead operation planning in a MG framework is linked to an 

optimization problem, where the function  f x is minimized subject to equality and inequality 

constraints, named  g x  and  h x  respectively. Hence, the proposed approach involves the 

minimization of daily operation cost of the MG, in the face of a forecasted generation from non-

dispatchable sources (e.g. wind and photovoltaic systems) and the load demand (in terms of 

electric and thermal energy). 

 
 
 
 

min

0
. .

0

f

g
s t

h

 




x

x

x

 (1.1) 
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The objective function  f x  represents the operation cost in the considered time horizon, 

divided into Nt  time steps with t duration, determined as follows:   

           
1 1 1

, , ,
t k sN N N

g
t k s

f OC k t EC k t OS s t C t
  

 
    

  
  x  (1.2) 

In particular, the components of the objective function can be expressed as: 

- operation cost related to the operation of k-th fuel-based generation unit at time t  ,OC k t ; 

- emission cost related to the operation of k-th fuel-based generation unit at time t  ,EC k t ; 

- operation cost related to the of s-th energy storage unit at time t  ,OS s t ; 

- cost for energy withdrawal from the distribution network  gC t .  

Moreover, the cost components related to electric power production devices depend on power 

production level  ,P k t  as follows: 

      
   

,
,

E

uc k t P k t
OC k t

H k k
 




 (1.3.a) 

      , ,EEC k t ue k t P k t     (1.3.b) 

where  uc k ,  H k  and  E k  stand for unitary fuel cost, fuel heating value and electric 

efficiency, respectively; whereas ue  and  E k  represent unitary emission cost and electric 

emission factor. For cogeneration systems, the thermal power  ,Q k t  is connected to electric 

power by the ratio of the efficiencies, as follows:  

    
   , ,t

E

k
Q k t P k t

k



   (1.3.c) 

where  t k  stand for thermal efficiency. 

For thermal generation units, costs are related to thermal power production level  ,Q k t  as 

follows: 

      
   

,
,

t

uc k t Q k t
OC k t

H k k
 




 (1.4.a) 

      , ,tEC k t ue k t Q k t     (1.4.b) 

where  t k  represent thermal emission factor. 

Operation cost of the s-th energy storage device can be expressed as: 

            , , , ,d cOS s t ec s soc s t pc s P s t P s t         (1.5) 
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where  ,soc s t  represents the state of charge of the ESS, related to energy exploitation cost 

 ,ec s t ,  ,dP s t  and  ,cP s t  represent discharge and charge power of the ESS, and  ,pc s t  

stand for power exploitation cost. 

Grid connection costs are based on the grid energy exchange: 

          g w jC t gc t P t t gr t P t t       (1.6) 

where  wP t  and  jP t represent purchased power from the grid and sold power to the 

distribution network, respectively, whereas  gc t  and  gr t  stand for unitary cost of grid 

energy withdrawal and unitary revenue for injected energy, respectively. 

The coverage of internal energy demand of the MG at each time interval t is expressed by means 

of the following expressions: 

              
1 1

, , ,
k sN N

d c R w j L
k s

P k t P s t P s t P t P t P t P t
 

                (1.7.a) 

    
1

,
kN

L
k

Q k t Q t


   (1.7.b) 

where  RP t ,  LP t  and  LQ t  correspond to forecasted values of power generation from non-

programmable renewable sources, electric power demand and thermal power demand, 

respectively. 

Electric storage devices are characterized for each time step t by the update of  ,soc s t , as 

follows: 

          
 

,
, , 1 , d

c c
d

t P s t
E s t E s t s t P s t

s



 

       (1.8) 

where  c s  and  d s  stand for charge and discharge efficiency, respectively. 

In order to avoid contemporaneous charge and discharge of storage devices, as well as power 

withdrawal and injection at the Point of Common Coupling (PCC), the following conditions are 

imposed: 

    , , 0c dP s t P s t   (1.9.a) 

     0w jP t P t   (1.9.b) 

Therefore, state variables include: 

- electric and thermal power generation from fuel-based units,  ,P k t  and  ,Q k t ; 

- power withdrawn and injected at grid connection point,  wP t  and  jP t ; 
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- discharge and charge power and state of charge of storage devices,  ,dP s t ,  ,cP s t  and 

 ,soc s t . 

Each of these variables is non-negative and suitably bounded due to installed size limits. 

The day-ahead programming of MG operation, exploiting the previous relations could be 

expressed in a linear formulation considering all efficiencies and factors as constants. In the 

linear formulation, the objective function is given by the sum of (1.3.a), (1.3.b), (1.4.a), (1.4.b) 

and (1.5). Whereas equality constraints are given by (1.3.c), where applicable, as well as (1.7.a) 

and (1.8). Finally, inequality constraints are reported by (1.7.b) and bounds on state variables. 

However, electric and thermal efficiencies of fuel-based electricity generation devices, like 

reciprocating internal combustion engines or micro-turbine systems, are more specifically 

represented by piecewise linear or polynomial functions of the power production level. 

Therefore, the objective function and the constraints become non-linear. As well as the presence 

of constraints (1.9.a) and (1.9.b) involves further non-linearity. 

In the explained relations the islanded operation mode shall remain valid, by discarding all 

contributions introduced by  wP t  and  jP t . Moreover, in this condition, the environmental 

impact could be further limited by capping the contribution of fuel-based generation devices to 

load coverage in the presence of low renewable production, by means of the following relation: 

      
 1

, '
kN

R
L R

Lk

P t
P k t P t t

P t
 



    



  (1.10) 

1.2.2 Test system 
The optimization of day-ahead operation plan is performed for a test MG shown in Fig. 1.4, 

where the electric part of the system is represented in black and the thermal part in red. This 

system represents a configuration of the testbed MG described in sub-section 1.1, where thermal 

sector is empowered and the influence of electric vehicles is neglected. Therefore, the test 

system includes: 

- a gas-fueled internal combustion engine (ICE) in cogeneration layout, with installed electric 

power 105 kW, nominal thermal power 180 kW, rated electric efficiency 31.5%, thermal 

efficiency 56%; 

- a gas microturbine (TG) in cogeneration layout, with installed electric power 28 kW, 

nominal thermal power 57 kW; rated electric efficiency 24.8%, thermal efficiency 50%; 

- a photovoltaic field (PV) composed of five sections with 10 kW peak power each; 
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- a mini-wind system (WT), based on two 12-kW horizontal axis wind turbines and four 10-

kW vertical axis wind turbines, respectively; 

- two energy storage facilities, based on a 25 kWh / 8 kW lead-acid battery system (ESS1) 

with 75% charge/discharge efficiency and a 180 kWh / 45 kW sodium-nickel battery system 

(ESS2) with 85% charge/discharge efficiency; 

- a 75-kW wood-fueled boiler (Boiler1) with 82.5% rated efficiency and a 20-kW pellet-fueled 

boiler (Boiler2) with 88% rated efficiency; 

- an industrial load with maximum electric and thermal demand equal to 200 kW and 300 kW, 

respectively; 

- grid connection with 200 kW maximum exchange. 

 

 
Figure 1.4.   Test MG layout 

 

1.2.3 Test cases and results 
The analysis is organized applying to the described system, in grid-connected (Case G) and in 

islanded (Case I) condition, the linear (Case L) and non-linear (Case N) formulations of the 

day-ahead operation planning problem. Typical winter day and summer day are accounted, with 

meteorological conditions of Bari, Italy: relevant load and renewable generation curves are 

reported in Fig. 1.5. It is assumed that the cogeneration units are operating in electric-driven 

mode, and the boilers are considered thermal energy generators. 

WT
PV

ESS1
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Electrical
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Load
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Figure 1.5.  Load and renewable production in summer (a) and winter day (b) 

 

The day-ahead operation planning is evaluated on Nt = 96 time steps with a duration of 15 

minutes, in accordance with input data. As regards to constraint (1.10) in islanded conditions,

0.9   and 0.1R   are assumed. Italian tariffs for electricity and gas are accounted and storage 

operation costs are neglected.  

The procedures in the several cases are simulated by exploiting MATLAB® optimization tools 

linprog and fmincon, and parallel calculus is adopted to deal with non-linear problems. The 

procedure is run on an Intel ® Xeon ® E5-1620 3.50 GHz with 16 GB RAM, operating system 

Windows 7 (64 bit) and MATLAB® 2012b. 

In the following, simulation results are shown. In particular, in Fig. 1.6, the electric power 

production in the winter day is reported in the grid-connected mode and stand-alone mode, in 

the linear and nonlinear formulations. Analogously, in Fig. 1.7 the thermal power production 

in the winter day is illustrated. Furthermore, electric and thermal generation for the summer day 

are shown in Fig. 1.8 and Fig. 1.9, respectively. In Figg 1.6 and 1.8, negative values represent 

charge power of ESSs or power delivery to the grid. 

It can be observed that the ICE provides a larger contribute to satisfy electrical and thermal 

load. Whereas, the TG shows higher production in the evening to balance the lack of 

renewable energy. In the linear formulation, efficiencies of ICE and TG are constant, therefore 

ICE is cheaper and it is exploited often close to the nominal value. When electric power demand 

is higher, the TG gives contribution. On the other hand, in non-linear formulation, the 

advantage in the use of one of the two cogeneration devices depends on the operating point, 

yielding a deeper exploitation of the TG in the evening. 
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Moreover, it can be noted that in the grid connected mode, the MG withdraws power from the 

distribution grid in the evening, when renewable sources are lacking and the electricity cost is 

smaller. In any case, no power delivery from the MG to the distribution grid is observed due to 

the low sold price. In the islanded mode, the contribution of ESS2 is remarkable, since it charges 

(negative values) in the central hours of the day with large renewable contribution and it is 

discharged in the remaining periods, as shown in Fig. 1.7.  

 
Figure 1.6.  Electric power production in winter day in the four cases. 

 

Figure 1.7.  Thermal power production in winter day in the four cases. 

 

Figure 1.8.  Electric power production in summer day in the four cases. 

 

Figure 1.9.  Thermal power production in summer day in the four cases. 
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The trends of the state-of-charge for the two ESSs are reported in Figure 1.10 and Figure 1.11 

for winter and summer days, respectively, in the four considered cases. It can be seen that, 

during winter day, the behavior of ESS2 is almost similar in all cases, whereas by considering 

IN case the ESS1 shows a lower exploitation. In summer day, grid-connected condition 

involves only ESS2 activation, whereas ESS1 keeps in idle state. In islanded mode, as stated 

previously, the exploitation is deeper, and a preventive discharge is observed for ESS2 in early 

morning making it available to store renewable-based energy in central hours of the day. 

In each case study, thermal power balance is satisfied, notwithstanding this in islanded mode a 

higher part of thermal energy is released to the atmosphere, allowing the electrical load tracking 

by cogeneration systems. In the winter day, the Boiler 1 runs close to its rated power in the first 

hours of the day, and in the central hours the Boiler 2 is employed at maximum capacity to 

cover peak load. Boiler contribution is lower in the evening due to the TG intervention. Since 

thermal load is lower in the summer day, Boiler 2 gives negligible contribution, whereas Boiler 

1 covers the load when it is not affordable to produce by TG. 

 

 

Figure 1.10.  Storage state-of-charge in winter day in the four cases. 
 

 

Figure 1.11.  Storage state-of-charge in summer day in the four cases. 

 

The economic performances of the different cases are reported in Table 1.1, in particular the 

obtained values are referred to the objective function yields of the optimization. It could be 
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noted that the non-linear formulation is cheaper in each case, due to more refined efficiency 

functions of ICE and TG, with savings ranging between 1% and 2.5%. 

Whereas, the islanded case is more expensive than grid-connected by 4-5%. The main cost 

contribution to daily cost comes by gas purchase, from 81% in winter grid-connected cases to 

94% in summer islanded cases. Emission daily cost ranges from 3.89 € in summer GN case to 

6.90 € in winter IL case. 

 
Table. 1.1.  Total Daily Cost [€] 

Case Winter Summer 

GL 578.49 413.24 

GN 573.37 402.95 

IL 596.01 427.42 

IN 586.44 422.00 

 

Computation efforts are compared in Table 1.2. It can be observed that iteration number and 

computation time are higher in non-linear formulation, albeit compatible with day-ahead 

procedures. Moreover, the islanded condition requires higher efforts. 

 
Table. 1.2. Computation Efforts Comparison 

Case 
Iteration number 

Computation 

time [s] 

Winter Summer Winter Summer 

GL 12 14 0.129 0.133 

GN 71 40 112.59 286.65 

IL 13 13 0.129 0.130 

IN 113 250 108.77 274.78 

 

It should be noted that the solution in islanded operation mode is obtained with a higher iteration 

number, due to the necessity of evaluating with deeper detail the ESS performance to 

compensate the lack of energy exchange with the distribution network and to suitably exploit 

of the renewable generation. 
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1.2.4 Conclusions 
In this subsection, the day-ahead operation planning of a MG has been formulated, in order to 

cover electricity and thermal demand, and solved through linear and non-linear approaches. 

The proposed methodology has been proved on a configuration of Prince experimental MG in 

grid-connected and islanded operation conditions. The analysis of simulation results has put in 

evidence that non-linear formulation, involving a more refined device model, has yielded less 

expensive solutions, with a better performance of the system with respect to linear formulation 

both in grid connected and islanded mode. The observed computational effort is still compatible 

with SCADA/EMS function timing for the investigated case. Whereas, the linear formulation 

has required shorter solution time, turning out to be suitable in a multi-MG framework, with 

more complex systems and mutual interaction 
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1.3 An optimization procedure for Microgrid day-ahead operation in the 
presence of CHP facilities 
The aim of this sub-section is to propose a procedure for optimal day-ahead operation 

scheduling of a MG, which is one of the tasks performed by MG Central Controller. A particular 

focus is devoted to proper modelling of CHP operation suitable for microgrid size and their 

integration with back-up boilers, in order to cover electric and thermal demand. A detailed 

characterization of MG components and electric/thermal load is provided, along with relevant 

suitable constraints, and differentiated costs for power exchange from/to the distribution 

network at PCC are considered. The presence of several loads in the same MG with independent 

thermal demand and connected to common network is considered as well. In addition, different 

operation strategies for CHP-based generators are embedded in the procedure, to the purpose 

of verify the effectiveness of electric and thermal demand coverage assumptions. A non-linear 

formulation of day-ahead scheduling problem is provided and the procedure is carried out in 

MatLab by means of the SQP solver. The proposed methodology is tailored to be implemented 

in a SCADA/EMS system of the experimental MG described in sub-section 1.1. In particular, 

the results of program development, hereinafter, are presented and the implementation in the 

MG facility is shown in the following sub-sections. 

1.3.1 Literature Review 
The energy management in the MG is typically performed in two stage, in particular day-ahead 

planning is called to determine generation profiles of controllable sources according to forecast 

demand, whereas real time dispatching involves adjustments in order to smooth out load 

variation and renewable power fluctuations [10][11]. 

The optimal scheduling of MG components is an attractive issue in the system operation. 

Indeed, it is remarkable both for the goal to be pursued (minimum-cost, maximum-profit and/or 

reliable operation) and the MG configuration (grid-connected or islanded).  

Different solutions have been addressed to the MG energy management problem. A thorough 

review of relevant methodologies, classified according to objective functions, optimization 

techniques, solution approaches and exploited software tools is reported in [12]. 

In [13], a focus on the operation procedure is proposed, with the purpose of minimizing 

operation cost through the coordination between DG sources and batteries. In [14], two 

strategies for the optimal management of ESS in a MG are proposed. An economic benefit 

maximization problem is considered in [15], where minimum on-off time constraints and 

ramping constraints are taken into account. In [2], user costs for Load Shedding are considered 
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using PowerWorld Simulator®. A strategy for managing a MG containing PVs and hybrid ESSs 

is proposed in [16]. Whereas, an operation planning of MG based on time-of-use pricing is 

developed in [4], with the goal to determine a scheduling of MG components that depends on 

electricity price trend. Moreover, multi-objective optimization problems are evaluated to MG 

operation planning. In particular the environmental and economic optimization problem is 

considered in [17], in which pollutant emissions are taken into account through an equivalent 

cost. In [18], the objective function integrates both the cost and network reconfiguration 

problem. In [19], both day-ahead operational scheduling and unit commitment problems are 

considered in the presence of controllable loads. In [20], several objectives are weighed in a 

single function in order to prove the effectiveness of weighing coefficients. 

The forecast of generated power from renewable sources represent a remarkable aspect in MG 

operation programming. To this purpose, several methods are performed based on Neural 

Networks, stochastic approach and robust optimization. In [21] Neural Networks with different 

approaches are proposed. A Stochastic approach is used in [22], to take into account prediction 

uncertainty in MG operation programming. Robust optimization is accounted in [23] to account 

for reserve needs to deal with possible deviations of wind generation from forecast levels, 

whereas load uncertainty and reliability costs are added in [24]. 

In the last year, the optimization of MG operation is focused to ensure the satisfaction of electric 

and thermal demands. In particular, the use of Combined Heat and Power (CHP) systems 

enforces the interactions among different energy forms and improve the efficiency of energy 

supply in a MG [25]. In [26] CHP modelling is accounted along with an operating strategy of 

thermal storage in order to determine hourly MG plan. An advanced model of CHP, including 

cooling demand and involving ambient influence, is developed in [11]. The influence of heat 

pumps in the satisfaction of electric and thermal demand of a domestic MG is tackled in [27]. 

The optimal dispatch of microgrid with CHP based on probabilistic algorithm accounting for 

load and renewable probability distribution function and with linear CHP costs is presented in 

[28], whereas in [29] the daily scheduling of CHP-based MG is based on a stochastic model 

involving CHP cost as quadratic function of electric and heat power production and considering 

feasible operating region linking electric and heat output typical of combined-cycle plants. 

Moreover, in [30] economic emission load dispatch scheduling in a MG with CHPs is based on 

quadratic cost function and the determination of emission merit order according to Differential 

Evolution Technique. In [31] linear formulation of the production cost function is provided in 

combination with the coordination cost to cover both heat and power demands. A linear 

problem of optimal scheduling of a CHP system in thermal following mode with energy storage 
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is described in [32]. The influence of different price on operation planning of energy smart 

homes including CHP is depicted in [33].  

The novel contributions proposed in this sub-section are reported in the following, compared 

to the approaches in literature dealing with the operation planning of CHP-based MG: 

 The characterization of typical operating modalities of CHP systems, as described in [34] 

and [35] for autonomous systems, in MG operation planning framework. These strategies 

are usually neglected in other formulations or only one of them is assumed [32][36]. 

 The adoption of realistic nonlinear efficiency functions for CHPs, instead of constant values 

as in [25][33][37][38]. 

 The integration in a single MG, sharing all electric production facilities, of several sources 

for the coverage of distinct thermal loads instead of considering a single aggregate thermal 

demand. Moreover, the presence of excess heat ensures higher flexibility [30][39]. 

 The analysis on day-ahead horizon with 15-min programming time step, more and more 

necessary to capture variations of renewable production [40], assuming a further control 

stage, closer to real time operation, to cover the deviations from forecast values [41]. 

 The exploitation of Sequential Quadratic Programming (SQP) method for the solution of the 

complete nonlinear optimization problem instead of mixed-integer linear programming that 

can lose information [42] or mixed-integer nonlinear programming that could not reach 

feasible point [43]. 

 The simulation results are tested on real CHP system operation integrated in an experimental 

MG.  

1.3.2 Nomenclature 
Indices: 

i  Micro-Turbine in cogeneration layout (MT) 

k Reciprocating-Engine in cogeneration layout (RE) 

j  Boiler 

s Energy Storage System (ESS) 

z Electrical Load 

h Thermal Load 

g Photovoltaic system (PV) 

r Wind Turbine (WT) 
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t Time step 

Parameters: 

Mn  Total number of MTs 

Rn  Total number of REs 

Bn  Total number of boilers 

Sn  Total number of ESSs 

Ln  Total number of electrical loads 

Hn  Total number of thermal loads 

PVn  Total number of PVs 

WTn  Total number of WTs 

N  Total number of time steps ( 1,2,..., )t N  

Input Variables: 

L
ztP  Electric power consumption by z-th load in the t-th time step 

V
gtP  Electric power generated by g-th PV in the t-th time step 

W
rtP  Electric power generated by r-th WT in the t-th time step 

htQ  Thermal power demand of h-th load in the t-th time step 

State Variables: 

M
itP  Electric power generated by i-th MT in the t-th time step 

R
ktP  Electric power generated by k-th RE in the t-th time step 

C
stP  Charging power of s-th ESS in the t-th time step 

D
stP  Discharging power of s-th ESS in the t-th time step 

stE  State Of Charge (SOC) of s-th ESS in the t-th time step 

PtP  Electric power withdrawn from distribution network at Point of Common Coupling (PCC) 
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in the t-th time step 

DtP  Electric power delivered to distribution network at PCC in the t-th time step 

B
jtQ  Thermal power generated by the j-th boiler in the t-th time step 

Cost items: 

( )M
itC P  operation cost of i-th MT in the t-th time step 

( )M
itS P  emission cost of i-th MT in the t-th time step 

( )R
ktC P  operation cost of k-th RE in the t-th time step 

( )R
ktS P  operation cost of k-th RE in the t-th time step 

( )B
jtC Q  operation cost of j-th boiler in the t-th time step 

( )B
jtS Q  emission cost of j-th boiler in the t-th time step 

 PtC P  cost for electricity purchase at PCC 

 DtR P  revenue for electricity delivery at PCC 

Constants: 

, MM
i iP P   Upper and lower limits of M

itP  

, RR
k kP P  Upper and lower limits of R

ktP  

, BB
j j

Q Q  Upper and lower limits of B
jtQ  

,Pt DtP P  Upper limits of PtP  and DtP  at time t  

,C D
s sP P   Upper limits of C

stP  and D
stP  

,s sE E  Upper and lower limits of stE  

t  Amplitude of the t-th time step 
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1.3.3 Modeling of Microgrid components 
The different technologies suitable in a MG context can be divided in groups. Technologies 

based on non-programmable renewable energy sources (RES), such as wind speed, solar 

radiation and water flow, yield electric power with a lower possibility of control and dispatch, 

therefore their contribution should be predicted with a good accuracy to avoid remarkable 

variations in real time operation. An ESS can influence the operation of the MG by performing 

several tasks, such as improve the reliability and mitigate the uncertainty of electricity 

production by RESs. Whereas, MTs and REs generate electrical power and useable exhaust 

heat which can provide hot water or process heat, and can operate with different fuels, allowing 

flexibility in the case of fuel unavailability and volatile fuel prices. Moreover, boilers usually 

compensate the action of CHP systems to cover thermal demand variations. 

In this sub-section, the MG components are modelled in the economic and operation perspective 

in a day-ahead time interval are described. To this purpose, energy production facilities based 

on non-programmable renewable energy sources have generally negligible operation costs, 

since no buying cost is associated to the source, whereas their production level in each interval 

of the day-ahead horizon is linked to expected value of the forecast of source availability. 

Moreover, since they take part to the MG that is a single entity interfacing the distribution 

network and eventually the market, nor economic penalizations are ascribable to forecast errors 

neither specific incentive schemes are accounted. On the other hand, programmable energy 

production devices (e.g. fuel-based generation devices, as well as external grid) can be fully 

controlled but incur in remarkable short-term operation costs. Energy storage devices present 

generally no variable cost, but are subject to internal state variation and conversion losses. 

The proposed distinction is reflected in the following formulation of device models for day-

ahead operation planning. In fact, WT and PV power production is linked to local weather 

condition forecasts and no variable cost is accounted, whereas variable costs are considered for 

MT, RE, boilers and grid connection. Storage devices involve loss terms with no variable cost. 

1.3.3.1 Wind turbine 
The power generated by the r-th WT in the t-th time step, according to a forecasted value of 

wind speed rtv , depending on ground clearance and roughness, is evaluated as follows: 

 
( )

0

rt rt rr
W W
rt r r rt r

f v v v v

P P v v v
else

 


  




   (1.11) 
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where W
rP is the rated power of the WT, , ,r rrv v v  represent the cut-in, rated and cut-off wind 

speed, respectively, and ( )rtf v  is a polynomial function determined by the specific power-

speed curve of the WT. Suitable forecasting procedure or historical data can be adopted to 

obtain rtv  over a time step [44]. 

1.3.3.2 Photovoltaic plant 
The electric power generated of the g-th PV plant at the t-th time interval is expressed as 

follows: 

 ( )V V V
gt g g g gt g gtP n A I        (1.12) 

where gtI  [kW/m2] is the incident irradiance on panel surface, taking into account direct, diffuse 

and reflected components [45], gA  [m2] is the panel area, V
gn  is the number of panels in the PV 

system, ( )V
g gt   is panel efficiency depending on its temperature gt  [46], g  is a degradation 

coefficient that includes panel shading, inverter and asymmetries losses. Solar irradiance can 

be estimated according to forecast procedures or historical data [47]. 

1.3.3.3 Energy storage system 
The ESS is characterized by its charge and discharge rate and mainly energy content, or State 

Of Charge (SOC) in day ahead operation. The SOC of the s-th ESS in t-th time stage is linked 

to the value at previous stage t– , as follows: 

     
(1 )

D
D C C C st

st s st st s st D D
s st

P tE q E P t P
P




        
 
 

 (1.13.a) 

where  C C
s stP  and  D D

s stP  are the charging and the discharging efficiency of the s-th ESS, 

respectively, depending on charge and discharge power level, and the self-discharging effect 
D
sq  is determined with respect to the level of available capacity at previous stage [48][49]. At 

the first time step, 1t  , it is assumed that t N   so that the same state is present at the extremes 

of each day. Moreover, the following relation holds, in order to fix the SOC at the beginning of 

programming horizon to a value '
sE  able to guarantee an efficient daily operation in any 

condition. 

 '
sN sE E  (1.13.b) 
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The values of SOC and charge/discharge power are limited by specific characteristics of the 

ESS based on nameplate data provided by manufacturer, as follows: 

 st ssE E E   (1.14.a) 

 0 C C
st sP P   (1.14.b) 

 0 D D
st sP P   (1.14.c) 

In particular, maximum SOC value in equation (1.14.a) is determined as nom
s s sE E   where 

nom
sE  is the nominal energy capacity of the ESS and s  represents the capacity reduction factor. 

This factor depends on the utilization history of the ESS, i.e. equivalent cycles at the defined 

depth of discharge [50][51][52], from the beginning of exploitation, and it is updated for the 

analysis of different days. 

Moreover, the ESS is connected to MG by a single point, therefore it can be only charged or 

discharged in each time step. Therefore, the following condition holds: 

 0C D
st stP P   (1.14.d) 

1.3.3.4 MicroTurbine in Cogeneration Layout 
The operation cost of i-th MT can be expressed as follows [53], in each time step: 

 ( )
( )

M
M M it

it i M M
i i it

t PC P
H P




 
 


 (1.15) 

where M
i  [€ per fuel unit] is the cost of fuel (generally natural gas), M

iH  [kWh per fuel unit] 

is the lower heating value of fuel and ( )M
i itP  is the electrical efficiency at specific level of 

power production M
itP . The latter has to be within technical limits of the MT: 

 M M M
it iiP P P   (1.16) 

Whenever the i-th MT operates in CHP mode, the thermal energy provided in the t-th time stage 
M
itQ  can be obtained by the following expression [54] 

 
( )

M
M M i
it it M

i it
Q P

P



   (1.17) 
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where M
i  represents the thermal efficiency. 

The impact of pollutant emissions based on the power production, the equivalent cost of CO2 

emissions is employed, by means of a unit penalty cost E [€/kg]. This item of cost associated 

to the i-th MT can be expressed as follows: 

 ( ) ( )M M M
it E i it itS P P t P      (1.18) 

where ( )M
i itP  [kg/kWh] is the emission factor of the i-th MT, determined as 

( ) ( )M M M
i it i i itP P   , being M

i  a constant emission factor depending on the consumption of 

the fuel in the i-th MT. 

Moreover, ramping limits can be neglected in the day-ahead horizon with reasonably wide time 

interval [11]. 

1.3.3.5 Reciprocating-Engine in Cogeneration Layout 
The operation cost of k-th RE system in the t-th time stage can be expressed as the following 

expression [55]: 

 ( )
( )

R
R R kt

kt k R R
k k kt

t PC P
H P




 
 


 (1.19) 

where R
k [€ per fuel unit] is the fuel cost, R

kH  [kWh per fuel unit] is the lower heating value of 

fuel, ( )R
k ktP  is the electrical efficiency. Power production of the RE R

ktP  is bounded by technical 

features:  

 R R R
kt kkP P P   (1.20) 

Moreover, in CHP mode, the thermal power output from k-th RE system at the t-th time step 
R
ktQ  can be evaluated as follows [54]: 

 
( )

R
R R k
kt kt R

k kt
Q P

P



   (1.21) 

where R
k  is the thermal efficiency. 

The equivalent cost of CO2 emissions can be determined as: 

 ( ) ( )R R R
kt E k kt ktS P P t P      (1.22) 
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where ( )R
k ktP  [kg/kWh] is the emission factor of the k-th RE, derived by the expression 

( ) ( )R R R
k kt k k ktP P   , being R

k  a constant emission factor depending on the burnt fuel in the k-

th RE. 

1.3.3.6 Boiler 
The operation cost of the j-th boiler in the t-th time stage can be expressed as [56]: 

 ( )
B
jtB B

jt j B B
j j

t Q
C Q

H




 
 


 (1.23) 

where B
j  is the fuel cost [€ per fuel unit], B

jH  [kWh per fuel unit] is the lower heating value, 

B
j  is the thermal efficiency. The useable thermal power by the j-th boiler B

jtQ is limited in the 

range: 

 B B B
jt jj

Q Q Q   (1.24) 

The equivalent cost of CO2 emissions from the j-th boiler can be evaluated by the expression: 

 ( ) ( )B B B
jt E j jt jtS Q Q t Q      (1.25) 

where ( )B
j jtQ  [kg/kWh] is the emission factor of the j-th boiler depending on thermal power 

production. 

1.3.3.7 Power exchange at PCC 
In the grid-connected mode, the cost of electric energy withdrawal from the distribution 

network in the t-th time step is given by the expression: 

  Pt Pt PtC P t P    (1.26) 

where Pt  [€/kWh] is the unitary electricity purchase price, and PtP  is limited by contractual 

conditions with the distribution system operator and the size of connection equipment: 

 0 Pt PtP P   (1.27) 

Whereas, the revenue from the energy injected to the distribution network can be expressed as: 

  Dt D Dt DtR P k t P     (1.28) 
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where Dt  is the electricity selling price, 1Dk   is a factor that takes into account the 

administrative of connection service [57]. Analogously to power purchase, the delivered 

amount DtP  has to respect a maximum value: 

 0 Dt DtP P   (1.29) 

In order to avoid bidirectional power exchange at PCC in a single t-th time step, the following 

condition holds: 

 0Pt DtP P   (1.30) 

1.3.4 Day-ahead energy management problem 
In this sub-section, a nonlinear optimization procedure is proposed for the day-ahead scheduling 

of the MG sources in order to cover the internal electric and thermal load profile by minimizing 

operation costs and environmental impacts. 

1.3.4.1 Problem formulation 
The MG energy management function is performed through the solution of a non-linear 

optimization problem, aiming to find a minimum value of an objective function subject to 

equality and inequality constraints, that can be formulated in the following canonical form: 

 

 min

( )
subject to 

( )

J


 

x
x

g x 0
h x 0

 (1.31) 

where x  is a  3 2M R B Sn n n n N       dimensional vector including the subsets of variables 

               , , , , , , ,M R B C D
it kt jt st st st Pt DtP P Q P P E P P  and  J x  includes the MG operation and 

emission costs over the total time interval N t , expressed as follows: 

 

 
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 

x

 (1.32) 

Equality constraints in (1.31) include the subsets: (1.13.a), involving Sn N  linear relations for 

all storage devices in the whole time horizon; (1.13.b), with Sn  linear equations; (1.14.d), 

constituting Sn N  non-linear conditions; (1.30), corresponding to N  non-linear constraints. 

Moreover, the electrical power balance of the MG in the t-th time step should be imposed, so 
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that the sum of consumption profile of electricity MG users and net power interchange with the 

distribution network is equals to the production of internal energy sources, neglecting MG 

losses in the day-ahead programming stage, as follows: 

 
1 1 1 1 1 1

( ) ( )
L M R S PV WTn n n n n n

L M R D C V W
zt Dt Pt it kt st st gt rt

z i k s g r
P P P P P P P P P

     

              (1.33) 

By considering that the electricity balance over all the planning horizon involves N  linear 

constraints, the set of equality constraints ( ) g x 0  includes  2 2S Sn N n     relations. 

Furthermore, inequality constraints in (1.31) are represented by the subsets: (1.14.a)-(1.14.c), 

constituting 6 Sn N   linear conditions; (1.16), involving 2 Mn N   linear relations; (1.20), 

yielding 2 Rn N   linear constraints; (1.24), constituting 2 Bn N   linear inequalities; (1.27) and 

(1.29), giving rise to 2 N  linear relations each. Moreover, thermal power balance is 

guaranteed, based on technologies involved in thermal energy production, i.e. CHP units and 

Boilers. In accordance with the operation criteria of the MG, the possibility that a part of thermal 

energy can be released to the atmosphere at a given time period is considered. In particular, it 

is supposed that a part of the exhaust air after combustion, controlled by means of valves, passes 

through the exchangers to give useful heat, and a ventilation system, whose electric demand 

can be considered negligible, lets exhausts leave the thermal supply. In addition, the presence 

of different thermal loads, i.e. groups of users served by a determined subset of thermal power 

sources in the MG framework, is accounted. The link between the h-th thermal load and the 

thermal power sources of MG at the t-th time period can be expressed by the following 

inequality: 

 
1 1 1

M R Bn n n
M M R R B B

ht hi it hk kt hj jt
i k j

Q a Q a Q a Q
  

         (1.34) 

where M
itQ  and R

ktQ  are evaluated by the non-linear expressions (1.17) and (1.21), respectively. 

Moreover, the coefficients M
hia , R

hka  and B
h ja  are equal to 1 if the correspondent i-th MT, k-th 

RE or j-th boiler, respectively, is connected to the h-th thermal load, otherwise they are equal 

to zero. 

Since the thermal power balance for all thermal users over the planning horizon involves Hn N  

non-linear relations, the size of inequality constraint set ( ) h x 0  is 
 2 2 2 6 4M R B S Hn n n n n N          . 
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The described methodology has the advantage to include further thermal technologies in MG 

planning through the specific model of devices. The adopted models allow to catch the 

behaviour of MG-sized devices in the day-ahead horizon, where the ramping limits can be 

neglected and steady-state conditions can be considered valid for each time step. Moreover, it 

is worth to remark that the procedure is able to perform the islanded mode condition of MG 

operation in defined time steps, by assuming 0PtP   and 0DtP  . In this way, the objective 

function is not affect by the grid costs in a specific time stage, however the electricity balance 

cannot rely on flexibility ensured by distribution network exchange. Hence, the optimal day-

ahead operation plan is provided, considering the sole MG internal sources. 

1.3.4.2 CHP Operation Strategies 
The solution of problem (1.31) yields the optimal values of the outputs of CHP devices, boilers 

and ESS, based on expected contributions by PV and WT systems, to cover the load demand. 

However, ad hoc strategies for managing CHP units can be required to improve long-term 

technology performance and to deal with specific needs [35]: 

C1. electrical load tracking: selected CHP units are managed with the aim of following the 

evolution of electricity load; 

C2. thermal load tracking: specified CHP units are operated with the objective of following 

the behavior of defined heating loads; 

C3. on-off operation: the CHP units are operated at the rated power over defined time periods. 

The C1 strategy can be easily handled, by adding to the problem (1.31), for each time stage, the 

following equality constraint: 

 
1 1 1

L M Rn n n
L M M R R

t zt it it kt kt t
z i k

P b P b P 
  

 
      
  

    (1.35) 

where the coefficient  0 1t t    represents the portion of electrical load that is covered at 

the t-th step by the i-th MT or the k-th RE, operating in according with the value of binary 

factors M
itb  and R

ktb , respectively, equal to 1. At the t-th time step, the C1 strategy is activated by 

1t   and 0t  , whereas, if C1 strategy cannot be applied 0t  , ( 0t  ). Therefore, the 

activation of C1 strategy yields the increase of equality constraints to a total of 

 2 3S Sn N n     relations. 

The C2 strategy is imposed, for the h-th thermal load and for the t-th time step, the following 

equality condition: 
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M M M R R R

ht ht it hi it kt hk kt ht
i k

Q u a Q u a Q 
 

 
        
  
   (1.36) 

where the coefficient  0 1ht ht    represents the portion of h-th thermal load that is fed at 

the t-th step by the i-th MT or the k-th RE. These latter are selected by the imposed value of 

binary factors M
itu  and R

ktu , respectively, equal to 1. At the t-th time step and for the h-th thermal 

load, the C2 strategy is in force if 1ht   and 0ht  , whereas, as long as 0ht  , C2 strategy 

is not applied ( 0ht  ). Therefore, the presence of C2 strategy involves a total of 

 2 2S H Sn n N n      equality constraints. 

Finally, the C3 strategy can be implemented by introducing, for the i-th MT and/or the k-th RE, 

the following relations: 

 M M M M
it it it itP P     (1.37.a) 

 R R R R
kt kt kt ktP P     (1.37.b) 

The strategy is activated, for the i-th MT or the k-th RE, in the t-th time step when the binary 

factors M
it  or R

kt  assume a value equal to 1, respectively. Whereas, as long as 0M
it   or 

0R
kt  , the C3 strategy is not applied. Therefore, the presence of C3 strategy involves a total 

of  2 2S M R Sn n n N n       equality constraints. 

1.3.5 Test system 
The proposed optimization procedure and CHP strategies are applied to the test MG shown in 

Fig. 1.12, where the representation of each device embeds the relevant power conversion stage. 
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Figure. 1.12.  The test MG. 

The test MG represents a selected configuration of experimental facility realized at premises of 

the Power and Energy System laboratory of Politecnico di Bari, with improved thermal section, 

currently under integration. The aforementioned experimental facility includes the following 

devices: 

- a gas-fueled CHP system, equipped with two variable-speed REs with total 105 kW rated 

electric power; 

- a gas MT with 30 kW nominal power; 

- a 50-kW photovoltaic plant composed of five sub-arrays with different panel technologies; 

- a sodium-nickel battery working at roughly 260 °C, with a discharge duration of 3 hours; 

- a 60-kVA wind turbine emulator, based on a back-to-back converter controlled according to 

models of different mini-wind generators and to measurement of an anemometer; 

- two programmable loads, with 150 kVA rated power each, able to replicate active and 

reactive power needs of different kinds of load; 

- a by-pass converter, with 200 kVA rated power, which allows the power exchange with the 

distribution network at PCC limited to a specified value. 

The proposed day-ahead operation planning function is aimed to be implemented in the 

SCADA system by means of software integration ensured by Open Platform Communication 

(OPC) environment. Therefore, the proposed procedure is currently object of real-world 

implementation. 
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The main features of test MG components, according to the relations reported in section 1.3.3, 

are described in Table 1.3 for renewable-based components and in Table 1.4 for other devices. 

For the employed ESS, available depth of discharge is 80%, self-discharging effect is assumed 

negligible in the daily time horizon, charge and discharge efficiencies are observed to be quite 

independent on power levels, and no previous exploitation is assumed, therefore ESS maximum 

SOC is equal to rated capacity. The amount of power exchange at PCC is capped at 200 kW on 

both withdrawal and delivery. 

 
Table 1.3. Characteristics of renewable devices in the Test MG 

Device 
Name Description 

Rated 
electric 

power [kW] 

Cut-in / Nominal / 
Cut-off wind 
speed [m/s] 

PV panel power [W] 
/ module number / 
nominal efficiency 

[%] 
WT1 33-kW horizontal axis wind turbine 33 3.5 / 11 / 20  
WT2 two 6-kW vertical axis wind turbines 12 5 / 14 / 25  
PV1 photovoltaic triple junction a-Si modules 9.216  144 / 64 / 7.7 
PV2 photovoltaic mono-crystalline Si modules 10.53  270 / 39 / 16.6 
PV3 photovoltaic poly-crystalline Si modules 10.5  250 / 42 / 15.4 
PV3 photovoltaic CIS technology 9.6  150 / 64 / 12.2 
PV3 photovoltaic mono N-type modules 9.9  300 / 33 / 18.3 

 
 
 
 

Table 1.4.  Characteristics of non-renewable devices in the Test MG  

Device 
Name Description 

Rated electric 
(charge/discharge) 

power [kW] 

Rated 
thermal 
power 
[kW] 

Rated 
capacity 
[kWh] 

Rated electric 
(charge/discharge) 

efficiency 

Rated 
thermal 

efficiency 

ESS sodium-nickel chloride battery system 44 / 48 --- 141 85% / 85% --- 
CHP1  gas-fuelled RE in cogeneration mode 105 180 --- 31.5% (Fig. 1.13) 50%  
CHP2 gas MT in cogeneration mode 28 57 --- 24.8% (Fig. 1.13) 50% 

B1 wood-fuelled boiler  20   82.5% 
B2 pellet-fuelled boiler  75   88.2% 

 
 
 

The electric efficiency trends of CHP systems according to power production level are 

expressed by means of the following third-order polynomial equations and their trends are 

depicted in Fig. 1.13 according to power output in p.u. of nominal power:  

 
3 21: ( ) 2.21 7 ( ) 7.47 5 ( ) 8.06 3 ( ) 3.707 2R R R R

k kt kt kt ktCHP P e P e P e P e               (1.38.a) 

3 22: ( ) 2.22 6 ( ) 3 4 ( ) 1.397 2 ( ) 3.905 2M M M M
i it it it itCHP P e P e P e P e               (1.38.b) 
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Fig. 1.13.  Electric efficiency trends of CHP systems in the test MG. 

Thermal efficiency has been considered constant to the rated values reported in Table 1.4 both 

for CHP and boilers, since no remarkable variations are observed during operation. 

Emission factor for gas burning in CHP1 and CHP2 involves pr0.1404 kg/kWhR M
k i    

obtaining, at nominal power, 0.453 kg/kWh for CHP1 and 0.560 kg/kWh for CHP2, according 

to the nameplate data. Whereas, emission factor for boilers is constant, though suitably low 

(0.002 kg/kWh) due to the exploitation of renewable fuels, whose burning is not related to 

proper emissions. 

Moreover, for each CHP, the minimum production level is set to zero, compatibly to the 

observed low minimum stable production (roughly 1 kW). Daily curves of electrical and 

thermal load demand are taken from data of industrial users by an Italian distribution company. 

Weather data for the forecast of renewable sources production are taken from meteorological 

stations placed in the considered location [59]. Electric energy purchasing price is determined 

as the sum of market prices and service costs according to Italian rules, whereas electric energy 

selling price is defined by the Italian energy authority [57]. Finally, fuel costs are constant  in 

each time step, according to data by a fuel distribution company [60] and are equal to 0.51 €/m3 

for gas, 0.17 €/kg for wood, 0.32 €/kg for pellet, and emission cost is equal to 5.7 €/t [61]. 

The proposed non-linear optimization methodology is implemented, dividing the day into N = 

96 time steps of 15 minutes each, in MatLab® environment and solved through fmincon 

function in Optimization Toolbox exploiting SQP method [62], that has been proved robust for 

the solution of nonlinear optimization problems, even in non-convex formulations, and it is 

characterized by superlinear convergence [63][64]. The SQP method is based on the 

formulation, for each major iteration, of a Quadratic Programming subproblem based on a 

quadratic approximation of the Lagrangian function with positive semidefinite Hessian matrix 

and linearized constraints, whose solution is used to find a possible direction for a line search 

procedure with step length according to a merit function [65][66]. The SQP efficiently looks 
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for a local solution, and the solution search is improved starting from a feasible initial point 

[66] as a typical nonlinear programming method. In the proposed procedure the initial point is 

obtained by solving a linearized version of the problem, as suggested in [67]. The linearized 

problem is built by assuming efficiencies at rated levels, irrespective of power amount, in 

(1.13.a), (1.15), (1.17), (1.18), (1.19), (1.21), (1.22), and neglecting nonlinear constraints 

(1.14.d) and (1.30) on bidirectional power flow.  

1.3.6 Test cases and results 
Simulations are carried out according to data of a typical summer working day, where forecast 

electricity load amounts to 3,422 kWh in the whole day with a power peak of 165 kW at hour 

18. Daily load is covered for the 14.4% by forecast RES production, with a peak of 60 kW at 

hour 12. Moreover, a single thermal load is considered, analogously to the situation of the 

experimental facility. It amounts to 4,329 kWh with a maximum of 215 kW at hour 18. The 

initial SOC of ESS is set to 0.80 p.u. of rated capacity. Trends of electricity price for the day 

under investigation are shown in Fig. 1.14. It is worth to remark that purchasing price varies on 

hourly basis according to market influence, whereas selling price assumes only 3 different 

values in the day. 

 
Fig. 1.14.  Electricity price. 

 

Simulations are carried out by applying each CHP strategy described in paragraph 1.3.4.2, and 

relevant results are compared to the reference solution of the problem reported in paragraph 

1.3.4.1 (Base Case). 

The diagrams of electric power balance and thermal power balance for the Base Case are shown 

in Figs. 1.15 and 1.16, respectively. It can be pointed out that, for the considered day, 75.0% of 

the daily electric load is satisfied by CHP systems, 8.0% by electricity exchange at PCC, and 

the share of ESS is 2.8% , concentrated in early morning and in peak price period in the evening. 

The sum of these contributions and RES-based production (14.4%, as previously stated) 

exceeds the total daily load, since the supplemental share (3.8%) relates to the charging of the 

ESS in central hours of the day, and this is ascribable to the compliance with the constraint 
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(3.b). This yields an increase of total MG electricity demand (sum of electric load and ESS 

charge power), shown in red dashed line in Fig. 1.15.  

The coverage of thermal load is mainly performed by CHPs, with 83.6% contribution of RE 

(CHP1) and 12.9% by MT (CHP2). These systems work in a different manner, since CHP1 

behaves according to load variations, whereas CHP2 is off in early morning and evening, and 

in central hours of the day it runs at maximum power output. Moreover, B1 helps covering 

morning peak, contributing by 3.2% to cover thermal load demand, whereas 0.3% of load is 

covered by B2 in central hours of the day, before CHP2 is on. 

 

 
Fig. 1.15.  Base Case Strategy: electrical power balance. 

 
Fig. 1.16.  Base Case Strategy: thermal power balance. 

In order to verify the feasibility of C1 strategy, in the problem formulation the eq. (1.35) is 

considered as equality constraints, assuming 0.8t   and involving both CHP systems over the 

whole day ( 1M
itb   and 1R

ktb   t ). Complying with this requirement, the sum of CHP should 

contribute to cover the 80% of electric load profile for each time step of the considered day, as 

can be seen in Fig. 1.17. The CHP systems contribute to cover load profile with a share of 69% 

and 11% for CHP1 and CHP2, respectively. Since the modulation is mainly performed by CHP1 

during off-peak load, whereas CHP2 is run almost close to nominal value in the second half of 

the day. Whereas 2.8% of daily electric load is satisfied by ESS and 7.4% by electricity 

exchange at PCC. The total MG demand is 3.8% higher than load, due to ESS charging. 
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Moreover, 0.8% of internal production is sold to the grid in central hours of the day (i.e. when 

renewables exceed the remaining 20% of load), as reported in Fig. 1.17 through the difference 

between the envelope of bars and the dashed red curve. 

Thermal power balance is illustrated in Fig. 1.18. In this case, thermal load is mainly satisfied 

by CHP systems, and an excess thermal power is registered (roughly 5.9% of the total daily 

amount), especially in the morning and in the presence of peak electric load, as a by-product of 

electric load tracking. B2 is off over the whole day and B1 contributes only by 1.4% to load 

coverage in peak intervals, when the contemporaneous extra-production by RES does not allow 

CHPs to produce more thermal power. 

 
Fig. 1.17.  C1 Strategy: electrical power balance. 

 
Fig. 1.18.  C1 Strategy: thermal power balance. 

The C2 strategy described in sub-section 1.3.4.2 is implemented by adding eq. (1.36) to the set 

of equality constraints and setting the coefficient 0.8ht   for the whole day. Both CHP systems 

are involved in the strategy, i.e. 1M
itu   and 1R

ktu   t . 

The relevant electric power sharing is illustrated in Fig. 1.19. It can be noted that 61.6% of 

electric load is matched by CHP systems, 25.0% by electricity exchange at PCC and the 

contribution of ESS is less intense, at 2.7%. The total MG demand is 3.7% higher than load 

profile, corresponding to ESS charge, and no grid injection is observed.  

Thermal power balance is reported in Fig. 1.20. It can be observed that CHP units cover the 

prescribed amount of thermal load according to economic merit. Indeed, CHP1 is working 
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throughout the day and covers 70.3% of thermal demand, and CHP2 is exploited only in periods 

with higher demand, satisfying 9.7%. Furthermore, B1 runs close to its rated power covering 

10.5% of thermal demand, whereas more expensive B2 has a daily demand share of 11.0%, 

most concentrated in peak demand hours. 

 

 
Fig. 1.19.  C2 Strategy: electrical power balance. 

 
Fig. 1.20.  C2 Strategy: thermal power balance. 

The C3 strategy is considered by including eq. (1.37.a)-( 1.37.b) in problem formulation. In 

particular, it is investigated the number of time step when the strategy yields the most efficient 

MG operating condition. This preliminary analysis yielded the activation of C3 strategy in the 

period from hour 11 to hour 19 for CHP1 ( 1 [45,76]R
kt t    ), whereas for CHP2 it is not 

considered. 

The electric power balance is reported in Fig. 1.21. The strategy implementation leads to CHP 

systems cover 76.0% of load. The exchange power at PCC reach an omount to 11.2% of load 

is observed and ESS contribute to 2.8%. Total MG generation exceeds the imposed load by 

4.4%. The production surplus at strategy activation yields an excess production amounting to 

0.6% of the load, that is sold to the distribution network, whereas the remaining 3.8% is 

dedicated to ESS charge. 

Thermal power balance in Fig. 1.22 shows that CHP systems are entrusted to cover 98.1% of 

thermal demand (CHP1 covers 86.7% and CHP2 11.4%), whereas boilers are called to satisfy 
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the residual demand until hour 11, and in the peak hours they are unexploited. A slight excess 

of thermal power production is observed in the period of strategy activation. 

 

 
Fig. 1.21.  C3 Strategy: electrical power balance. 

 
Fig. 1.22.  C3 Strategy: thermal power balance. 

Technical and economic issues of the implemented strategies in the day-ahead operation 

planning of the MG can be compared. In particular, in Table 1.5 the total daily cost of each 

strategy is reported, and the contribution of main cost items is detailed. 

 
Table 1.5. Daily cost and contributions 

Strategies 
Costs Base Case C1 C2 C3 

Electricity purchase €   52.87 €   33.66 € 114.16 €   51.20 
CHP fuel cost € 440.87 € 477.17 € 367.77 € 448.22 
Boiler fuel cost €     8.19 €     3.25 €   51.96 €     6.53 
Energy selling 
revenue €     0.00 – €     1.61 €     0.00 – €     1.28 

Emission cost €     4.69 €     4.99 €     3.90 €     4.74 
TOTAL COST € 506.62 € 517.46 € 537.79 € 509.41 

 

It can be observed C2 strategy reveals the most expensive, with a maximum difference of 6% 

with respect to the Base Case. 

One of the main factors yielding differences in daily cost is the amount of electricity exchange 

at PCC with the distribution network, whose trends, determined as Pt DtP P , are shown in Fig. 
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1.23. In fact, the highest positive values, i.e. power withdrawal PtP , are reached in C2 strategy 

and the lowest values are observed in C1 strategy. It can be pointed out that, in all cases, the 

electricity withdrawal is reduced when electricity cost is higher (hours 20-21). Power delivery 

DtP  is observed in cases C1 and C3 in central hours of the day, when the excess comes for free 

from renewables due to the application of specific strategy. Whereas, fuel cost is higher in Case 

C1 due to the more intense exploitation of the CHP systems. 

 

 
Fig. 1.23.  Electricity exchange at PCC with the distribution network in the strategies. 

SOC trends for ESS, in p.u. of total capacity, are illustrated in Fig. 1.24. It can be noted that 

SOC at the end of the day to initial value is reported, according to the constraint (1.13.b). This 

behavior contributes to extend ESS life as well, since it depends on the number of 

charge/discharge cycles [32]. 

Moreover, ESS store excess energy especially in hours 9-13 when RES production is high and 

the electricity price is generally low. This yields an increase of total MG demand, and limits 

power injection into the network. In fact, storing energy in excess production periods and using 

it, to cover the demand in peak price periods (hours 20-21), reveals in general more convenient 

than selling excess production and buying energy in peak price hours. Moreover, the ESS is 

discharged until hour 6, covering part of the load demand and avoiding network withdrawal, in 

order to be ready to charge in the presence of excess power. Correspondently, minimum SOC 

of 30 kWh (0.21 p.u.) is observed in C3, along with maximum daily energy of 94.4 kWh. Slight 

differences are observed with respect to Base Case in C1, with deeper discharge in hour 3. 

Minimum exploitation of ESS is observed in C2 with daily energy supply of 91.5 kWh, and 

those differences are highlighted in the details at bottom of Fig. 1.24.  
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Fig. 1.24.  SOC of ESS in the strategies.  

It can be observed that in Base Case and C2 the thermal demand is strictly satisfied during the 

day, i.e. constraint (1.34) reduces to an equality, whereas the excess thermal power is due only 

to CHP strategies. Boilers are usually called to compensate for peak load due to less efficiency, 

and B2 reveals the second choice. In addition, in C1 and C3 Strategies the CHP systems reach 

a global average efficiency, given by the sum of electrical and thermal efficiencies, higher than 

75%. This threshold often characterizes cogeneration devices with high-efficiency systems. 

As regards the emission impact, the contribution in terms of cost is between 0.75% to 1.0% of 

total daily cost. In particular, C1 strategy shows higher emissions (1,241 kg of CO2 in a day), 

whereas C2 reveals the less pollutant one (971 kg of CO2 in a day). However, it can be seen 

that higher emissions are not related to higher total cost. 

In CHP operation programs resulting from the procedure, it is observed that production level 

does not fall below experimental minimum amount (1 kW), since the corresponding low 

efficiency, and consequent high cost, makes it inconvenient to use CHP below 1 kW with 

respect to other sources. This allows to achieve analogous results with respect to other 

approaches introducing integer decision variables [29][68]. 

In order to validate the optimality of the achieved solution, obtained by the NLP formulation 

solved through SQP starting from the solution of the linearized problem, a set of further 100 

starting points satisfying the constraints of the linearized problem is exploited [69]. These initial 

values are generated by stochastic variations of the linearized problem solution, according to 

normal distributions with zero mean and 20% as confidence interval for each state variable. The 

problem is therefore solved through SQP by using each of these starting points, and the obtained 
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results for the Base Case are reported in Fig. 1.25, where their cumulative distribution is 

compared with the solution of the proposed method.  

 
Fig. 1.25.  Comparison of solutions with different starting points in the Base Case. 

It can be seen that the solution obtained by means of the proposed case base method is the 

lowest, and most of solutions with stochastic starting points are close, but not better. Analogous 

results are obtained for the other three cases. Therefore, these results confirm that the overall 

proposed procedure for NLP problem solution, where the starting point is the solution of the 

linearized problem, reasonably guarantees the achievement of the optimal solution. 

1.3.7 Conclusions 
In this section, an optimization procedure for the day-ahead operational scheduling of a MG 

has been proposed. A non-linear programming problem is formulated, accounting for actual 

features of DG technologies and for different energy pricing schemes. Moreover, with respect 

to previous section, different strategies have been exploited according to operating modes of 

CHP systems. These strategies have been tested by implementing case studies on an 

experimental MG and comparing technical and economic outcomes. Simulation results have 

proved that the different strategies remarkably affect operation costs, reaching significant 

reduction of primary energy consumption and pollutant emissions. Strategy effectiveness 

depends on MG structure and particular condition of the considered day. The proposed 

approach is flexible enough to incorporate other types of DG units. 
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1.4 Static and Dynamic assessment of Microgrid Optimal Operation Plan 
In order to achieve a deeper integration of MG in the distribution network and to enhance its 

performances, a proper control system has to be embedded. This system is called to perform 

various actions, such as minimize total cost for energy supply, increase of service availability 

for customers, reduce environmental impact. This is realized by means of a SCADA 

architecture, dealing with centralized and/or decentralized control schemes [70]. 

One of the main functions to be dealt with by the SCADA system is the Energy Management, 

linked to the optimal operation of internal sources with the objectives of improving economic 

and technical performances. This is in general realized in two steps [11][41]. First, a day-ahead 

operation planning problem is performed, by means of proper equivalent representation of MG 

components and accounting for suitable intervals, generally ranging between 15 minutes and 1 

hour. These intervals are related to the granularity of adequate day-ahead forecasts of renewable 

source availability and of load, as well as to price schemes in force (i.e. flat, multi-level or time-

of-use) [47]. In a second stage, the control system is called to manage MG real time operation, 

in response to expected or unpredicted variations affecting the devices. This function is intended 

to check for violations of node voltage and branch ratings, and to assess dynamic responses 

even in islanding conditions. 

However, in order to translate the day-ahead operation plan into feasible working conditions, 

some procedures should be accounted. In particular, taking the cue from bulk power system 

management, the transition between two production setpoints should be properly programmed 

[71] in order to account for further functional behavior features and to ensure plan compliance. 

Moreover, preventive dynamic security assessment can point out critical operating conditions 

from the point of view of security, thus allowing the implementation of corrective control 

actions [72]. 

The aim of this section is to investigate several aspects of MG management between these two 

stages, where a set of further actions are required to the MG SCADA system. In particular, the 

elaboration to obtain a feasible minute-by-minute plan starting from hourly or 15-min 

references yielded by day-ahead optimal programming is performed. This plan is therefore 

applied to MG network model, first in static conditions by means of AC load flow analysis 

[73]-[76], and further in dynamic conditions by setting specific control models of devices [77]-

[79]. Tests are carried out on specific configurations of the experimental microgrid testbed 

realized in the Electric Power System laboratory of Politecnico di Bari. 
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1.4.1 Methods and tools 
The day-ahead operational plan provides as a result a sequence of active power setpoints for 

each MG device. These values are collected in a vector jP  for each device j: 

 ,1 ,2 , ,, , , , ,
tj j j t j NP P P P    jP  (1.39) 

where t represents the generic time step 1, , tt N  . 

In order to smooth out the sudden variations that can occur at the transition between two 

intervals, the 15-min setpoints are translated in a minute-by-minute plan, as depicted in Fig. 

1.26. This action is performed keeping the total energy of the device, by transferring some 

amount of energy between a defined number of minutes.  

 

 
Fig. 1.26.  From day-ahead plan to minute-by-minute plan. 

By indicating with m the generic minute of the day, 1, , mm N  ,  and with Mt the number of 

minutes in a single interval t, the smoothing action is performed for 2 m minutes over two 

contiguous intervals as follows: 
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 , , otherwisej m j tP P  (1.40.c) 

This process allows a suitable operational margins to each device and to preserve energy 

balance, preventing losses of revenue and reducing stresses induced by sudden variations. This 

is particularly true for CHP operation, since any variation of electric power can infer a variation 

in thermal output. 

The MG static model is based on power flow method, determining a snapshot of network 

behaviour in each operating condition. In this model, generators, storage devices and loads are 

represented as controlled power sources/sinks, where active power derives from the minute-by-

minute plan. The task of voltage regulation is entrusted to grid connection, or to a suitable 

internal source in intervals where islanding operation is provided. The determination of power 

flows in the MG is therefore carried out independently for each minute, obtaining a daily profile 

for voltage and current throughout the MG network: 
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  (1.41.a) 

where i indicates the generic network node, and the net power injection at m-th minute in the i-

th node is: 

 , ,i m j m
j i

P P


  (1.41.b) 

indicating with j i   the set of devices connected to node i, and assuming power generation 

positive and power withdrawal negative. It is worth to remark that classical methodologies for 

load flow simplification are not applicable to LV network (e.g. fast decoupled load flow, DC 

load flow), therefore full AC load flow resolution techniques are considered. Unbalanced load 

flow solutions should be adopted if power distribution among phases is not symmetrical [80]. 

MG dynamic model includes the representation of the main variables involved in 

electromechanical transient analysis of power production and delivery. This is realized 

neglecting faster dynamics related to electric transients, considering algebraic network 

equations and including device response or control functions in the range from tens of 

milliseconds to some seconds [81]. Under these assumption, trends for instantaneous effective 

values of each variable are derived through the following formulation: 

 
 

 
 


  

x f x, v,r

I x, v Y v 0


 (1.42) 

where x is the set of state variables of all devices, v is the vector of voltage levels at all network 

nodes,  includes the relation between net current injection, state and voltage for all devices, Y 
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is the nodal admittance matrix and r is the vector of inputs, including the planned power level 

of devices and variations of uncontrollable sources. 

This formulation is particularly challenging in MG where lots of power electronic interfaces 

are present, and proper models should be adopted in order not to lose information about the 

behaviour of both primary energy source and network connection [82][83]. In this work, 

literature-based models including basic features of experimental devices are exploited. For 

instance, in Fig. 1.27 the adopted dynamic model of the storage system is reported. In particular, 

it involves power and voltage measurements along with the reference signal coming from day-

ahead planning. It includes a model of DC side and battery depending on State of Charge (SOC), 

detailed in Fig. 1.28, a PQ control aimed at defining reference current on a d-q frame (see Fig. 

1.29), and a charge controller for proper limitations and feedbacks, in order to drive the inverter 

for the interface with the MG network. 

 

 
Fig. 1.27.  Dynamic control scheme of energy storage device. 

 

 
Fig. 1.28.  Battery and DC-side model of the energy storage device. 
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Fig. 1.29.  PQ control of the energy storage device. 

 

Moreover, in Fig. 1.30, the dynamic model of wind turbine is reported. It includes an 

aerodynamic model for power conversion and active control, according to the specific turbine 

regulation strategy and dynamic response, the model of generator dynamics (in this case, a 

PMSG) with relevant control, and PQ control of full scale converter. 

 

 
Fig. 1.30.  Dynamic model of a PMSG-based wind turbine. 
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analysis with variable inputs are managed by means of a specific procedure in DigSilent 

Programming Language (DPL). 

1.4.2 Test and Results 
The proposed approach is applied to a suitable configuration of the experimental MG built at 

premises of Electric Power System laboratory of Politecnico di Bari. The components of test 

MG have been described in section 1.3,whereas the network model is depicted in Fig. 1.31. 

All these components, actually realized and installed in the framework of the experimental MG 

testbed, are interfaced to the AC internal network by means of power converters, in order to 

enhance their performances. This in turn implies the need of proper dynamic models for 

distributed generation and storage devices, in order to reproduce the behaviour of actual systems 

and the control strategies  implemented in the converters. 

 

 
Figure 1.31.  Test MG network model. 

1.4.2.1 Static network validation 
The results of the day-ahead programming procedure of the MG, applied to a typical summer 

day, are reported in Fig. 1.32. It can be seen that the day-ahead plan is obtained with 15-min 

interval, according to suitable forecasts of wind and solar availability taken by a local weather 

station [59].  
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Figure 1.32.  Day-ahead operational plan. 

 

The determination of the minute-by-minute plan in the proposed test is performed for 2·m = 

14 minutes over two contiguous intervals, therefore the set-point changes slightly every minute. 

Whereas, for devices based on non-dispatchable renewable sources (PV, WT), the network 

analysis involves the same forecast values of the day-ahead plan. Sensitivity analysis according 

to uncertainty levels or updated forecast in a shorter time frame could be accounted as well. 

After this process, the static assessment of MG network behaviour is performed by Nm = 1440 

successive power flow analyses. According to the implemented control strategy in the 

experimental testbed, in grid-connected mode all the internal devices are represented by PQ 

buses, whereas the external grid node, or PCC, is accounted as the reference bus (i.e. at nominal 

voltage with null phase), slacking network losses. Moreover, due to the limited extension of the 

network, reactive power production is set to zero for all devices (the reactive charging of lines 

comes from the external network). Relevant results are reported in Fig. 1.33 , where a 

screenshot of network at a defined time instant is reported. 

 
Figure 1.33.  An example of static network assessment through DigSilent. 
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Moreover, in Fig. 1.34 and 1.35 daily voltage magnitudes at each node of the MG and daily 

loading rates for each line, respectively, are reported over the whole day. It can be seen that, 

thanks to the radial structure of the MG, typical of low-voltage networks, voltage values are 

always included in an acceptable range, between 0.98 and 1.02 p.u., and line loading is well 

below the maximum available flow, therefore no remarkable operation problems can be 

addressed in static network assessment. It can be noted that line loading does not assume 

remarkable values since the connections are mostly designed to limit voltage drop, exploiting 

larger cable sections. Therefore, the analysis has bought out that the static grid model could be 

included in planning stage, though slight influence is expectable with the adopted radial 

network architecture. 

 

 
Figure 1.34.  Daily overview of minute-by-minute node voltage. 

 

 
Figure 1.35.  Daily overview of minute-by-minute line loading. 
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1.4.2.2 Dynamic network validation 
The dynamic analysis is carried out for an entire day, in which gas-based systems are lacking. 

The MG generation is supported by PV, WT, BESS and grid connection at PCC. These sources 

are not able to satisfy the full load demand, therefore load curtailment is preventively evaluated. 

In Fig. 1.36, the dynamic behaviour of the BESS under minute-by-minute setpoint decrease 

over a 5-min interval is reported. It can be seen that the response is prompt, reaching the setpoint 

in less than 1 s with negligible damping, due to the absence of rotating parts and the fast time 

constants of the control scheme. Analogous behaviour is observed in the presence of setpoint 

increase and with negative power level (corresponding to charge). A comparison of planned 

SOC behaviour and the dynamic assessment trend over the whole day is reported in Fig. 1.37.  
 

  
Figure 1.36.  Dynamic behaviour of BESS in a 5-min time window. 

 

 
Figure 1.37.  SOC of BESS in day-ahead plan and in dynamic assessment. 

 

It can be seen that the dynamic assessment leads to analogous SOC trend though with slower 

discharge and faster charge, due to the dynamic battery model, involving the definition of 
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voltage and current according to SOC. The effect of charge controller is pointed out when SOC 

reaches the upper limit of 1 p.u., when the charge process is arrested at roughly 12:15, 

notwithstanding relevant setpoints are present until 14:00. 

The influence of dynamic models is further illustrated in Fig. 1.38, reporting in the upper part 

the planned trend of active power of the involved devices, and in the lower section the trends 

obtained by daily dynamic analysis with minute-by-minute setpoints. It can be seen that PV 

shows limited deviations, whereas WT is slightly delayed due to the time constants related to 

aerodynamic and machine model, and BESS is limited in charge between hour 12 and 14, as 

expected from the analysis of Fig. 1.37. Finally, the power exchange at PCC is in charge to 

cover those variations, in order to ensure the power demand and balance network losses, 

summing up to roughly 4 kW (as per comparison of the trends in the last hours of the day).  
 

 

 
Figure 1.38.  Power levels of MG devices in day-ahead plan (upper) and in dynamic assessment (lower). 
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1.4.3 Conclusions 
The methodologies and tools useful for the assessment of MG behaviour between the 

elaboration of day-ahead plan and real-time operation have been analyzed. In particular, a 

procedure to obtain a feasible minute-by-minute plan starting from hourly or 15-min references 

yielded by day-ahead optimal programming has been formalized. Therefore, the application of 

minute-by-minute plan to static network model by means of full AC load flow analysis has been 

proposed. Possible violations of feasible range of node voltage and line loading are checked 

through this method. Moreover, proper dynamic assessment has been analyzed, highlighting 

the importance of exploiting suitable models of MG devices for electromechanic stability 

analysis. The proposed methods have been applied to selected configurations and operating 

conditions of the experimental MG testbed of Politecnico di Bari, constituted by a radial 

symmetric three-phase AC LV network. Results have shown the potential usefulness of these 

analyses, pointing out the need of refined models, even coming from field experience, to 

account for several aspects of device behaviour that could be shadowed by simple models in 

day-ahead programming stage. 
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1.5 PrInCE lab microgrid: early experimental results 
As stated in the previous section, the operation of the experimental facility is managed by the 

definition of an operation program, defined the day before the actual implementation. Since the 

facility includes programmable loads, these are supposed to be known in advance. Whereas, 

adequate forecasts are evaluated for wind speed and for solar radiation, according to locally 

available meteorological data history. Moreover, the planning procedure accounts for costs of 

electric energy, involving day-ahead electricity market yields, as well as fuel costs, and the 

coverage of fictitious thermal demand. The procedure for obtaining the operation plan has been 

thoroughly described in the paragraph 1.3. In Fig. 1.39, a 3-h time period of the electric power 

operation plan obtained for a sunny working day of July is illustrated, by exploiting the 

characteristic wind speed-power of a 50-kW horizontal axis wind generator.  

 

 
Figure 1.39.  Day-ahead operation plan of the considered time horizon. 

 

The aim of the test is to reproduce the presented plan in the actual microgrid operation, and to 

highlight peculiarities of the devices to be included in the procedure in order to improve the 

fitness to actual operation of the devices. Therefore, the experimental microgrid is operated for 

the described 3-h time horizon, by sending the active power set-points to CHP engine (CHP 

ENG), microturbine (MTG), battery (BESS) and both programmable loads (LOAD), and 

considering the actual power production from photovoltaic system (PV) and wind emulator 

(WIND). Test results are reported in Fig. 1.40 for renewable-based devices, in Fig. 1.41 for 

fuel-based devices, in Fig. 1.42 for BESS (including the trends for SOC) and in Fig. 1.43 for 

loads and grid exchange (GRID). 
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For renewable sources, see Fig. 1.40, the difference between 15-min day-ahead forecast (forec) 

and actual trends is almost negligible for PV, except the temperature effect, whereas it reveals 

more remarkable for wind, where the production is low but with fast variations and some time 

shifting effects are observed. Moreover, it is worth to remark that, when the wind speed is lower 

than cut-in speed of the chosen turbine, some losses are observed, from 0.3 to 0.6 kW. 

Both fuel-based technologies, CHP ENG and MTG, show a mismatch between the setpoint 

(s.p.) and actual value measured at microgrid common bus, as can be seen in Fig. 1.41, due to 

the presence of internal losses and services and marginally to connection losses. It can be 

remarked that CHP ENG shows more remarkable transient effects, with deeper spikes, at 17:45 

when one of the two motors is shut down, and at 18:15 when it is turned on again, due to internal 

sharing logics of the machine. Whereas, at 18:45, the microturbine is started, since it cannot be 

kept in idle state, and during the acceleration stage it absorbs some power. The check performed 

on this process has caused a delay in sending the setpoint to CHP ENG. However, MTG 

response to setpoint is quite faster than CHP one. 

The response of BESS to active power setpoint (positive for discharge, negative for charge) is 

quite fast, see Fig. 1.42, though showing some differences between positive variations, where 

a smooth response is observed, and negative ones, where an initial spike is noted. A different 

behaviour can be observed at the beginning and at the end of the time window, where 0 kW are 

required from the BESS. In particular, at first the BESS is ready to accept the setpoint, therefore 

it effectively does not exchange power with the microgrid, although the SOC shows an 

unpredicted reduction with respect to the planned value due to self-discharge effect. This latter 

is hindered in the last two intervals, where the SOC is kept constant by setting the idle operating 

condition, that requires roughly 2.2 kW of power drawn. 

The response of programmable loads is quite fast and affordable, as shown in Fig. 1.43. 

However, in order to keep the system working correctly, the need of roughly 9.9 kW for 

auxiliary services (AUX in Fig. 1.43) arises during operation, notwithstanding this is not 

considered in day-ahead plan. All the described variations, involving dynamic behaviour and 

lower power yields with respect to the plan, affect the power exchange level, called to balance 

the system in grid-connected mode. The effect of measurements discretization can be 

highlighted on grid exchange, where only deep variations are catched. 
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Figure 1.40.  Forecast and actual operation of renewable-based devices. 

 

 
Figure 1.41.  Planned and actual operation of fuel-based devices. 

 

 
Figure 1.42.  Planned and actual operation of BESS. 
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Figure 1.43.  Planned and actual operation of load and grid exchange. 

 

In Table 1.6, the actual operation yields on 15-min average are synthetically compared to the 

operation plan. It can be observed that BESS and LOAD are able to realize the specified 

setpoints with minimum deviations. Whereas MTG and CHP ENG, when on, show an average 

reduction of 1 kW and of 3 kW respectively in comparison to setpoint, slightly dependent on 

the imposed value. The deviation of PV from the ranges between 3 kW in excess and 2 kW 

lacking, showing a satisfactory compliance. Whereas, the error on wind power is more evident, 

especially in some intervals, and average forecast of energy yield reveals too high as well. 

The total effect of these deviations reflects on the grid power exchange, including 9.9 kW of 

auxiliary services, ranges between 12 kW and 22 kW of deviation from the plan. In any case, 

the total power balance of the microgrid is obtained satisfactorily on the 15-min average, 

showing only up to 1 kW mismatch due to the mentioned measurement issues. 

Table 1.6.   planned and average actual power in each interval [kW] 
Device BESS CHP ENG mTG LOAD PV WIND GRID Balance 
Interval Plan Avg Plan Avg Plan Avg Plan Avg Plan Avg Plan Avg Plan Avg Plan Avg 
16:30 0 -0.02 28.8 25.64 0 -0.14 87.9 88.55 21.02 23.72 11.4 0.64 26.68 48.05 0 -0.56 
16:45 0 -0.03 32.1 29.15 0 -0.14 89.36 90.04 19.15 21.54 5.48 0.86 32.63 47.79 0 -0.76 
17:00 0 -0.04 34.4 31.44 0 -0.14 85.8 86.45 17.41 19.31 1.27 1.00 32.72 44.18 0 -0.61 
17:15 -12.2 -12.08 24.6 21.69 0 -0.14 82.3 82.91 15.56 16.99 1.36 0.56 52.98 65.36 0 -0.43 
17:30 0 -0.25 19.7 16.31 0 -0.14 78.8 79.35 13.65 14.62 2.34 0.53 43.11 57.70 0 -0.48 
17:45 0 -0.05 14.5 11.39 0 -0.14 70.3 70.72 11.68 12.21 9.51 0.03 34.61 57.02 0 -0.15 
18:00 2.9 2.81 22.8 19.37 0 -0.14 65.8 66.32 9.83 9.80 2.31 0.05 27.96 43.61 0 -0.70 
18:15 11 10.85 34.7 31.18 0 -0.14 72.8 73.19 7.96 7.44 4.51 -0.45 14.63 33.33 0 -0.88 
18:30 7.9 7.97 44.5 41.63 0 -0.20 77.3 77.76 5.94 5.33 0 -0.60 18.96 32.77 0 -0.74 
18:45 2.3 2.78 39.2 37.36 8.7 7.34 80.5 80.85 4.63 3.45 5.71 -0.61 19.96 39.42 0 -1.00 
19:00 0 -1.56 33.8 30.71 13.8 13.12 83.4 83.95 3.31 1.97 0.61 -0.59 31.88 49.32 0 -0.88 
19:15 0 -2.15 30.31 27.75 19.3 18.45 86.1 86.66 1.75 1.12 0 -0.57 34.74 51.46 0 -0.49 

 
The comparison of simulation results and field tests yield the refinements to the planning 

procedure with respect the inclusion of power needs for auxiliary service, the improvement of 

the model of CHP ENG and MTG to account for the observed deviations and more accuracy 

methods for renewable source forecast. 
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The main features of PrInCE lab experimental microgrid have been exposed in this work, that 

can yield to consider it as a powerful testbench for carrying out several kind of proves on 

commercial components taking part of an integrated microgrid and verifications on relevant 

management strategies. The illustrated results of the application of operation programming and 

control procedures to the experimental facility have shown satisfactory behaviour in sending-

receiving setpoints. 
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2. Thermal demand estimation in Multi-energy Microgrid in the presence 
of electrical and thermal energy storage  

The MG is typically characterized by the integration of electric and thermal vectors mainly to 

service users that are considered by building, tertiary sector and industrial. However, the 

presence of different sources and demands gives rise to the necessity of carefully modeling 

energy needs. In this context, energy storage devices can represent a crucial element in 

operation decision making. An advanced model for operation planning of a multi-energy 

microgrid is proposed in this section, with a particular care on integrated water-based thermal 

supply infrastructure and on occupant thermal comfort. In the first sub-section the influence of 

thermal and electric energy storage is investigated in day-ahead operation planning. Whereas, 

in the second sub-section a bottom-up engineering viewpoint is evaluated, involving energy 

flows interesting user buildings and mass flow rates and temperatures of the thermal production 

sources. In particular, a temperature-based model of integrated heat supply devices, considering 

water mass flow rates as well, is accounted. The behaviour of different heating sources and 

thermal storage is evaluated by means of a detailed model. The presented procedure are applied 

to a configuration of Experimental Microgrid realized in Electric Power Systems laboratory at 

Politecnico di Bari with empowered thermal section.  

2.1 Influence of energy storage in Multi-energy Microgrid operation 
Models for electric and thermal energy storage are included, in order to test the technical and 

economic effectiveness of their integration. In particular, a model of a multi-energy MG based 

on physical quantities and on a fully integrated water-based heating system including CHPs and 

boilers is proposed, in order to investigate the effect of the presence of ESS and TSS on MG 

operation planning. Moreover, air source HP is considered as a controllable electric load that 

supplies heat not affecting the modelled water circuit. The adopted approach, based on multi-

objective programming aimed at optimizing economic expenses in the presence of thermal 

comfort constraint, is applied to a configuration layout of the Experimental Microgrid realized 

in Electric Power Systems laboratory at Politecnico di Bari. 

2.1.1 Literature review 
The multi-energy system is introduced by [85] including different concepts as energy hub [86], 

virtual power plant [87] and MG. In this outlook, an essential component is represented by 

Combined Heat and Power (CHP) systems, that couple electric energy and thermal 

(heating/cooling) energy supply in MG, that is a crucial aspect to improve their acceptability 

[88]. An example of sizing methodology for a CHP-based MG is shown in  [33]. However, the 
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main drawback of CHP systems is their strength point itself, since the link between electricity 

and thermal power involves to choose one as the main product, in electric- or thermal-following 

strategy, being the other quantity dealt with as a by-product, as shown in the chapter 1. The 

presence of other flexible components can help optimal CHP use, as well as the response to 

price dynamics and the increase of robustness against variations of RES availability and energy 

demand. 

In this framework, energy storage devices represent a suitable candidate to uphold multi-energy 

MGs, allowing for better production and demand matching [90]. Technologies for both electric 

energy storage system (ESS) and thermal energy storage system (TSS) can reveal useful, though 

the currently remarkable investment costs may hinder their diffusion. Integrated models of 

multi-energy systems with CHPs and energy storage devices have been developed in [91], 

where a CHP integrated with auxiliary boiler and TSS is analyzed with a priority-based 

methodology to assess the potential of ESS integration. A 24-h scheduling method based on 

receding horizon for PV-CHP system with TSS is proposed in [92] and the model is based on 

energy flows. Whereas, an optimal sizing method for residential energy-integrated MG with 

several production technologies is shown in [93], combined with district heating network. 

An important issue in multi-energy systems is thermal comfort of occupants, that can be 

included in the objective of energy management procedure as in [94], where a detailed building 

model for determining internal room condition is introduced. In particular, the thermal comfort 

can be pursued by means of the integration of Heat Pumps (HPs), often associated to ESS and 

TSS in the MG framework [95][96], and can further represent a part of thermostatically 

controlled electricity load. For instance, in [97] a Model Predictive Control is carried out for a 

residential energy system, modelled as an energy hub with storage, in the presence of dynamic 

model of comfort, as compared to HP-based system. It can be argued that models and 

methodologies proposed in literature for multi-energy systems are mainly based on 

superstructure approach [93], accounting for energy flows and neglecting variables describing 

the behavior of devices (i.e. thermal storage temperature, mass flow rates, …). Moreover, CHP 

systems are usually dealt with in MG context as single device, possibly integrated by auxiliary 

boilers. 
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2.1.2 Multi-energy microgrid operation planning 
In order to determine the day-ahead operation programme of a multi-energy microgrid, an 

optimization problem is carried out, aiming at minimizing an objective function  f x  

representing the operation cost in the considered time horizon, divided into Nt time steps with 

t duration, as follows:  

   , ,
1 1 1

jt k NN N

k t j t t
t k j

f OC OC GC
  

 
   
  

  x  (2.1) 

where ,k tOC  represents the operation cost of the k-th electric power generation unit at time step 

t, ,j tOC  is the operation cost of the j-th thermal power generation unit at time step t, and tGC  

stands for the cost for energy withdrawal from the grid connection point at time step t. 

Cost items associated to electric power generation units based on power production level ,k tP  

is determined as follows: 

 ,
,

k k t
k t E

k k

cf t P
OC

h 

 



 (2.2) 

where kcf , kh  and E
k  stand for unitary fuel cost, fuel heating value and electric efficiency, 

respectively. This formulation is appropriate for electric power production units and CHP units. 

An analogous relation is exploited for the j-th thermal power production unit, where thermal 

power production level ,j tQ  and thermal efficiency Q
j  are accounted: 

 ,
,

j j t
j t Q

j j

cf t Q
OC

h 

 





 (2.3) 

Net costs of grid connection are expressed as follows: 

  gw gj
t t t t tGC t gc P gr P       (2.4) 

where gw
tP  represents power purchase from the grid at unitary cost tgc , whereas and gj

tP  is the 

power sold to the network at unitary price tgr . 

Decision variables include electric power production levels, power-to-heat consumption (by 

means of HPs), fuel mass flow rates, water flow rates and temperatures, and ambient 

temperature. 

The electric power balance of the MG at each time interval t, neglecting power losses, is 

expressed as: 
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 , ,
1 1

k hN N
R gw D gw

k t t t t t h t
k h

P P P P P P
 

       (2.5) 

where R
tP  represents forecast power production from RESs, and D

tP  is the predicted electric 

load demand. Moreover, ,h tP  is the quota of consumed electric power from the h-th heat pump, 

in order to produce a specified quantity of heat based on the COP, as follows: 

 , ,h t h h tQ COP P   (2.6) 

As regards thermal demand, it is supposed to be linked to ambient thermal comfort, therefore 

ensuring suitable temperature levels in user rooms, varying over time: 

 min maxi
t t t     (2.7) 

The thermal energy balance is expressed by means of energy flow relation: 

 ,
1

hN
Y S D W V
t h t t t t t

h
Q Q Q Q Q Q



           (2.8) 

The term D
tQ  is in charge of accounting for room air temperature deviation i

t  over time, 

depending on internal thermal capacity Ca: 

  1
D i i
t a t tQ C       (2.9) 

Therefore this quantity is positive (temperature rises) in the case of exceeding heat inlet, given 

by the yield of water-based heating system Y
tQ , heat pumps production ,h tQ  and heating effect 

of solar irradiance S
tQ . Whereas, D

tQ  is negative (temperature decreases) in the case of 

prevalence of heat losses, related to wall conduction W
tQ  and air ventilation V

tQ , the latters 

depending on the difference between internal temperature and external temperature e
t .  

Water-based heating system includes different sources as boilers, and CHPs. For boilers, 

thermal production level can be connected to fuel mass rate ,
f
j tm  and has the effect to heat the 

water flow ,
w
j tm  (with heating value cw) by a temperature rise w

j :  

 , , ,
Q f w w w

j t j j t j j t jQ m h m c           (2.10) 

As regards CHP devices, available thermal power ,
a
k tQ  is related to power production, and it can 

generally be higher than useful effective thermal power u
tkQ ,

 , accounting for possible wasting 
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heat to the atmosphere. The term u
tkQ ,

  depends on the amount of exhausts X
tkm ,  flowing in the 

heat recovery system, with efficiency X
k , inducing a water temperature rise w

kt : 

 , , ,

Q
Q fa k

k t k t kk k tE
k

Q P m h





       (2.11.a) 

 , , , ,
a u X X X w w w
k t k t k k t k k t kQ Q m c m c             (2.11.b) 

Accounting for the same temperature of cold water, the outlet of boilers and CHPs can be joined 

giving out the following expressions. 

 , ,
1 1

k jN N
Y w w
t k t j t

k j
m m m

 

      (2.12.a) 

 , , , ,
1 1

1 k jN N
Y w w w w
t k t k t j t j tY

t k j
m m

m
  

 

 
     
 
 
  


 (2.12.b) 

Therefore, heat yield from water-based system to the ambient is determined as follows, where 
F
t  is the known final temperature of water after exchanging heat with the ambient, accounting 

for relevant heat exchange efficiency Y : 

  Y Y Y w Y F
t t t tQ m c         (2.13) 

2.1.3 The influence of energy storage systems 
In the presence of ESSs, the electric balance (2.5) is modified as follows: 

 , , , ,
1 1 1 1

k s h sN N N N
F gw dc D gw ch

k t t t s t t t h t s t
k s h s

P P P P P P P P
   

           (2.14) 

where ,
dc

s tP  and ,
ch

s tP  represent discharge and charge power for the s-th ESS, respectively, limited 

by nominal rates. Moreover, they determine ESS energy content of the s-th ESS ,s tE  as per the 

following relation, where s  is the efficiency and sl  is the loss rate. The energy state is bounded 

by device ratings as well. 

  , , 1 , ,
ch dc

s t s t s s s t s t sE E l t P P         (2.15) 

In the presence of TSS, integrated in the water-based heating system, a decoupling between 

heat production and heat supply is considered. Neglecting water mass losses, the following 

relation allows to determine variations of TSS temperature T
t , where storage thermal losses 



62 
 

TL
tQ  are assumed dependent on the difference between storage water temperature and external 

air temperatures. Therefore, the following relation replaces (2.12.a) and (2.12.b). 

  1 , ,
1 1

k jN N Y
T w T T u TLt
t t t k t j t tY

k j

Qm c t Q Q Q 


 

 
         
  
 

    (2.16) 

Moreover, water mass flow rate in the heat supply plant Y
tm  becomes a decision variable, as 

well as T
t , and (2.13) is replaced by the following, with a further term accounting for auxiliary 

boilers, downline of TSS:  

   ,
Y Y Y w T F
t t t t j t

j T
Q m c Q  



        (2.17) 

2.1.4 Test cases and Results 
The procedure is applied to the test MG shown in Fig. 1, representing a configuration of the 

experimental MG facility realized in Electric Power System Laboratory at Politecnico di Bari  

with improved thermal section. 

It encompasses two CHP systems, one based on gas combustion engine with 52 kW nominal 

power (CHP 1) and one based on a 30-kW gas microturbine (CHP 2), two RES-based facilities 

(a 45-kW photovoltaic plant - PV, and a 50 kW wind turbine system - WT), a 75-kW wood-

fueled boiler (Boiler 1), a 20-kW pellet-fueled boiler (Boiler 2), and a 10-kW air-to-water heat 

pump (HP). Grid power exchange is bounded at 200 kW. The ESS is based on sodium-nickel 

technology, with 141 kWh capacity, usable energy state range between 0.2 and 1.0 p.u., a 

maximum charge/discharge power of 48 kW at 0.85 efficiency and negligible internal losses. 

The TSS is represented by a hot-water storage system made up by three isolated tanks with total 

capacity of 17 m3 with nominal temperature of 60°C, maximum range of 55-70°C, and 

maximum water flow of 1 m3/h can feed heat supply system. 

The energy demand is determined according to the needs of the testbed facility installation area, 

where a building hosting offices and laboratories is present, with 46200 m3 volume, occupied 

from 7 a.m. to 8 p.m., with electric load nominal power of 180 kW. Thermal comfort involves 

a temperature range of 20÷24°C in working period, 12÷21°C in early morning and 15÷22°C in 

late evening. 
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Figure 2.1.  Experimental microgrid layout with storage 

 

In order to evaluate the effectiveness of energy storage devices with the proposed approach, 

four cases are built, named from A to D, by combining the presence of the two storage devices, 

as synthesized in Table 2.1. Moreover, in order to verify the performances under different 

bounding conditions, five test days are accounted, characterized by different daily levels of 

RES-based production, electric demand and external temperature, as reported in Table 2.2. 

Therefore, 20 procedure runs are carried out. 

 
Table 2.1.  Energy Storage Cases 

Case Name A B C D 
ESS presence No Yes No Yes 
TSS presence No No Yes Yes 

 

Table 2.2.  Characteristics of Test Days 

 Day1 Day2 Day3 Day4 Day5 
Forecast PV production [kWh] 85.8 38.1 113.8 68.7 115.3 
Forecast WT production [kWh] 903.1 994.8 17.0 425.1 703.5 

Average external temperature [°C] 1.32 4.57 10.13 10.3 14.79 
Electric load demand [kWh] 1765.8 1712.7 2233.4 2093.9 2233.9 

 

At a first stage, a comparison of operation plan obtained by the solution procedure is performed 

for Day1 in Cases A and D. In particular, thermal power production, electric power 

production/consumption and internal temperature trends are illustrated, for Case A and Case D, 

in Fig. 2.2 and Fig. 2.3, respectively. 

As regards thermal power production, it can be seen that the presence of TSS (whose balance 

is given, in the left part of Fig. 2.3, by the difference of the black trend and the bar envelope) 

yields generally a smoother production profile, with lower exploitation of CHP 2, with respect 

to Case A. In Case D, Boiler 1 is auxiliary, therefore it is not connected to TSS. 

WT
PV

Electrical
Load

CHP 2 CHP 1

Boiler 2 Boiler 1

GridESS

TSS
HP

Thermal 
comfort
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The electric power balance, reveals that the ESS helps to improve the exploitation of the internal 

sources, reducing power purchase from the grid and zeroing power injection, due to low unitary 

revenue. ESS charge is usually observed in intervals with excess RES production with respect 

to load. Moreover, the presence of TSS helps reducing the recourse to HP for thermal demand 

coverage, thus the total electricity demand is lower in Case D than in Case A. 

Thermal comfort is attained in a more precise way in Case D, where the presence of TSS and 

the exploitation of Boiler 1, as auxiliary, improve the flexibility of the system. This entails 

internal temperature trend of close to the minimum limit, not suffering from spikes due to solar 

irradiance as in Case A. 

Behaviours of TSS temperature and ESS energy state (or State-of-charge – SOC) obtained for 

the Day1 in Case D are reported in Fig. 2.4. It can be seen that both trends are within the 

specified limits, giving the possibility to exploit storage devices for supplying regulation 

services in the real time operation, even towards the electric distribution network. Moreover, it 

can be seen that optimal solution involves the exploitation of storage devices towards minimum 

available limits at the end of the day. 

 

   
 

Figure 2.2  Thermal power production (left), electric power production/consumption (middle) and internal/external 

temperature (right) for Day 1, Case A. 

  
Figure 2.3  Thermal power production (left), electric power production/consumption (middle) and internal/external 

temperature (right) for Day 1, Case D. 
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Figure 2.4  TSS temperature (upper) and ESS State Of Charge – SOC (lower) in Day 1 Case D. 

The comparison of system optimal performance with varying energy storage configurations and 

bounding conditions is first executed on total daily cost. In Table 2.3 a synthesis of objective 

function values is reported for the four cases in the five typical days. It can be seen that the 

elaboration of optimal operation plan in the presence of storage devices, along with proper 

electric and thermal models, allows a reduction of total daily cost in a range between 5 € and 

22 €, i.e. from 2.5% to 12% of total cost of Case A, according to different daily conditions. In 

particular, the influence of TSS is more evident in cold days, yielding roughly 9-10% cost 

reduction in Day1 and Day2 and 1.5-3% in other days. Moreover, in the presence of high RES 

and CHP production, ESS reveals more effective, indeed a cost reduction contribution ranging 

between 1% and 3.5%. In fact, in those conditions, thermal power drives the model and CHP 

electricity production is a by-product, that can be effectively managed by means of ESS. 

Moreover, it can be observed that Day3 is the most expensive one, due to the reduced renewable 

contribution. 

 
Table 2.3.  Total Daily Cost [€] 

Case Day1 Day2 Day3 Day4 Day5 
A 188.93 157.31 310.24 248.19 192.00 
B 184.85 151.67 307.58 245.31 190.06 
C 170.42 142.21 304.03 241.08 188.99 
D 166.96 137.29 301.40 238.18 187.09 
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Furthermore, comparisons are carried out in Fig. 2.5 and Fig. 2.6, where total cost contributions 

and electric energy shares are reported according to (2.1) and (2.5)/(2.14), respectively. It can 

be seen that CHP 2 and Boiler 1 are exploited only in colder conditions, giving a contribution 

to total cost. Whereas in warmer weather conditions (Day3, Day4 and Day5), HP is exploited 

only in the absence of TSS (Cases A and B), CHPs give lower contributions due to limited 

thermal demand and to the respect of balance relation (2.8). Therefore electric demand is 

covered mainly by grid purchase, that is more convenient than producing electricity by CHP 

wasting thermal power, in fact in all cases , ,
u a
k t k tQ Q  . Moreover, in these days, when renewable 

is lacking, no cost-free energy production is available, therefore grid withdrawal is preferred. 

In all days, when ESS is present, the procedure finds more profitable to charge ESS instead of 

injecting power to the grid. However, in Day5 ESS is hardly exploited due to lack of excess 

internal production. 

 

 
Figure 2.5  Contributions to total daily cost for different Cases and Days. 

 

 
Figure 2.6  Contribution to daily electricity production/consumption for different Cases and Days 

 

The detail of thermal energy shares is illustrated in Table 2.4, according to (2.8) and (2.16). It 

can be seen that, in warm days, the presence of TSS allows to not exploit the HP and the 
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auxiliary boiler. Moreover, the efficiency of water-based thermal supply system, given by the 

ratio of energy yield on energy production, is enhanced by the use of TSS, reaching values 

between 90% and 95% with respect to 75% in Cases A and B, due to more constant water 

temperature. The use of detailed building model involves different values of net energy need, 

given by W V S
t t tQ Q Q    , for the four cases of each day. The residual demand assumes positive 

values in warmer days, meaning that the internal temperature at the end of the day is higher 

than the starting value, due to lower thermal losses. 

 

Table 2.4.  Thermal Energy Contributions [kWh] 

Day Case Production Yield Auxiliary 
boiler HP Net energy 

need 
Residual 
demand 

1 

A 1698.8 1260.9  471.1 1732.1 0.0 
B 1669.8 1239.5  479.5 1718.9 0.0 
C 1454.1 1320.0 94.2 295.9 1710.1 0.0 
D 1432.2 1300.1 101.1 296.0 1697.2 0.0 

2 

A 1513.1 1123.1  379.4 1502.6 0.0 
B 1505.3 1117.3  385.1 1502.4 0.0 
C 1336.9 1214.7 16.5 262.9 1494.1 0.0 
D 1322.8 1202.2 46.7 207.4 1456.3 0.0 

3 

A 748.1 555.3  103.3 646.1 12.5 
B 743.7 552.0  105.3 644.8 12.5 
C 684.1 653.0 0.0 8.3 622.7 38.7 
D 685.3 654.2 0.0 7.2 622.7 38.7 

4 

A 991.6 736.0  89.1 817.6 7.5 
B 990.6 735.3  89.1 816.9 7.5 
C 882.0 838.5 0.0 0.0 797.4 41.1 
D 881.9 838.5 0.0 0.0 797.4 41.1 

5 

A 283.6 210.5  94.0 271.9 32.6 
B 271.2 201.3  102.6 271.4 32.6 
C 315.1 307.0 0.0 0.0 262.2 44.8 
D 315.0 307.0 0.0 0.0 262.2 44.8 

 

2.1.5 Conclusions 
The structure of microgrids as multi-energy systems, including CHP devices, represents one of 

the ways to improve their acceptance and diffusion. The presence of different energy sources 

and demands requires a particular care on device modeling, accounting for thermal comfort as 

well. In this framework, the involvement of energy storage devices plays a significant role. In 

this paragraph, a methodology has been proposed to determine operation planning of a multi-

energy microgrid, with improved modeling of CHP-based thermal supply system, in order to 

cover electric energy needs and ensure thermal comfort of occupants. The approach has been 
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tested on a configuration of an experimental multi-energy microgrid facility over different load 

and weather conditions, in order to prove the effect of the adoption of ESS and TSS in the 

microgrid. Results have revealed the importance of the storage option, implying flexibility 

improvement of energy management, economic efforts minimization and global microgrid 

performance enhancement. The presence of ESS has allowed an higher self-sufficiency for 

electric demand, and the use of TSS has involved a smoother CHP production profile and 

limited HP exploitation. The proposed approach is flexible enough to envisage its application 

to different multi-energy microgrids. 
 



69 
 

2.2 Integration of thermal energy production and thermal comfort models in 
microgrid operation planning 
In this sub-section, a detailed description of multi-source thermal production system in a 

microgrid framework is aimed to integrate. This formulation involve electric energy production 

and consumption as well. A bottom-up engineering viewpoint is adopted, engaging energy 

flows interesting user buildings and mass flow rates and temperatures in the thermal supply 

facility. In particular, a temperature-based model of integrated heat supply devices, considering 

water mass flow rates as well, is accounted. The behaviour of different heating sources and 

CHP systems is dealt with, as well as proper heat exchangers and thermal energy storage device 

with internal temperature variation. These devices are connected to a comprehensive water-

based heating circuit where they mutually interact. The sources include fuel-based CHP 

systems, boilers and solar thermal collectors. External thermal sources as heat pumps are 

modeled as well, representing at the same time a controllable electric load. Thermal comfort in 

the building is ensured in terms of room air temperature, accounting for heat exchange with the 

external environment. The proposed model is therefore embedded in an energy management 

procedure for multi-energy microgrid operation. The optimal day-ahead plan of the microgrid 

is evaluated by minimizing operation and emission costs, satisfying electric demand and 

thermal comfort requirements. Tests are carried out on a model of the experimental microgrid 

system built at the premises of Electric Power System laboratory of Politecnico di Bari, 

considering an interval of 15 days in winter season with varying building occupancy and 

external weather conditions. 

2.2.1 Literature review 
The concept of Microgrid (MG) is based on two typical aspects: it is designed to supply 

electrical and thermal loads for a small community, operating as a controlled entity connected 

to the distribution grid by the Point of Common Coupling, and can operate either in grid-

connected or islanded mode [70][98]. The use of combined heat and power (CHP) facilities 

enforces the interaction between the electric side and the heating, ventilation and air-

conditioning (HVAC) system [1][99], along with technologies for heating/cooling demand 

coverage such as heat pumps [27][95]. Moreover, the presence of feasibility in energy demand, 

represented by controllable loads and energy storage devices, can improve the integration of 

MGs as entities for regulation services in the energy distribution systems [100][101].  

Control and supervision of a MG is carried out by SCADA system that, through proper Energy 

Management System (EMS), can optimize operation and reliability [70]. EMS outputs are 
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reference values of the control system for each dispatchable power production device and 

energy storage system (ESS), on suitable time intervals, according to inputs related to 

renewable source availability, energy prices and loads [102]. 

Therefore, in order to carry out suitable MG operation programs, a focus is devoted to methods 

to model energy demand of users. In this process, a distinction among heating, cooling and 

electricity demands is required, along with an estimate of yearly, daily and instantaneous peak 

values for each type of energy [1]. In particular, the forecast of electric load demand for 

microgrids, exploiting historical data and the influence of ambient conditions, is carried out by 

means of statistical regression models as in [103] or artificial intelligence techniques as 

proposed by [104][105], considering cycling behavior over typical days. 

As regards thermal energy demand, different taxonomies are introduced in previous works 

concerning estimate methodologies, with particular focus on building energy needs. A first 

distinction is proposed by [106] between steady-state and dynamic models, according to the 

minimum allowable time step of the analysis, namely higher/lower than one day, respectively. 

In [107] residential energy prediction procedures are divided into top-down and bottom-up 

approaches, according to policy and physical visions of the problem, respectively. Whereas, 

[108] proposed a classification involving engineering models, based on thermodynamic 

properties, statistical models, based on historical data process and a detail on artificial 

intelligence methods. A further review is proposed by [109], distinguishing physical models, 

statistical models, and hybrid models as the coupling of the previous ones. In [110], a synthetic 

classification of statistical models (including regression and intelligent models) and engineering 

models is illustrated. In particular, for engineering models, a further subdivision is proposed 

between forward models, exploiting a defined mathematical model accounting for the 

phenomena affecting system behavior, and calibrated models, including fitting/validation 

process based on collected data and empirical estimation according to regression analysis of 

measurements. Finally, [111] introduced the importance of geographical information system 

for the energy consumption estimate of buildings at district/urban scale. 

In the reviews analyzed in the above, statistical models include the exploitation of data 

regression techniques, such as ARIMA models as proposed by [112] but mainly rely on 

concepts of artificial intelligence applied to measured data analysis. The most common 

approaches are represented by artificial neural networks, exploited by [113]-[115] and by 

support vector machines, as reported in [116]. 

As regards engineering-based energy estimation models, it can be argued that four main 

elements affect the process: (i) building features as dimensions and construction materials; (ii) 
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energy production device features, as fuels, efficiencies, control schemes; (iii) weather 

conditions, involving temperature, wind speed, humidity; (iv) occupancy pattern, including 

number of occupants, time frames, specific habits and needs. Engineering models can exploit 

commercial/open software tools, that can integrate the four elements reported in the above, 

aiming at optimizing the operation and control of building energy system. In particular, [117] 

proposed a thorough and recent review of major programs exploited in this field, and discussed 

their interaction with control systems. An exploitation of TRNSYS is described in [118]. 

Among engineering approaches for dynamic energy need estimate, a threefold distinction can 

be made according to the specific focus of the physical model. In particular, an approach based 

on energy flows represent the most direct choice for energy models, since it individuates the 

contributions entering/leaving the ambient to cover a defined energy demand, estimated by 

means of other techniques such as statistic ones, as can be found in [93][119]-[123]. A more 

detailed class of models is comfort temperature-based, where the interest is on the thermal 

behavior of the building, according to specific thermal comfort levels, while keeping energy 

flow representation of energy exchange [124]-[128]. Moreover, some other models include a 

temperature-based model for all aspects of the energy system, from building envelope behavior 

to all the devices taking part to the energy supply/storage infrastructure [129][130]. These 

approaches show an increasing degree of detail in the modelization of the phenomena 

determining the level of thermal demand and of the processes involved in heat production and 

carrying. Some other models are developed by means of an electric equivalence, representing 

thermal resistance and capacitance of building elements in order to enhance the dynamic 

description of the heat transfer and consequently of thermal demand, as illustrated in [99], 

[131]-[133]. 

The proposed approach embeds thermal energy demand variation according to ambient 

conditions and thermal comfort in microgrid framework, differently from [134]-[136], where 

thermal energy demand is an estimated known value. In particular, thermal comfort is included 

as a procedure constraint, therefore its satisfaction is of primary importance for microgrid 

operation, whereas in [84][137] it is one of the objectives and therefore could not be ensured. 

The determination of room temperature is based on building energy flows as in [124]-[125], 

[138]-[140], although in the proposed model those flows are function of decision variables. 

Analogously to [129][141], where a detailed model of a single-source thermal system based on 

CHP is integrated in microgrid analysis, the adopted model includes different thermal energy 

sources within a water-based thermal production facility. This implies an interaction among 

thermal sources at production level, involving thermal storage, and a further energy balance to 
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account for thermal comfort needs. As compared to other models of multi-source CHP-based 

microgrid, a deep detail of temperatures and mass flow rates interesting thermal storage is 

adopted, instead of energy-based representation exploited in [136][142] or temperature-based 

model driven by energy flows as in [143][144]. Furthermore, flexible ratio of electricity and 

thermal yields of CHP is not accounted in [122] or considered as excess heat and electricity 

[145][146], whereas the proposed model involves a description of exhaust production, partial 

release to the atmosphere and heat exchange with water-based system. 

2.2.2 Building thermal model 
The proposed building thermal model is driven by the satisfaction of a comfort level associated 

to keeping room temperature within a specified range. In order to determine the needed thermal 

demand and consequent temperature variations, the various contributions to building thermal 

balance are accounted, as sketched in Figure 2.7. 

In the adopted framework, taking the cue from [99], energy flows include intentional thermal 

production, represented by water-based heating system supply YQ  and heat pumps production 

HQ . Whereas, thermal energy exchanges of the building with the external environment are 

represented by heating effect of solar irradiance SQ  and heat exchange through room 

ventilation VQ  and walls WQ . Furthermore, internal heat gains coming from occupants and 

appliances  ihgQ t  are considered as well. It is assumed that thermal losses of heating system 

LQ  do not usefully contribute to the balance, where possible temperature variations are 

accounted through the residual demand DQ . 

 
Figure 2.7.  Building heat energy flows scheme 
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Therefore, the heat balance of the building is determined for each time interval t through the 

following relation: 

              Y H D V W S ihgQ t Q t Q t Q t Q t Q t Q t             (2.18) 

The next subsections include a description of the contributions to building thermal balance, 

with a particular focus on water-based heat production system. 

Energy exchange through walls between the building and the external environment  WQ t , in 

a specific time step t is obtained through the following expression: 

       W W W i eQ t U A t t      (2.19)

where WU  and WA  represent, the average thermal transmittance [W/(m2·K)] and the total area 

[m2] of peripheral walls, respectively. These latter divide the internal ambient of the building, 

at temperature  i t , from the external environment, at temperature  e t . 

The contribution of room ventilation  VQ t  is determined by means of the following relation, 

in each time step t: 

         1
3600V V a i a i eQ t n t V c t t          (2.20)

where the term  Vn t  [1/h] stands for the ventilation rate, depending on building end use (e.g. 

residential, office, school etc…), on room occupancy, and on specific time step, expressed in 

times of room volume iV  [m3] [147], whereas a  and ac  represent air density [kg/m3] and 

specific heat [J/(kg·K)], respectively.  

Heating effect of solar irradiance is evaluated through the following expression [148][149]: 

    , , ,S S j S j S j
j

Q t A I t    (2.21)

where  ,S jI t  [W/m2] is the direct solar radiation on the equivalent plane of the j-th wall, 

characterized by slope and azimuth orientation and depending on location and day [45], in the 

time step t, ,S jA  [m2] is the window surface interested by direct solar radiation, and ,S j  

represents a reduction coefficient due to shadowing, glass absorption, etc. In this model, the 

radiating effect on wall temperature is neglected. 

The model of internal heat gains includes the influence of person occupancy, along with heat 

contribution from lighting system and thermal losses of other equipment (e.g. computers, 

household appliances, …). In general, these contributions are expressed per unit of area, and 

depend on the destination of the building (residential, office, …) and on the specific activities 
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(e.g. common rooms, open space offices, canteens, …) [150][151]. Therefore, they are 

evaluated for the whole building through the sum over the rooms r as per the following 

expression: 
 

         , , ,ihg r occ r lit r apl r
r

Q t A q t q t q t          (2.22)

where rA  [m2] is the area of the r-th room of the building, and  ,occ rq t ,  ,lit rq t ,  ,apl rq t  

[W/m2] represent heat contribution per unit of surface from occupants, from lighting equipment 

and from other appliances, respectively, in the r-th room at t-th time step. 

Whether the heat sources, the heat demand is determined by imposing that the internal 

temperature of the room  i t  has to comply with comfort requirements of building occupants. 

However, some deviations are admitted, and residual internal heat demand DQ  may occur, 

being represented by the energy required to cover temperature deviation over time: 

       1 1
3600D a i a i iQ t V c t t          (2.23)

A sketch of water-based heat production model is reported in Fig. 2.8. The possibility of 

integrating several thermal production technologies is provided, considering CHPs, boilers, 

solar thermal devices, connected to a proper thermal storage.  

 
 

Figure 2.8.  Water-based room heat production outline 
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The supply of energy to the building comes from the storage and can be integrated by 

downstream boilers. Moreover, each component of this system is appropriately modeled, 

involving either the regulation of mass flow rate of working fluid (for CHPs, boilers and heat 

exchangers), or temperature-based control when thermal production cannot be directly handled 

(thermal storage, solar thermal collectors). In the following, details on models of devices and 

their integration are provided. 

Heat recovery  ,RQ k t  from the k-th CHP system at time interval t, is considered as follows: 

          , ,, ,R R R x x R xQ k t k m k t c k k        (2.24.a)

where  , ,R xm k t  [kg/s] is the mass flow rate of exhaust gases, characterized by specific heat 

 xc k  [J/(kg·K)], flowing through the heat recovery exchanger, moreover  ,R x k  is the set 

point temperature variation of combustion exhaust in the exchanger and  R k  is exchanger 

efficiency. The recovered heat is transferred to water flowing in the other section of the heat 

exchanger, therefore it can also be expressed as follows: 

      , ,, ,R R w w R wQ k t m k t c k      (2.24.b)

where  ,R wm t  [kg/s] is water mass flow rate in the heat exchanger, wc  is specific heat of water 

[J/(kg·K)] and  ,R w k  is the design temperature gain of the water flow in the exchanger. 

Maching the right sides of eq. (2.24.a) and (2.24.b), the following relation holds: 

            , , , ,, ,R w w R w R R x x R xm k t c k k m k t c k k            (2.24.c)

In each CHP system, electric power output  ,KP k t  and thermal power recovery are linked 

through available heat  ,KQ k t , since it can be stated that: 

    
   , ,K

K K
K

k
P k t Q k t

k



   (2.24.d)

    
 

,
, R

K
R

Q k t
Q k t

k



  (2.24.e)

where  K k  and  K k  represent electric and thermal efficiency of the k-th CHP system, 

respectively. The inequality (2.24.e) can be expressed in terms of mass flow rates and 

temperatures as follows: 
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        , , , ,, ,K x K e R x R xm k t k m k t k       (2.24.f)

    , ,, ,K x R xm k t m k t   (2.24.g)

where  , ,K xm k t  is the total mass flow rate of exhausts leaving the k-th CHP and  ,K e k  is 

the difference between exhausts temperature at CHP exit and external air temperature. In 

relation (2.24.f), exhausts specific heat  xc k  is the same at both sides and is therefore 

simplified. Whereas, relation (2.24.g) ensures exhausts mass flow rate conservation between 

CHP outlet and heat exchanger inlet. In addition, fuel consumption in the k-th CHP systems can 

be linked directly to electric power production, as follows: 

    
   ,

,

,
, K

K f
K K f

P k t
m k t

k h k



  (2.24.h)

where  ,K fh k  [J/kg] is the heating value of the fuel exploited in the k-th CHP system. 

Moreover, suitable upward and down way ramp rate limits are included in the model between 

two consecutive time intervals: 

        , , 1K K K KRD k t P k t P k t RU k t        (2.24.i)

where  KRD k  and  KRU k  [kW/h] represent the maximum ramp-down rate and ramp-up rate, 

respectively, for the k-th CHP system in each time interval t  [h] between two consecutive 

steps. 

Heat production of the b-th boiler at t-th time interval,  ,BQ b t  is determined as follows: 

        , ,, ,B B B f B fQ b t b m b t h b     (2.25.a)

where  , ,B fm b t  [kg/s] is the mass flow rate of fuel exploited in the b-th boiler, characterized 

by heating value  ,B fh b  [J/kg], and  B b  is boiler efficiency. The produced heat is therefore 

transferred to water flowing in the boiler by means of the following expression: 

      , ,, ,B B w w B wQ b t m b t c b      (2.25.b)

where  , ,B wm b t  [kg/s] is water mass flow rate in the boiler and  ,B w b  is relevant water 

temperature gain. By equating the right sides of eq. (2.25.a) and (2.25.b), the following relation 

holds: 

          , , , ,, ,B B f B f B w w B wb m b t h b m b t c b         (2.25.c)
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Heat production level of the z-th solar thermal system  ,ZQ z t  is evaluated by means of the 

following expression: 

        , , ,Z Z Z ZQ z t z t A z I z t    (2.26.a)

where  ,ZI z t  [W/m2] is the total solar radiation absorbed by the z-th solar thermal collector 

system, characterized by slope  and azimuth orientation,  ZA z  [m2] is the equivalent solar 

absorption area of the adopted collector technology, and  ,Z z t  represents efficiency of the z-

th solar thermal system [129], determined as follows: 

      
      1

,,
,

nom m
Z Z Z w e

Z

z
z t z z t

I z t


        (2.26.b)

where  nom
Z z  is the nominal efficiency value, and  1 z  [W/(m2·K)] is the coefficient of 

efficiency reduction term, depending on solar radiation and on the difference between average 

fluid temperature in the collectors  ,
m
Z w z  and external air temperature.  

It is worth to remark that, if the incident solar radiation falls below a critical radiation value 

 ,crit
ZI z t , determined as follows, the efficiency is negative: 

    
 

    1
,,crit m

Z Z w enom
Z

z
I z t z t

z


 


    (2.26.c)

where a specific value of  ,
m
Z w z  is exploited and the critical radiation level varies over time 

according to external temperature. In order to avoid undesired heat exchange from the solar 

collectors to the environment due to negative value of efficiency, water flow is stopped, 

therefore water mass flow rate in the solar thermal system  , ,Z wm z t considering the nominal 

value  , ,nom
Z wm z t , is determined as follows: 

  
   

     ,
,

0 , ,
,

, , ,

crit
Z Z

Z w nom crit
Z w Z Z

I z t I z t
m z t

m z t I z t I z t

  





 (2.26.d)

Once  , ,Z wm z t  is determined, recovered heat from solar thermal collectors can be evaluated 

according to the following relation: 

      , ,, , ,Z Z w w Z wQ z t m z t c z t      (2.26.e) 

where  , ,Z w z t  is water temperature increase in the collectors. 
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By accounting that the z-th solar thermal system warms the water from a starting temperature 

 , ,Z c z t  to a final value  , ,Z w z t , eq. (2.26.e) can be expressed as follows: 

        , , ,, , , ,Z Z w w Z w Z cQ z t m z t c z t z t      
   (2.26.f)

whereas solar thermal panel efficiency can be drawn from (2.26.b) by considering 

     , , ,, , , / 2m
Z w Z w Z cz t z t z t      : 

      
 

     , ,1 , ,
,

, 2
Z w Z cnom

Z Z e
Z

z t z tz
z t z t

I z t
 

  
  

     
 

 (2.26.g) 

Therefore  substituting (2.26.g) in (2.26.a) provides : 


       
          1 , ,

, ,

0.5 , ,

nom
Z Z Z Z

Z Z w Z c e

Q z t z A z I z t

z A z z t z t t



   

  

       


 (2.26.h) 

By equating (2.26.h) with (2.26.f) the following linear relation between  , ,Z w z t  and  , ,Z c z t  

can be drawn 

        , ,, , ,Z w Z cz t z t t z t       (2.26.i) 

where coefficients  ,z t  and  ,z t  are defined as follows: 

        
     

, 1

, 1

, 0.5
,

, 0.5
Z w w Z

Z w w Z

m z t c z A z
z t

m z t c z A z



   
 

   




 (2.26.l)

  
         

     
1

, 1

,
,

, 0.5

nom
Z Z Z e

Z w w Z

A z z I z t z t
z t

m z t c z A z

  



      
   

 (2.26.m)

Hot water amounts coming from different production devices are conveyed to a centralized 

thermal energy storage equipment, basically constituted by a hot water tank. 

For the description of thermal storage behaviour, the following equilibrium relations on energy 

and mass are accounted: 



         

         

1

1

1 , ,

,

k

z

N

T T TL B R
b T k

N
i o

Z EX P P IN
z

H t H t H t H b t H k t

H z t H t H t H t H t

 



    

    

 


 (2.27.a)
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

       

         

, ,
1

,
1

1 , ,

,

k

z

N

T T B w R w
b T k

N
i o

Z w EX P P IN
z

m t m t t m b t m k t

m z t m t m t m t m t

 




      




     


 



 

    

 (2.27.b)

In (2.27.a), the terms H  represent the fluid enthalpy of each of the contributions, determined 

as the product of mass flow rate, water specific heat, fluid temperature and time interval 

duration. Whereas, in (2.27.b) the term m is the mass. In both equations, subscript T refers to 

the quantities of the thermal storage, whereas the subscript EX represents water extraction from 

the tank to feed heat generation sources, subscript IN stands for water integration and subscript 

TL refers to thermal storage heating losses. Moreover, it can be noted that all CHP systems and 

solar thermal collectors are supposed to contribute to thermal storage balance, whereas only a 

subset of boilers, indicated as b T , takes part to this relation. Finally, building heating system 

is represented by subscript P, where superscript i and o represent water inlet and outlet in the 

building heating system, respectively. 

In the following, the need of water integration is considered negligible, and fluid withdrawal 

and injection in each water circuit of the system are supposed to happen with the same amount 

at the same time, neglecting delays due to circulation, which is suitable in a day-ahead analysis 

with time steps of 15-30 minutes.  

Under these assumptions,   0INm t  ,        , , ,
1 1

, , ,
k zN N

EX B w R w Z w
b T k z

m t m b t m k t m z t
  

         and 

   i o
P Pm t m t  , therefore the mass balance in (2.27.b) turns out to reduce to a straightforward 

mass conservation relation in the tank over time, i.e.    1T Tm t m t  . As a consequence, 

energy balance (2.27.a) can be written as follows: 



           

             

           

, ,

, , , ,
1 1

,

1 , ,

, , , ,
k z

T w T T B w w B w T
b T

N N

R w w R w T Z w w Z w T
k z

P w w T L T T T e

m c t t t m b t c b t t

m k t c k t t m z t c z t t

m t c t t U A t t

   

   

   



 


         



       

        



 



 



 (2.27.c) 

where TU  and TA  represent heat transmittance [W/m2K] and external surface [m2] of water 

storage system, respectively. 
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By considering that solar thermal collectors are all connected to the thermal storage, in relation 

(2.26.i)    , ,Z c Tz t t  . By substituting it in energy balance of storage (2.27.c), and properly 

grouping terms, the temporal evolution of water temperature in the thermal storage tank is 

determined through the following equation:  



        

       

         

,
1

, , , ,
1

, , , ,
1

, 1 , 1

, ,

, ,

z

k

z

N

T w T T Z w w T T w T
z

N

B w w B w R w w R w
b T k

N

Z w w P w w P w L w T T e
z

m c t U A m z t c z t t m c t

t m b t c b m k t c k

m z t c z t m t c U A t

 

 

  



 



                
    


         



           



 





 

 

(2.27.d) 

In the proposed formulation, temperature variations for boilers,      , ,,B w T B wb t t b     , 

for CHP systems      , ,,R w T R wk t t k      and for thermal storage output, 

    , ,T L P w L wt t         are defined as set-point constant values, as reported in (2.24.b), 

(2.25.b), and in the following (2.28.a)-( 2.28.b). 

Total heat supply from the storage system to hot water circuit of the building heating facility 

 PQ t  is related to water mass flow rate in the heating system  ,P wm t  through the following 

expression: 

    , ,P P w w P wQ t m t c       (2.28.a)

where ,P w  is the set-point of water temperature reduction in the radiators of heating system. 

The contribution of pipe losses in the water-based heating system is: 

     ,L w w L wQ t m t c       (2.28.b)

where ,L w  is a goal temperature deviation from the output of room heating system to the cold 

water inlet in thermal storage. 

Some boilers, indicated as b T , are supposed to be installed after the thermal storage, adding 

another freedom degree to the system. By neglecting fluid circulation delays and temperature 

deviation with respect to water heating system downstream to thermal storage, i.e. 

 , , ,B w P w L wb       , these boilers further contribute to thermal power supply of the 

building when required. 

Therefore, the total yield of water-based heating system is determined as follows: 
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      ,Y Y P B
b T

Q t Q t Q b t


 
    

 
    (2.28.c) 

where Y  represents the efficiency of room heating system. 

In order to ensure further flexibility to the system, another different source of heating energy is 

represented by air-based heat pumps. Their energy output  HQ t  is related to electric power 

consumption  HP t  by means of proper Coefficient of Performance COPH, as follows:  

      H H HQ t COP t P t   (2.29.a)

The COPH depends on the temperature of HP outlet ,out H  and of thermal sink ,ts H  through 

the following expression:  

    
,

, ,

out H
H H

out H ts H
COP t

t



 

 


 (2.29.b)

where H  represent the deviation from ideal efficiency, and can range between 10% and 70% 

[152]. Assuming the external air as thermal sink,    ,ts H et t  , whereas ,out H  is considered 

as a set-point value. Moreover, electric power consumption  HP t  makes electric power 

demand increase, and electric demand response can be realized to a certain extent. 

2.2.3 Microgrid Daily Operation Programming 
The engineering model for thermal energy production and demand aforementioned is integrated 

in a methodology to determine day-ahead operation programme of a Microgrid. This 

methodology is focused at solving an optimization problem, aiming at minimizing an objective 

function subject to equality and inequality constraints and limits on state variables, as follows: 



 
 
 

min

0

. . 0

f

g

s t h

 



  

x

x

x
x x x

 (2.30) 

The state variable vector x of the methodology includes: 

- electric power generation from each CHP unit  ,KP k t ; 

- mass flow rates of exhaust gases and water in the heat exchanger of each CHP unit,  , ,R xm k t  

and  , ,R wm k t ; 
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- mass flow rates of fuel and water in each boiler,  ,B fm t  and  ,B wm t ; 

- water mass flow rate in the building heat supply system  ,P wm t ; 

- internal room temperature of the building  i t ; 

- temperature of hot water in the storage device  T t ; 

- power withdrawn and injected at grid connection point  p
GP t  and  j

GP t ; 

- electric power consumption of heat pump  HP t . 

In particular, the objective function  f x  represents the operation cost in the considered time 

horizon, divided into Nt time steps with t duration, determined as follows:  

        
1

tN

O E G
t

f C t C t C t


     x  (2.31)

where  OC t  and  EC t  represent the operation cost and the emission cost, respectively, related 

to microgrid energy production and storage devices, and  GC t  is the net cost for energy 

withdrawal from the grid connection point, all evaluated at t-th time interval. In particular, it 

can be stated that operation and emission costs are linked to CHPs and boilers, as follows: 

      
1 1

, ,
k bN N

O O O
k b

C t C k t C b t
 

    (2.32.a)

      
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k bN N

E E E
k b

C t C k t C b t
 

    (2.32.b)

In these expressions, operation and emission costs for the k-th CHP unit,  ,OC k t  and  ,EC k t  

respectively, depend on power production level  ,KP k t  as follows: 

      
   ,

,
, K

O
K f K

fc k t P k t
C k t

h k k
 




 (2.33.a) 

      , ,E E KC k t k t P k t       (2.33.b) 

where  fc k  stands for unitary fuel cost in the k-th CHP system; moreover E  and  k  

represent unitary emission cost and electric emission factor.  

Moreover, operation and emission costs for the b-th boiler,  ,OC b t  and  ,EC b t  respectively, 

are related to fuel consumption level  , ,B fm b t  as follows: 
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      ,, ,O B fC b t fc b t m b t     (2.34.a) 

          , ,, ,E E B B f B fC b t b t b m b t h b          (2.34.b)

where  fc b  and  b  represent unitary fuel cost and thermal emission factor for the b-th 

boiler, respectively. 

Net cost of grid connection is related to grid power exchange levels: 

          p j
G G GC t gc t P t t gr t P t t         (2.35)

where  p
GP t  and  j

GP t  represent drained power from the grid and injected power to the grid, 

respectively, whereas  gc t  and  gr t  stand for unitary cost of grid energy withdrawal and 

unitary revenue for sold energy, respectively. 

Equality constraints   0g x  involve CHP exchanger balance (2.24.c), boiler energy balance 

(2.25.c), thermal storage balance (2.27.d). Moreover, the electric power balance of the MG is 

considered at each time interval t is expressed as follows: 

                
1

,
kN

jw d c
K F G A D H AG

k
P k t P t P t P t P t P t P t P t



            (2.36) 

where  FP t  and  DP t  correspond to forecast values of power generation from non-

programmable renewable sources and electric power demand, respectively. Moreover,  c
AP t  

and  d
AP t  represent charge and discharge electric power of the electric energy storage device, 

respectively. 

A further equality constraint deals with the variation over time of the state of charge (SOC) of 

the electric energy storage  AE t , expressed as follows, where c
A  and d

A  represent charge and 

discharge efficiency, respectively: 

         1 c c d d
A A A A A AE t E t t P t P t         (2.37) 

Finally, building thermal energy balance is considered. It is taken from (2.18), and the influence 

of all terms is explicated by means of the engineering model, obtaining the following relation:  
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Inequality constraints   0h x  include CHP exhaust heat recovery relations (2.24.e)-(2.24.g) 

and CHP ramp rate limits (2.24.i). 

Upper and lower limits on state variables  x x x  are placed according to installed size limits 

and characteristics of devices and system. All state variables are non-negative as well. A 

significant limit represents thermal comfort conditions in the building, bounding the internal 

temperature between appropriate minimum and maximum values, that can in general depend 

on the specific time interval: 

      min max
i i it t t     (2.39)

2.2.4 Test system 
The procedure for determining day-ahead operation program of a MG is carried out to a daily 

time frame with 96 time steps of 15 minutes each. The proposed approach is applied to the test 

microgrid shown in Fig. 2.7, representing a configuration of the low-voltage three-phase testbed 

network realized in Electric Power System Laboratory of Politecnico di Bari where thermal 

section is added. The microgrid includes: 

- a photovoltaic field (PV) with a total power of 45 kW, composed of five independent 

sections equipped with different panel technologies; 

- a wind system (WT) including one 20-kW horizontal axis mini wind turbine and two 6-kW 

vertical axis wind turbines; 

- an electric energy storage system (ESS) based on sodium-nickel batteries, with 141 kWh 

capacity and 48 kW maximum charge/discharge power at 0.85 charge/discharge efficiency; 

- grid connection with 200 kW maximum exchange in both directions; 

- a gas-fueled internal combustion engine in cogeneration layout (CHP1), with installed 

electric power of 105 kW and nominal thermal power of 180 kW, capped at half values (52 
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kW / 90 kW) for operation matters, rated electric efficiency of 31.5%, thermal efficiency of 

56%, ramp-up and ramp-down rates at 1/3 of installed power per 15-min time step; 

- a gas microturbine in cogeneration layout (CHP2), with installed electric power of 28 kW, 

nominal thermal power equal to 57 kW; rated electric efficiency of 24.8%, thermal efficiency 

equal to 50%, no ramp rate limits (the maximum variation corresponds to the installed 

power); 

- a 10-kW air-to-water heat pump (HP), with outlet temperature 55°C; 

- a 75-kW wood-fueled boiler (Boiler1) with 82.5% rated efficiency, not connected to thermal 

storage, and a 20-kW pellet-fueled boiler (Boiler2) with 88% rated efficiency feeding the 

thermal storage; 

- a hot-water thermal storage system (TSTO) made up by three isolated tanks with total capacity 

of 17 m3 with a temperature range between 55°C and 70°C; 

- a solar thermal collector system composed by two types of collectors (STH1 and STH2) 

covering a total area of 70 m2, with 25 kW nominal power, with nominal efficiency of 0.68 

and equivalent solar absorption area of 35 m2. 

The final user is represented by a former industrial warehouse, currently hosting a part of offices 

and laboratories of Politecnico di Bari, (latitude 41.11°). It is characterized by the following 

features: 

- building volume iV  = 46,200 m3 (70 x 66 x 10 m) and WA  = 2,720 m2 is the total area of 

peripheral walls; 

- average thermal transmittance of peripheral walls WU = 0.6 W/m2K; 

- percentage of window surface 15% and reduction coefficient ,S j = 0.6 for all walls, no 

shadow is provided; 

- amount of air ventilations  Vn t = 1 volume per hour, in the working time period (from 7:00 

to 20:00), 

- minimum internal temperature of 20°C in working hours, 15°C in the evening and 12°C in 

the morning; 

- maximum internal temperature of 24°C in working hours, 21°C in other intervals; 

- electric load with nominal power of 180 kW; 

- internal heat gains amount to at most 30 kW. 
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Figure 2.9.  Test microgrid layout 

 

2.2.5 Test cases 
The test is carried out over a period of 15 consecutive winter days, thus encompassing working 

days and holydays under different weather and renewable source availability conditions. A 

synthesis of input conditions for the considered days is reported in Table 2.5. In particular, 

temperature values are derived from a meteorological station placed in the nearby of the 

microgrid site [59], where solar radiation and wind speed are collected as well. These two last 

quantities are reported to the conditions of the microgrid devices, by accounting for orientation 

and slope of PV as well as for hub height of WT [45][153]. Electric load is derived from 

measured data in the university settlement hosting the microgrid, where a term related to electric 

storage consumption in idle state, roughly 2.3 kW, is added in order to balance ESS self-

discharge losses. It can be seen that the electric load assumes lower values in the weekends. 

The procedure is therefore carried out for all the 15 days, with equal starting conditions for 

energy storage devices, at the beginning and at end of each day the battery SOC is fixed at 65% 

of maximum capacity (i.e. 91.65 kWh) and water temperature in the thermal storage has to 

reach 60°C. Moreover, the continuity of building internal temperature is ensured in (2.38), by 

assuming the starting temperature of the first day  0i   15°C, and for the next days 

   
1

0i i t
day day

N 


 . 

Simulations are performed in MATLAB® optimization tools. The procedure is run on an Intel 

® Xeon ® E5-1620 3.50 GHz with 16 GB RAM, operating system Windows 7 (64 bit). 

 

WT
PV

Electrical
Load

CHP 2 CHP 1

Boiler 2 Boiler 1

GridESS

TSTO

HP

Thermal 
comfort

Solar
thermal

collector



87 
 

Table 2.5.  Features of the days of simulation horizon 

Day Week day 
Temperature Renewable production 

Electric load [kWh] 
Avg Max Min PV [kWh] WT [kWh] 

1 Sat 7.7 8.4 6.9 83.90 555.52 1723.83 
2 Sun 7.4 8.1 6.7 66.48 114.36 1290.24 
3 Mon 7.6 11.0 3.7 107.48 23.84 2023.53 
4 Tue 7.6 12.2 4.9 116.64 0.00 2013.80 
5 Wed 7.5 12.2 3.9 118.03 0.00 1978.80 
6 Thu 9.8 13.8 5.3 39.45 9.47 1970.11 
7 Fri 8.2 11.2 5.6 121.75 5.88 1932.08 
8 Sat 7.0 8.5 5.8 10.21 252.07 1699.01 
9 Sun 3.1 6.4 1.7 29.52 382.56 1289.30 

10 Mon 0.3 1.9 -2.0 36.19 390.05 2213.09 
11 Tue 2.8 4.5 0.7 61.90 276.83 2223.93 
12 Wed 4.1 5.4 2.4 69.07 161.47 2233.41 
13 Thu 1.1 2.6 -0.5 23.69 48.33 2191.77 
14 Fri 1.3 5.0 -0.7 129.14 8.76 1975.95 
15 Sat 4.8 9.3 -0.7 138.17 14.78 1662.71 

 

The behaviour of internal temperature, in comparison with comfort limits and external 

conditions, is reported for the considered simulation horizon in Fig. 2.10. It can be seen that, 

according to the specific days of the week, different comfort performances are required and 

suitably reached by the overall system, both in the case of warm periods (days 3-7) and cold 

ones (days 9-14). Mid-day temperature spikes are seldom observed, due to remarkable solar 

absorption contribution. 

The behavior of electric and thermal storage systems over the 15-day horizon is illustrated in 

Fig. 2.11 and Fig. 2.12, respectively. It is worth to remark that ESS is charged in the presence 

of an electricity production excess, preferably coming from renewable sources. The SOC attains 

maximum level in Day1, when an extra production of WT is observed with limited load, and in 

Day13, when CHPs are heavily exploited. 

Thermal storage shows a deep exploitation in all days. Water in the storage is usually warmed 

during the night and in early morning, when the thermal comfort level is lower, whereas it 

decreases down to minimum value in central hours of the day, when the minimum level of 

internal building temperature is increased. Maximum temperature level is reached in Day10 

due to high thermal needs and electric demand, and in Day4 as well, due to high contributions 

of CHP, STH and low thermal demand.  
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Figure 2.10.  Internal and external temperature trends. 

 
Figure 2.11.  SOC of electric storage and limits. 

 

 
Figure 2.12.  Water temperature of thermal storage and limits. 

 

The synthesis of electric balance for each day is reported in Table 2.6. It can be seen that grid 

contribution is higher in warmer days, where renewable production is usually lower (PV 

contribution is limited, even in sunny days). In colder days, the use of CHP1 is more intense, 

and even CHP2 is called to produce in days 10-14, in order to cover higher thermal needs. Being 

HP operation expensive, it turns out to be convenient only when no-cost electric energy is 

available (i.e. renewable or CHP excess). For the conditions described in the above, the ESS is 

operated, whereas in more than half of the days it is in idle state. 
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Table 2.6.  Daily Electric energy balance [kWh] 

 Production Consumption 
Day PV WT CHP1 CHP2 Grid ESSd ESSc HP Load 

1 83.90 555.52 444.94 0.00 669.01 45.55 63.04 12.04 1723.83 
2 66.48 114.36 216.84 0.00 892.57 0.00 0.00 0.00 1290.24 
3 107.48 23.84 468.02 0.00 1424.19 0.00 0.00 0.00 2023.53 
4 116.64 0.00 438.59 0.00 1458.57 0.00 0.00 0.00 2013.80 
5 118.03 0.00 469.13 0.00 1391.64 0.00 0.00 0.00 1978.80 
6 39.45 9.47 418.18 0.00 1503.01 0.00 0.00 0.00 1970.11 
7 121.75 5.88 425.01 0.00 1379.43 0.00 0.00 0.00 1932.08 
8 10.21 252.07 592.75 0.00 854.79 18.15 25.12 3.83 1699.01 
9 29.52 382.56 474.89 0.00 411.63 24.20 33.50 0.00 1289.30 

10 36.19 390.05 943.73 52.34 846.13 24.42 33.80 45.97 2213.09 
11 61.90 276.83 912.42 3.03 982.60 13.94 19.30 7.50 2223.93 
12 69.07 161.47 825.77 0.00 1179.39 5.98 8.27 0.00 2233.41 
13 23.69 48.33 1000.37 136.16 999.33 41.95 58.06 0.00 2191.77 
14 129.14 8.76 873.13 21.00 943.91 0.00 0.00 0.00 1975.95 
15 138.17 14.78 536.78 0.00 972.99 0.00 0.00 0.00 1662.71 

 

 
Figure 2.13.  Electric power production/consumption shares in Day4 (a) and Day10 (b). 

 

An example of trends of electric power production and consumption in Day4 and Day10, is 

reported in Fig. 2.13.a and 2.13.b respectively, where negative values represent further 

consumption terms. The considered days are both working ones, but with different ambient 

conditions (high temperature – high solar in Day4 and low temperature – low solar in Day10). 

It can be seen that, in Day4 only three sources contribute to electric load coverage, i.e. solar 

PV, CHP1 and power from the grid connection. This is due to the lack of wind production and 

to warm temperature conditions, limiting the exploitation of CHPs. Moreover, in central hours 

of the day, the microgrid electric balance only relies on PV and grid. HP and ESS do not give 

contribution at all. Whereas, in Day10, PV production is limited and remarkable generation by 

WT is present though varying during the day. Moreover, CHP1 is almost always on and is run 

for several intervals at nominal power, and CHP2 is exploited in late afternoon. In some periods, 
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the sum of internal production exceeds load, due to remarkable free contribution from WT, and 

this excess is exploited to feed HP and to charge the ESS. The ESS is discharged in peak price 

hour of late afternoon, and no power is delivered to the grid. 

Analogously to electric contributions, daily thermal production and daily building thermal 

balance are illustrated in Table 2.7 and Table 2.8, respectively. 

In particular, in Table 2.8 each column represents  
1

tN

t
Q Q t



  . It can be argued that solar 

thermal panels give a limited contribution, but it is never negative, even in low-radiation days 

(e.g. Day8 and Day13) thanks to the mass flow rate management strategy reported in (2.26.d). 

Moreover, CHP1 contribution is the most remarkable one, and CHP2 is exploited only in the 

cold period, as well as Boiler1 that helps the demand coverage independently of thermal 

storage, whereas Boiler 2 is unexploited. The building thermal balance puts in evidence the 

limited contribution of HP with respect to water-based heating system. The presence of non-

negligible solar absorption and internal heat gains is pointed out, and their combined effect can 

reduce the daily thermal energy needs up to 40% in clear sky conditions. The term QD is null 

when the internal temperature at the end of the day returns to the initial value, whereas it is 

negative when the final temperature is higher than the initial one (Days 3, 5, 6) and positive in 

the opposite case (Days 4, 7, 8) However, the difference between initial and final internal 

temperature in each day does not exceed ±1°C. 

 
Table 2.7.  Daily Thermal Production [kWh] 

Day STH1 STH2 CHP1 CHP2 Boiler1 Boiler2 
1 8.31 30.19 711.91 0.00 0.00 0.00 
2 5.84 21.91 346.94 0.00 0.00 0.00 
3 12.11 44.58 748.83 0.00 0.00 0.00 
4 13.96 50.95 701.75 0.00 0.00 0.00 
5 14.00 51.03 750.61 0.00 0.00 0.00 
6 0.81 5.22 669.09 0.00 0.00 0.00 
7 14.05 52.12 680.01 0.00 0.00 0.00 
8 0.00 0.00 948.39 0.00 0.00 0.00 
9 0.18 1.69 759.83 0.00 0.00 0.00 
10 0.51 3.04 1509.96 94.21 171.46 0.00 
11 2.99 12.96 1459.87 5.46 16.54 0.00 
12 5.34 20.10 1321.24 0.00 0.00 0.00 
13 0.00 0.20 1600.59 245.09 2.59 0.00 
14 14.14 51.93 1397.01 37.80 4.11 0.00 
15 16.18 59.72 858.84 0.00 0.00 0.00 
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Table 2.8.  Daily Building Thermal Balance [kWh] 

Day QY QH QS QW QV QD Qihg 
1 532.91 33.01 143.12 449.35 473.41 0.00 213.71 
2 245.97 0.00 98.26 361.63 79.87 0.00 97.27 
3 557.19 0.00 198.63 526.51 583.39 -8.50 362.58 
4 518.18 0.00 231.18 534.06 581.79 7.82 358.67 
5 556.92 0.00 243.12 545.68 601.80 -11.22 358.67 
6 500.23 0.00 9.02 411.09 455.22 -13.35 370.41 
7 499.23 0.00 237.23 514.18 593.20 12.26 358.67 
8 729.28 10.59 0.90 483.94 489.56 12.99 219.74 
9 577.31 0.00 7.03 567.26 115.24 0.00 98.16 

10 1384.69 109.76 23.97 863.94 1024.89 0.00 370.41 
11 1142.83 18.57 65.02 743.87 852.97 0.00 370.41 
12 1016.32 0.00 88.17 684.09 786.90 0.00 366.50 
13 1440.30 0.00 1.43 835.22 976.92 0.00 370.41 
14 1102.65 0.00 269.05 826.43 903.93 0.00 358.67 
15 639.24 0.00 288.26 600.04 534.65 0.00 207.19 

 

An example of trends of fuel consumption levels, water/exhaust flows, water temperatures, 

thermal storage balance and building thermal balance are reported in Figg. 2.14÷2.18, 

respectively, for Day4 (sub-figure a) and Day10 (sub-figure b). 

It can be seen that in Day4 fuel is burnt only by CHP1, and maximum level of 0.48 m3/h is 

experienced in the evening, corresponding to maximum exhaust and water flows in CHP1 

exchanger. Moreover, no water is flowing in other fuel-based sources, and solar thermal plants 

are exploited in sunny hours according to (2.26.d). Whereas, thermal storage outlet towards the 

building heating system reaches the maximum in early morning, to comply with comfort level 

requirements in successive time intervals, and is null in central hours of the day. Temperature 

variations of thermal storage are within the imposed range, moreover source temperature 

depend on solar radiation in STH1 and STH2 and on CHP1 exploitation, however it does not 

exceed 100°C in any device for any condition. Thermal storage, therefore, is charged 

(temperature rises) in early morning, and is discharged in late morning and afternoon. At noon, 

solar thermal plants contribute only to cover storage losses, since the temperature does not show 

remarkable variations. At the end of the day, the exploitation of CHP1 causes the return of 

storage temperature to initial values. As regards building thermal balance, it can be seen that 

wall and ventilation losses depend on temperature difference, that is low in the central hours of 

the day, when solar absorption and internal heat gains exceed losses. Thus the water-based 

heating system is unexploited and residual demand is positive, corresponding to internal 

temperature increase. No contribution from HP and auxiliary boiler is observed over the whole 

day. 
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In Day10, fuel consumption occurs in CHP1, CHP2 and Boiler1, reaching maximum levels in 

different time intervals. Water flows show remarkable levels, except for solar thermal plants 

and Boiler2, and thermal storage output is close to maximum for long periods. In central hours 

of the day it minimum temperature of thermal storage is attained, therefore the exploitation of 

Boiler1 as auxiliary reaches again the maximum. CHP2 contributes to keep thermal storage in 

the defined range in late afternoon, in the presence of peak thermal demand, maximum CHP1 

production and low storage temperatures. Building thermal losses reach remarkable values, 

almost constant during occupancy period, and solar absorption gives low contribution, therefore 

auxiliary boiler and HP in early hours help the system to respect the thermal comfort limits. . It 

is observed that COPH  assumes values in the range 3.5-4.5. 

In both days, as in all the 15 analyzed days, CHP heat production is not wasted, i.e. exhaust 

flow rate in the heat exchanger corresponds to the level related to power production amount, 

and constraint (2.24.g) reduces to an equality. Therefore CHPs are always planned to be 

operated, though implicitly, in thermal-leading (or electric-following) mode. 

 

 
 

Figure 2.14.  Fuel consumption levels in Day4 (a) and Day10 (b). 

 
Figure 2.15.  Water/exhaust flow rates in Day4 (a) and Day10 (b). 
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Figure 2.16.  Water temperature in each circuit in Day4 (a) and Day10 (b). 

 
Figure 2.17.  Thermal storage balance in Day4 (a) and Day10 (b). 

 
Figure 2.18.  Building thermal energy balance in Day4 (a) and Day10 (b). 

 

A synthesis of economic performance of the system under study over the considered period is 

reported in Table 2.9. It can be seen that the main cost contribution is given by grid power 

withdrawal in warmer period, whereas the influence of CHPs is prevailing in colder days. 

Moreover, since no power injection to the grid is provided, relevant revenues do not occur. The 

influence of emission costs is well below 1% of total economic effort, and boilers yield limited 

costs. 
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Table 2.9.  Daily Cost Contributions [€] 

  CHPs Boilers  
Day Cg CO CE CO CE Total 

1 92.19 75.27 1.09 0.00 0.00 168.55 
2 129.50 36.68 0.52 0.00 0.00 166.70 
3 202.61 79.17 1.13 0.00 0.00 282.91 
4 196.94 79.32 1.21 0.00 0.00 277.47 
5 203.21 84.84 1.30 0.00 0.00 289.35 
6 215.29 75.63 1.03 0.00 0.00 291.94 
7 204.04 76.86 1.08 0.00 0.00 281.98 
8 120.03 107.20 1.42 0.00 0.00 228.65 
9 56.19 85.88 1.08 0.00 0.00 143.16 

10 120.62 182.59 2.37 7.37 0.34 313.30 
11 139.76 165.70 2.18 0.71 0.03 308.38 
12 183.50 149.34 1.96 0.00 0.00 334.80 
13 176.79 211.94 2.83 0.11 0.01 391.68 
14 157.82 162.69 2.23 0.18 0.01 322.91 
15 166.47 97.07 1.22 0.00 0.00 264.77 

 

Moreover, a comparison of the results of microgrid operation is carried out with respect to 

conventional energy supply technologies in Italy, i.e. by withdrawing electric energy from the 

grid, and covering thermal demand by means of gas-fuelled high efficiency boilers, in the 

absence of any other generation or storage device. In order to reproduce the same energy needs 

and thermal comfort levels achieved in test results, electric demand corresponds to forecasted 

electric load  LP t , whereas thermal demand is determined as the right side of eq. (2.18), i.e. 

       V W S ihgQ t Q t Q t Q t      , as obtained by simulations. A comparison of average daily unit 

costs for electric energy (EL) and thermal energy (TH) in the conventional case and in simulation 

results is carried out. While in the conventional case these daily values are straightforwardly 

obtained, their evaluation from simulation results is given by splitting cost items of CHPs among 

electric and thermal part according to the ratio of useful electric and thermal effects  ,KP k t  and 

 ,RQ k t  i.e, by simplifying t : 
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Therefore, the average daily unit cost for electricity production is determined as the ratio of the 

cost of energy exchange with the network and electricity cost of CHPs on total electricity 

consumption: 
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Furthermore, the average daily unit cost for thermal energy production is evaluated as the ratio 

of the sum of thermal cost of CHPs, total cost of boilers and the total cost related to the operation 

of HPs (defined as HPC ) on total thermal energy demand of the building: 
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The evaluation of HPC  is not direct, since HPs exploit electricity within the microgrid for 

producing heat. To this purpose, average electricity production cost per time step is first 

determined, by determining the component of CHP cost related to electric energy: 
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Therefore, the daily cost for HP operation is determined as follows: 
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The outcomes of the analysis are reported in Fig. 2.19, and it can be seen that unit cost of 

electricity is lower in the proposed approach than in the conventional case, whereas thermal unit 

cost is slightly higher, due to the lower thermal efficiency related to CHPs with respect to boilers. 

The whole MG management results less expensive than the conventional energy supply, as 

reported in Fig. 2.20, where total daily costs are compared. It can be seen that minimum 

variations are observed in Day13, where the advantage of the proposed approach is only 0.55 €, 

whereas in other days the saving can be higher than 100 €. The relative saving reaches maximum 

values of 38% in holydays, whereas the average value over the 15 Days is 17.9%. In all cases, 

since HP is operated only in the presence of excess internal electricity production, HPC  gives 

limited contribution. 

 
Figure 2.19. Comparison of unit cost for electric and thermal energy. 

 
Figure 2.20. Comparison of total daily cost. 
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The application to a realistic system under different conditions proved the validity of the 

proposed methodology to represent the behavior of multi-source microgrid and interaction 

between thermal and electric demand supply. The detailed representation of integrated water-

based heating system allows to catch specific mass flows and temperature variations for each 

device, in order to comply with thermal comfort needs while minimizing operating costs of the 

whole microgrid. 

2.2.6 Conclusions 
In order to address the increasing interest in developing integrated multi-energy system at local 

level, a methodology for assessing microgrid operation plan in the presence of a detailed 

thermal energy model has been proposed. The formulation of this model allows to monitor 

room temperature according to specific comfort levels, along with water mass flows and 

temperature in a multi-source thermal production system. The employment of different energy 

production technologies, renewable and conventional, as well as thermal or electric or 

combined, along with thermal and electric storage, provides flexibility to the procedure for 

individuating the most suitable combination to achieve the required thermal comfort and to 

cover electricity needs. This objective has been pursued by an optimization procedure able to 

define the optimal daily plan at minimum operation and emission costs,. Investigation results 

allow to define the day-ahead operation plan with 15-min time step for each device, compatible 

with technical constraints, driven by external conditions on weather and electric demand. The 

application of the proposed approach to a multi-energy experimental microgrid, exploiting real 

data from weather observations, ensures the trustworthiness of the obtained results and the 

economic convenience of a multi-source microgrid with respect to distinct conventional supply 

technologies. Moreover, the modularity of the formulation allows to tailor the procedure to the 

features of specific application. 
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3. The integration of Electric Vehicles in Distribution network  

3.1 Optimal operation planning of V2G-equipped Microgrid in the presence of 

EV aggregator 

An optimal day-ahead operation planning procedure for Microgrids (MGs) integrating Electric 

Vehicles (EVs) in vehicle-to-grid (V2G) configuration is described in this sub-section. It aims 

to determine the day-ahead operation plan by solving a non-linear optimization procedure 

involving daily cost and subject to dynamic operating constraints. The main goal is to minimize 

MG operation daily costs, according to suitable load demand and source availability forecast, 

taking into account an EV aggregator. In order to evaluate possible economic relationships 

between the EV aggregator and the MG operator, two different objective functions are 

considered. Taking in the cue from multiobjective approaches, based on forecasted generation 

of renewable-based sources and load demand [2]-[20], the proposed optimization procedure 

further allows to assess benefits from EV fleet in V2G configuration, by accounting the EV 

aggregator role. In particular, it is envisaged the case that MG operator and EV aggregator could 

be represent separate entities or single entity, with different objectives for MG operator in the 

elaboration of the optimal plan. The methodology is applied to a test MG including several 

devices for electric and thermal power production and storage, along with V2G systems, in 

charge to satisfy energy needs at premises of residential or commercial users. Indeed, the EVs 

can lead to new opportunities for the implementation of MG [155][156] and the constitution of 

EV aggregator can be introduced. 

The proposed procedure aims to get the following novelty: 

- The influence of EV fleet seen as mobile storage in the frame of MG; 

- The adoption of actually models for thermal and electrical sources; 

- The techno-economic analysis of interactions between EV aggregator and MG operator; 

- Different EV use patterns are proposed according to specific users. 

3.1.1 Literature review 

The integration of large amount of distributed energy resources and of Electric Vehicles (EVs) 

has introduced several challenges to the planning and operation of modern electric power 

system [157]. The lack of coordination of Distributed Generation (DG) sources and Vehicle-

to-Grid (V2G) charging point can give rise to issues such as reverse flows, unintentional 

islanding, overloads. To deal with these concerns MGs more and more employed [158][159]. 

In fact, they are able to integrate DG technologies, Energy Storage Systems (ESSs) and 
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charging station, as well as electric and thermal loads. The recent diffusion of EVs in V2G 

configuration, along with station technological improvement, has also shifted EV role from 

dispersed loads to small-sized distributed virtual generator. Moreover, V2G scheme can support 

to the distribution grid in regulation services, as illustrated in [160]-[165], whereas the influence 

of V2G system on MG operation is evaluated in [166]-[169]. 

The EV charging process (or energy exchange in V2G configuration) can be optimally managed 

in order to provide economic benefit to EV owners and to support MG operation, particularly 

when a small number of EVs are organized in fleet. Indeed, it can be connected into the grid 

simultaneously at the same connection point [170]. In this case, the MG operator interacts with 

vehicle fleets through EV aggregators, which provide proper control of the parked vehicles and 

their interaction with the grid [171]. The EV aggregator is in charge of performing the “smart 

charging” service, by exploiting time flexibility given by the difference between needed 

charging time and parking time to provide grid services and meet the needs of the driver [172]. 

The EV aggregator performs the smart charging service by determining how and when each 

vehicle is to be charged, thereby providing a demand-dispatch service to a utility or grid 

operator [173]. 

In the other hand, the MG operator is in charge to elaborate a suitable operation scheduling in 

the day-ahead horizon, in order to plan its units accounting for economic burdens, 

environmental impact and reliability issues [102][174][175]. For the development of 

procedures for MG day-ahead operation planning, different approaches are present in literature 

to take into account the variability of PV and wind production, load demand, energy prices, EV 

parking intervals and energy requirements. A distinction can be made among stochastic 

methods accounting for possible deviations of forecasts with proper probability distribution 

functions (pdfs) [176][178], procedures based on the generation of different scenarios with 

relevant probability [179]-[183], and methodologies based on deterministic data [4][186]-[193]. 

The proposed approach falls in this last field, i.e. considering as inputs the most probable value 

of the forecasts of different quantities subject to prediction instead of decision, since it 

represents the most realistic form to determine plans to be implemented by actual SCADA in 

MGs. For this reason, advanced prediction methods should be accounted [194]-[196], that are 

beyond the scope of this procedure. Moreover, even exploiting stochastic methods (e.g. chance 

constrained, robust optimization, …), the presence of variation during operation outside the 

pdfs or not considered in scenarios will cause a different behaviour with respect to the plan. It 

should be remarked that the risk reduction due to stochastic optimization is negligible in this 

case with respect to a deterministic procedure with suitable operation margins of the devices 
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[190]. Therefore a second-stage procedure, closer to real time operation and entrusted to cope 

with those variations, operating over shorter time intervals (e.g. an hour or a group of hours) 

and accounting for even faster variations (down to minutes or some seconds), should be carried 

out as indicated also in [4], [167], [184]-[187], [189], [192], [197].  

3.1.2 Microgrid Operation Planning 

The formulation of the problem starts from modelling of the involved energy equipment. 

Different kinds of devices can be individuated: fuel-based energy production systems (caring 

for electricity or thermal energy, or even both in cogeneration layout), renewable-based 

generation devices, energy storage systems, grid connection, EVs, energy consumption. In 

order to represent the time variation of energy flows, the daily horizon is divided in tN  time 

steps with a time width of t  each, typically ranging between 5 minutes to 1 hour [198] 

compatibly with granularity of day-ahead forecast methods ensuring acceptable uncertainty 

levels [194]-[196]. Since MG-sized devices reaching the required power reference planned 

condition in some seconds [199][200], the adoption of static models allows a powerful 

representation of the devices in the described time steps without losing accuracy. 

In particular, the i-th fuel-based production device can operate in different electric production 

level  ,P i t , within its technical features, although fuel procurement is incurred and local 

emissions are produced. Therefore, its operation can be characterized by determining fuel 

consumption  ,F i t  and emission amount  ,E i t  and bounding production level through the 

following relations: 

  
 

    
,

,
,E

t P i t
F i t

fv i P i t

 



 (3.1.a) 

       , , ,E i t P i t t P i t     (3.1.b) 

      ,m MP i P i t P i   (3.1.c) 

where  fv i  represents fuel heating value, and electric efficiency   ,E P i t  depends on power 

production level through a polynomial function. Since emissions are related to fuel energy 

consumption, emission factor   ,P i t  is inversely proportional to electric efficiency, i.e. 

       , ,EP i t k i P i t   , where  k i  is a constant factor depending of the technology of 

the i-th fuel-based production device. Moreover,  mP i  and  MP i  stand for lower and upper 

limits of power output, respectively. The use of discrete variables for on-off status of generators 
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accounting for experimental nonlinear efficiency functions would involve MINLP formulation, 

although it could not lead to feasible results [201] and does not involve remarkable advantage 

with respect to NLP. Therefore, the proposed NLP formulation allows to ensure convergence 

and to lose as low information as possible.  

As regards the thermal energy production, the previous formulations keep valid by expressing 

the quantities in terms of heat production level  ,Q i t : 

  
 

    
,

,
,T

t Q i t
F i t

fv i Q i t

 



 (3.2.a) 

       , , ,TE i t Q i t t Q i t     (3.2.b) 

      ,m MQ i Q i t Q i   (3.2.c) 

where thermal efficiency is represented by   ,T Q i t , and unitary emission factor per thermal 

energy   ,T Q i t  (inversely proportional to thermal efficiency). Lower and upper limits related 

to thermal power production,  mQ i  and  MQ i  are considered. 

The electric power production  ,P i t  and heat production  ,Q i t  are directly linked in MG-

sized cogeneration systems, as suggested in, [11][33][197] that proves more appropriate than 

other possible representations, such as feasible electricity-heat operating region reported in 

[202]. Therefore, either electric or thermal power represent the decision variable, since the 

following relation holds: 

  
  
  

 
,

, ,
,

T

E

Q i t
Q i t P i t

P i t




   (3.3) 

As regards the r-th technology based on a non-programmable renewable energy source (RES), 

e.g. wind, solar radiation, water flow, relevant power production level  ,P r t  or thermal 

production level  ,Q r t  can be obtained by forecasting source availability, and accounting for 

the specific function of energy conversion, e.g. wind turbine power related to speed and PV 

panel conversion according to solar radiation and temperature effects [203].  

Energy storage devices are characterized by internal state of charge  ,S s t . For the s-th storage 

system, this value is linked to electric power charge/discharge of the device (  ,cP s t  and 

 ,dP s t , respectively) and to technical features of the system through the following expressions: 
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      ,m MS s S s t S s   (3.4.b) 

    0 , M
c cP s t P s   (3.4.c) 

    0 , M
d dP s t P s   (3.4.d) 

    , , 0c dP s t P s t   (3.4.e) 
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
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where,  , 1S s t   is the state of charge at previous time step,  ,0S s  is the initial state of charge 

of the considered day connected to the final state of charge at the end of the day before, that is 

a known value for the operation planning of the considered day. Moreover,  c s  and  d s  

are charge and discharge efficiency, respectively,  MS s  and  mS s  are the maximum and 

minimum charge capacity, respectively,  M
cP s  and  M

dP s  are the maximum charge and 

discharge rates, respectively, and  s  is the self-discharge rate. Equation (3.4.e) does not 

allows bidirectional excange of the device in the same period. Constraint (3.4.f) bounds the 

final state of charge of the considered day in an feasible range around the initial state of charge. 

This assumptions ensures more flexibility to the optimal management of MG and allows to 

account for self-discharge of ESS. In other works as [175][193][204] initial and final values in 

the considered day are equal, whereas in [205][206] this range is considered as a defined 

percentage of maximum charge capacity. In the proposed constraint (3.4.f), the limits 

correspond to maximum variation of the state of charge that the ESS can perform in a single 

time step based on ramp up and ramp down characteristics. ESS parameters depend on the 

history of the device due to degradation phenomena, however, for the investigation of a single 

day, they are univocally determined referring to the specific ESS lifetime condition and level 

of use. The MG is typically connected to the distribution grid through a single point, and the 

level of power purchase  PurP t  and power injection  InjP t  is considered, taking into account 

the unidirectional flow per each time step and appropriate limits, the following relations hold: 

    0 M
Pur PurP t P t   (3.5.a) 
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    0 M
Inj InjP t P t   (3.5.b) 

     0Pur InjP t P t   (3.5.c) 

where  M
PurP t  and  M

InjP t  are the maximum electric power purchasable and deliverable at grid 

connection, respectively. 

As regards the EV fleet in V2G configuration, managed by an aggregator, can be modelled as 

an mobile ESS, connected to the grid only in same periods. Let j be the interval (set of time 

steps) for which the v-th EV fleet is plugged, and therefore for that j-th interval, define  ,At v j  

as the forecasted time step when the v-th EV fleet arrives to the station with energy content 

  , ,AS v t v j , and  ,Lt v j  as the predicted time step according the owner habits, when the v-th 

EV fleet leaves the station with energy content   , ,LS v t v j . Hence, the following relations are 

valid for each time step of the j-th stationing interval, considering that the energy exchange 

process can start a time step after the arrival [179], i.e.    , 1 ,A Lt v j t t v j   . 

        
 

 

,
, , 1 ,

d
c c

d

P v t
S v t S v t v t P v t t

v



          (3.6.a) 

      ,m MS v S v t S v   (3.6.b) 

    0 , M
c cP v t P v   (3.6.c) 

    0 , M
d dP v t P v   (3.6.d) 

    , , 0c dP v t P v t   (3.6.e) 

The terms assume the same meaning with respect to (3.4.a)-(3.4.e), but referred to the v-th EV 

fleet. Self-discharging effect can be neglected for the EVs [207]. The presence of several 

parking intervals of the same EV fleet during the day can be considered. In particular, the case 

of a night parking of the EV fleet is dealt with by assuming at least two intervals, one starting 

at the first time step of the day and one ending at the last time step of the day. To account for a 

continuity of EV charging, it is assumed that the energy state of EV fleet at the extreme time 

steps in the day, pertaining to different parking intervals, is the same, i.e.    ,1 , tS v S v N . 

Moreover, the maximum power amount in charge and discharge phase (  M
cP v  and  M

dP v , 

respectively) are affected by technical features of the EVs, of the charging/V2G stations and of 

the connection network. 
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The energy consumption of final users in the MG can be subdivided in electricity loads  ,LP k t  

and thermal loads  ,LQ h t . It is assumed that in MG framework, the users are connected to the 

same electric distribution system, that is mainly realized by means of radial schemes covering 

distances of few hundred meters. As discussed in the chapter 1, this configuration yields voltage 

magnitudes at each node close to nominal value and small angle displacements, therefore no 

power flow violations are expectable and power losses can be negligible [175][176][180]. 

Analogously, all thermal loads are considered to refer to a well-designed heat distribution 

system with negligible losses. Therefore, the satisfaction of the internal demand can be 

represented by means of following balance relations: 
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In (3.7), NL represents the total number of electric loads, NS is the number of energy storage 

systems, NV represents the number of EV fleets, whereas in (3.8) NH is the number of thermal 

loads. In both equations, NG stands for the number of fuel-based generation facilities, and NR 

represents the number of RES-based energy production devices. 

It should be remarked that the electric power balance is adopted as equality constraint, in order 

to avoid electricity wasted, whereas thermal balance is expressed by an inequality, allowing the 

flexibility to release excess heat in the atmosphere, with a view to give up on economic 

performance of the procedure. 

The operation planning aims to minimize an objective function according to appropriate 

constraints, as per the following expression: 
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 (3.9) 

The state variable vector x includes power production/exchange trends for the controllable 

sources (fuel-based generators, energy storage, EV fleets, grid connection) over the daily 

horizon, along with the state of charge of energy storage devices and EVs. The set of equality 

constraints   0g x  is built by (3.3), (3.4.a), (3.4.e), (3.5.c), (3.6.a), (3.6.e) and (3.7), whereas 
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inequality constraints   0h x  are characterized by (3.1.c), (3.2.c), (3.4.b)-(3.4.d), (3.4.f), 

(3.5.a)-(3.5.b), (3.6.b)-(3.6.d) and (3.8).  

The MG operation planning can include several goals as economic, environmental and technical 

optimization [207]. In the proposed methodology, a hybrid objective function is adopted, 

minimizing the total variable costs for MG operation and properly weighed equivalent CO2 

emission cost, in order to achieve feasible planning with limited environmental impact. 

The objective function can be expressed as the sum of different terms related to the devices 

described in the previous section. In particular, actualized investment cost is neglected, along 

with variable costs for RES-based technologies, since maintenance is quite inexpensive [208], 

and for ESSs, as the effort for keeping the system in correct operation is already taken into 

account by the self-discharge amount. 

The EV aggregator is in charge to manage the energy exchange of EVs plugged to MG. It is 

assumed that the EV stations are physically connected to the MG and not directly linked to the 

distribution network. Moreover, the relationship between EV aggregator and MG operator 

determines the share of the cost related to EV management, as described in Fig. 3.1.  

 

Figure 3.1. Different relations between MG operator and EV aggregator 

 

In particular, two situations are presented and analyzed. In the first case, the EV aggregator is 

an entity with a specific tariff for the electricity exchange independent respect to MG operator. 

The MG operator is in charge of exchanging power with the distributor (see left side of Fig. 

3.1). This condition can reproduce the presence of an EV management entity at residential 

premises or for EV parking lot adjacent to a commercial or tertiary activity. Under these 
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assumptions, the objective function of MG operator in the first case  1f x  can be defined as 

follows: 

 

             

           

1

1 1 1

1

, ,

, ,

t G G

V

N N N

Pur P Pur

t i i

N

Inj c d

v

f t t P t i F i t P t E i t

t P t t P v t t P v t

   

  

  



   
        
      


     



  



x

 (3.10) 

where  t  and  t  represent electricity purchase cost and electricity delivery price, 

respectively, in the t-th time step. Moreover,  t  and  t  are the unitary cost for EV charging 

and the unitary revenue for V2G discharging, respectively. Finally,  i  is the fuel price for 

the i-th fuel-based generator,   is the penalty cost applied to the CO2 emissions and P  is the 

average emission factor related to electricity coming from the distribution network. 

In the second case, the role of EV aggregator has become a task of MG operator. Therefore, the 

EV fleet plugged to V2G technology is considered and managed as a storage. However, the 

unique managing subject would preserve lifetime of EVs avoiding deep cycling operation, 

along with supplying energy to the MG and to EVs for covering travel needs, at reasonable cost 

(see right side of Fig. 3.1). This scheme can be realized by the energy management system of a 

residential building with EV parking, or in the presence of service vehicles owned by a factory 

or a public body.  

The objective function of MG operator in this second case  2f x  can be written as: 
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where  v  is the wearing cost of the v-th EV fleet, taking into account the actualization of EV 

battery cost over the forecasted throughput during the provided battery lifetime 

[154][190][298], obtained as the product of nominal capacity by the provided number of cycles 

at the target depth of discharge    M mS v S v  [210]. Therefore, the wearing cost is determined 

a priori, as an input of the problem, once the technology of EV battery and the desired depth of 

discharge are defined, and it is applied to the equivalent cycle given by charge power  ,cP v t .  
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Since both  1f x and  2f x  represent the total daily cost of MG operator with different tariff 

associated to EV exchange. In  1f x , the energy flows between MG operator and EV aggregator 

is ruled by a contract with different rates for EV charge and discharge. In  2f x , EVs are dealt 

with just as other internal MG sources, and MG operator aims to minimize the production costs, 

that for EVs are represented by wearing costs. Each function is therefore minimized in the 

presence of the same inputs, and relevant results are compared in order to investigate the 

effectiveness of different relations between MG operator and EV aggregator. Having MG a size 

of some hundreds of kW, MG operator is not called to actively participate in market sessions 

and to deal with relevant risk, but it acts as a price taker, in accordance with various analogous 

approaches [177][204][211]. According to this assumption,  t  and  t  account for a proper 

forecast of market prices and for additional burdens according to specified tariff schemes.  

3.1.3 Test cases and Results 

In order to investigate the performance of the proposed procedure along with its possible 

application, a case study is carried out, based on a test MG reproducing the features of an 

experimental facility realized at the Power and Energy System Laboratory of Politecnico di 

Bari (see Chapter 1) with provisional enhancements. Inputs depending on site condition as 

weather and habits, are referred to forecasts derived from historical data at laboratory location. 

The test MG includes as generation sources a gas-based Internal Combustion Engine (ICE) in 

cogeneration mode, a Microturbine (MT) in cogeneration mode, a PV plant, a wind emulator 

to replicate various wind turbine (WT) response to wind speed. Moreover, an energy storage 

system and a fast-charging V2G station are provided, and programmable loads can simulate the 

presence of different consumers as well. A boiler section is envisaged to auxiliary source for 

thermal demand coverage. The features of the components are reported in the following Tables 

3.1, 3.2 and 3.3 for RES devices, energy production and energy storage, respectively, along 

with the relevant name exploited in the test. The parameters are derived from nameplate data 

of the devices included in the experimental facility, or obtained by relevant characterization 

tests, or taken from literature references where indicated. The case study, as the optimal 

planning procedures reported in previous chapters, includes a daily horizon subdivided in 96 

time steps with a duration of 15 minutes. For CHP1 and CHP2, trends of electric efficiency are 

reported in Fig. 3.2. Thermal efficiencies for CHPs and Boilers are considered constant, since 

no remarkable variation is observed. Therefore, emission factor is inversely proportional to 

electric efficiency for CHPs, whereas for boilers it is constant at rated value.  
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Table 3.1. Test MG – Renewable Based Generator Features 

Device 

name 
Device type 

Rated electric 

power [kW] 

PV 1 Mono-crystalline silicon 20 

PV 2 Poly-crystalline silicon 20 

PV 3 Amorphous thin film PV 20 

WT 1 Horizontal axis WT 40 

WT 2 Vertical axis WT 20 

 

 

Table 3.2. Test MG – Energy Production Devices Features 

Device name Device type 
Rated electric/ 

thermal power [kW] 

Rated electric/ 

thermal efficiency [%] 

Rated emission 

factor 

[kg/kWh] 

CHP 1 ICE 105 / 185 31.5 / 56 0.594 

CHP 2 MT 28 / 57 25 / 50 0.725 

HB 1 Wood boiler --- / 75 --- / 82.5 0.02 

HB 2 Pellet boiler --- / 20 --- / 88.2 0.00 

Grid Power exchange 80 / --- --- 0.309 [212] 

 

Table 3.3. Test MG – Energy Storage device features 

Device name Device type 

Rated 

capacity 

[kWh] 

Rated 

electric 

power [kW] 

Charge/ 

discharge 

efficiency [%] 

Self-

discharge rate 

[%/h] 

ESS Na-Ni battery 180 48 85 1.36 

EVs 10-EV fleet with 10 V2G stations 240 100 90.9 [213] --- 
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Figure 3.2. Electrical efficiency curve of the CHPs. 

The case study is applied to a typical winter day with residential and commercial load supplied 

by the MG. Power and heat demand curves for users are taken from U.S. data in [214] and 

accounting for similar climate conditions with respect to the location of the experimental 

facility. User features are reported in Table 3.4. 

The total predicted RES production amounts to 334.4 kWh with a wind contribution higher than 

PV yield. This quantity covers 14.7% of the residential load and 19.3% of the commercial one, 

of the set day.  

 

Table 3.4. Test MG – User features 

User 

Description 

Electric / thermal 

peak power [kW] 

Electric / thermal 

daily demand 

[kWh] 

Residential 

50 twin apartments 
160 / 250 2,278.5 / 3,911.5 

Commercial 

Medium-size office  
140 / 250 1,731.5 / 2,167.3 

 

In order to best exploit the potential of MG components and not to jeopardize the security of 

system in emergency cases, as involuntary islanding, the maximum flow of electric power with 

the distribution network is limited at 80 kW. 

In Figure 3.3 the EV fleet connection to the V2G charging station is characterized by time 

intervals depending on dwellers and employees behaviour for residential and commercial 

building, respectively, with a number of V2G charging stations equals to 10. In particular, in 

the residential case (upper part of Fig. 3.3), parking interval starts at 6:45 p.m. at 60% charge 

(red) and ends at 8 a.m. at 80% (green), therefore two intervals are included in simulation, as 

described in previous paragraph, involving the continuity of energy content variation at 

extremes of the day (blue). Whereas, for the office building (lower part of Fig. 3.3), clerks arrive 
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at workplace at 8 a.m. with 40% charge (red) and leave at 6:30 p.m. at 80% (green), with a 

single parking interval.  

The energy content of the EVs departing is supposed at 80% of rated capacity, to decrease the 

effects of range anxiety [215]. The state of charge at fleet arrival is provided according to 

average routes of the EV drivers. The choice of the variation range of state of charge between 

20% and 90% helps extending EVs lifetime preventing full charge and deep discharge 

[188][216][217].  

 
 

Figure 3.3. EV fleet characterization for the considered users. 

The electricity purchase price  t  is determined as sum of hourly spot market prices and 

additional burdens to cover transport and distribution service included in tariffs for domestic 

and non-domestic users, whereas electricity delivery cost  t  is characterized by three levels 

for peak, average and off-peak hours respectively, according to Italian energy service operator 

[57]. Fuel cost  i  derives from tariffs of an Italian fuel distribution company [60] and are 

equal to 0.51 €/Sm3 for gas, 0.172 €/kg for wood, 0.32 €/kg for pellet, supposed constant over 

the whole day. Moreover, emission cost   is equal to 0.57 c€/kg [61]. 

The two formulations of the objective function of the day-ahead scheduling problem, as defined 

in the previous sub-section, are both applied to the two user profiles. In particular, while 

considering  1f x , different tariff schemes are analysed, and the best solution is obtained with 

a flat EV discharge cost  t  equal to 18 c€/kW and with an EV charge price  t  having two 

levels for residential user and a constant value for the commercial one. Cost trends are reported 

in Fig. 3.4, indicating with subscribed res and com the costs for residential commercial users, 

respectively. When  2f x  is minimized, EV wearing cost  v  is equal to 5 c€/kWh. 
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Figure 3.4.  Cost diagram for each time step. 

The optimization is performed in MatLAB® environment, exploiting fmincon function by 

means of the SQP algorithm [65]. It is a Newton-type method, characterized by super-linear 

convergence, and proved robust for the solution of nonlinear optimization problems, even in 

non-convex formulations [219][220]. 

SQP algorithm solves a sequence of optimization sub-problems, characterized by a quadratic 

model of the main problem. The basis of the algorithm consists of the calculation of Lagrangian 

function  L x  related to problem (9), defined as follows: 

        w w b b

w b

L f g h      x x x x  (3.12) 

where w is the generic equality constraint and w  is the correspondent Lagrangian multiplier, 

whereas b is the generic inequality constraint and b  is the correspondent Lagrangian 

multiplier. It is assumed that bound constraints are expressed as inequality constraints. 

Therefore, Karush-Kuhn-Tucker (KKT) conditions are posed and approximated by means of 

second-term truncated Taylor series, thus obtaining, for the -th iteration, the following 

quadratic subproblem: 
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where  2 , ,L    xH x λ μ  is the Hessian matrix of KKT conditions at the -th iteration and 


d  is the solution search direction. For each iteration, the algorithm updates the Hessian matrix 

through an approximate gradient evaluation method, therefore solves the quadratic subproblem 
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(3.14), that can be modified in order to account for feasibility limits (for instance by means of 

a quadratic approximation of constraints instead of linear) and updates the solution as follows: 

 
1      x x d  (3.14) 

where   is the step-length parameter, determined in order to decrease a merit function, with 

larger penalty contribution of active constraints. 

The relative tolerance levels on decision variables, constraints and objective function are all set 

to 1·10–4. 

As most of the methods for nonlinear problem solution, the algorithm efficiently searches for a 

local minimum, therefore a proper initial condition is provided [221].This is done through the 

solution of the linearized formulation of problem (3.9), by accounting for rated efficiencies of 

fuel-based devices (see Table 3.2) in (3.1.a), (3.1.b), (3.2.a), (3.2.b) and (3.3), and discarding 

non-contemporaneity constraints for bidirectional power exchanges (3.4.e), (3.5.c), (3.6.e). 

These constraints are verified a posteriori, and where they are not satisfied, the solution is 

corrected by subtracting to both values the minimum one. The proposed procedure to solve the 

non-linear problem (3.9) is managed automatically in all its parts, as explicated in the flowchart 

reported in Fig. 3.5, where the stages of initial solution determination (through the linearized 

problem) and of solution of complete NLP problem (3.9) are illustrated. 
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Figure 3.5. Solution flowchart of the proposed day-ahead procedure. 

The results of optimal operation planning of the test MG in the presence of the described 

residential load are presented. 

As the results of  1f x , in Figs 3.6.a, 3.7.a and 3.8.a, where electric balance, thermal balance 

and SOC of storage devices are shown, respectively. In Fig. 3.8.a, positive values of power by 

ESS and EVs correspond to discharge power, whereas negative values stand for charge power. 

As regards grid power, positive values represent power purchase and negative ones correspond 

to delivery. It can be seen that the EV discharge guarantees the coverage of the electric load in 

periods when production by RES is low, for instance between hours 3.19 and 3.22, as remarked 

by the SOC trend of EVs in Fig. 3.8.a. Moreover, the excess power production by CHPs with 

respect to the original load trend, along with grid withdrawal, is addressed at charging ESS and 

EVs. In particular, ESS is charged in central hours of the day, in the presence of remarkable 

RES production. EVs are charged in late evening and early morning, when electricity purchase 

price is lower and thermal demand drives CHP extra production. Due to low delivery price, no 

power injection to the main network is observed.  

RES/load/EV 

day-ahead

forecasts

Component

features and 

constraints

(rated )

Linearized problem

solution

Are (4.e) (5.c) (6.e) 

satisfied?

Initial solution of

NLP problem

Correction

Component

features and 

constraints

( curve)

Constraints

(4.e) (5.c) 

(6.e)

Solution of complete 

NLP problem (9) 

through SQP

Day-ahead

operation plan

Y

N



114 

 

Whereas, the application to residential user of  2f x  objective leads to results depicted in Figs 

3.6.b, 3.7.b and 3.8.b. In this case, the EV SOC experiences less fluctuations, keeping constant 

for most of the parking interval. This is ascribable to the presence of the wearing cost, that 

prevents V2G to occur. EV charge is observed only in early morning, when thermal load trend 

involves an excess of electricity production by CHP1 with respect to the demand. The ESS is 

more deeply employed in the presence of EV wearing cost due to lack of EV discharge. 

As regards thermal energy, the demand is covered mostly by CHP1 in both cases (see Fig. 3.7.a 

and 3.7.b), respecting the technical limits, whereas the CHP2 and HBs are exploited during 

peak demand periods. 

 

 
Figure 3.6. Electric power balance of Residential user with f1(x) objective (a) and f2(x) objective (b). 

 
Figure 3.7.  Thermal power balance of Residential user with f1(x) objective (a) and f2(x) objective (b). 

 

Figure 3.8.  Storage state-of-charge of Residential user with f1(x) objective (a) and f2(x) objective (b). 

The optimal MG operation plan in the presence of commercial load is illustrated in Figs. 3.9.a, 

3.10.a and 3.11.a in the case of  1f x  objective, and in Figs. 3.9.b, 3.10.b and 3.11.b in the case 

a b

ba

a b
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of  2f x  minimization. It can be noted that the different load profiles of this user involve a 

different exploitation of internal sources. In particular, in the first and last hours of the day, 

when heat is not needed, the CHPs are not fired on, since it reveals more convenient to purchase 

energy from the grid at low price levels rather than exploiting CHP at partial load, with low 

efficiency. The pursuit of  1f x  objective implies a deeper EV employment due to the 

difference of price levels. In particular, EVs are intensively charged at arrival, in central hours 

of the day and at the end of parking time, even withdrawing additional electricity from the grid. 

This trend is supported by the ESS as well, in fact ESS discharges in periods when EVs require 

to charge and vice versa, as shown in Fig. 3.11.a. However, the described curves entail a peak 

of total demand up to 210 kW, almost doubling the predicted load. As regards thermal load 

(Fig. 10.a), according to economic and environmental merit order, the baseload is covered by 

the CHP1, and HBs and CHP2 are called to produce in peak periods. When the demand is low, 

CHP1 is less convenient than HB1. 

When  2f x  is minimized, EVs charge only in central hours of the day, as reported in Fig. 

3.9.b. Indeed, the saddle in thermal demand (Fig. 3.10.b) does not allow for intense CHP 

exploitation, therefore further grid withdrawal is necessary for EV charging in low-price 

periods. This involves a deeper discharge of ESS during hours 8-11 to cover the demand in 

peak price period. In all cases, self-discharge effect of ESS in idle state is observed. 

 

 
Figure 3.9. Electric power balance of Commercial user with f1(x) objective (a) and f2(x) objective (b). 

 
Figure 3.10. Thermal power balance of Commercial user with f1(x) objective (a) and f2(x) objective (b). 

a b

ba
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Figure 3.11. Storage state-of-charge of Commercial user with f1(x) objective (a) and f2(x) objective (b).  

 

It can be seen that the adoption of realistic electric efficiency curve, that has remarkably low 

values at low production levels, avoids operation of CHPs below the minimum stable generation 

level in all cases. In this way, analogous results are obtained with respect to other approaches 

introducing integer on/off variables. 

The comparison of total daily costs and relevant main contributions is reported in Table 3.5. It 

allows to state that the  1f x  objective reveals cheaper than the  2f x  for both users (3% in 

residential case and 7% in commercial case), revealing that an ad hoc tariff scheme applied by 

the aggregator for EV charge and discharge can encourage their use for MG optimal operation 

purposes. Grid purchase has a higher impact for the commercial user (18-24% with respect to 

3-4% for the residential one), due to the different demand trend, whereas emission costs do not 

affect significantly the total expenses, contributing in each case to less than 2%. 

 

Table 3.5. Test MG – Daily Cost contributions [€] 

 Residential Commercial 

 f1 (x) f2 (x) f1 (x) f2 (x) 

Grid purchase cost 15.0 13.6 63.1 52.5 

Grid delivery revenue 0.0 0.0 0.1 0.0 

Fuels cost 376.4 379.6 214.6 218.6 

EV charging cost 7.4 2.8 18.0 5.7 

EV discharging revenue 14.1 0.0 37.8 0.0 

Grid emission cost  0.3 0.2 0.9 0.8 

Generators emission cost 6.6 6.7 3.7 3.7 

Total cost 391.6 402.9 262.5 281.3 

 

Computational efforts obtained by running the procedure on a 64-bit workstation equipped with 

3.50 GHz processor and 16 MB RAM and exploiting virtual parallel calculus on 4 processors 

are synthetically compared in Table 3.6. It can be seen that the problem solution takes from 3 

min to 22 min to reach an optimal solution where error levels are below selected thresholds, 

and this time is well compatible with day-ahead programming horizon. The solution involves 

a b
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heavier computations (either number of iterations or computation time) in the presence of  1f x  

objective, due to the involvement of conflicting terms in the objective function, see positive and 

negative cost contribution due to EV charge and discharge, respectively, in (3.10). The 

determination of initial solution is quite fast and does not affect remarkably the total solution 

time. 

3.1.4 Conclusions 

In this sub-section, strategies for optimal day-ahead operation planning of MG integrating V2G-

based EV fleets have been proposed. The procedure, involving electric and thermal load 

coverage, has been tested on a selected MG configuration, where typical load profiles of 

residential and commercial users have been considered. The presence of different goals, 

according to various interaction frameworks between EV aggregator and MG operator, have 

yielded different operation plans, with particular regard to EV exploitation. Indeed, the presence 

of suitable cost schemes for EV charge and discharge, in the presence of EV aggregator relating 

with MG operator, have led to a deeper EV exploitation and a more efficient operation of MG 

resources, achieving lower total MG cost. Whereas, wearing cost drives the preservation of EVs 

lifetime, preventing their depletion and providing a service only by defining optimal charging 

intervals. V2G behaviour has allowed the coverage of demand peaks, and can be efficiently 

utilized when high electricity price occurs. Moreover, the presence of CHPs and ESS has 

brought to reduce the need of electricity purchase from the external grid to charge EVs. The 

proposed methodology has proved powerful to deal with the operation planning problem in a 

suitable time for day-ahead horizon.  
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3.2 Energy Efficiency Improvements in Port Areas: towards an Integrated 

Energy Management 

In this sub-section, different measures for the improvement of energy performance of port areas 

are illustrated, and a set of suitable initiatives is considered for the port area of Bari, evaluating 

their impact on energy, environmental and economic point of view. These measures are aimed 

to be integrated into the energy and environment plan of the port, as required by recent 

enhancement of Italian legislation, and eventually supervised and controlled by a future port 

energy management system. The presence of intense human activities in port areas raise the 

necessity to frame the management of energy in port in an integrated outline. In view of the 

realization of the energy development plan for the port area of Bari, the aim of this paper is to 

provide an overview of the candidate proposals to improve the energy and environmental 

performance of the port. Results of studies and analysis carried out for the evaluation of 

initiatives are presented. 

3.2.1 Introduction 

The structure of ports usually includes several activities of different nature, and, depending on 

the specific situation, a prevalence of industrial settlements (e.g. shipyards) or commercial 

services (e.g. passenger management and port employees) or logistics (e.g. cargo handling) can 

be present [222]. In any case, high energy demand can be observed in port areas, under the 

responsibility of different entities [223]. Moreover, the usual proximity of ports to city context 

involves several issues, such as the interaction of urban traffic with movement of passengers 

and goods, the presence of concentrated emission and noise sources. Therefore, the need of 

monitoring environmental issues of ports has gained significant importance. In particular, 

European Sea Ports Organisation has carried out periodical surveys on port environmental 

concerns, and results show the main attention to air quality and the rapidly increasing growth 

of the importance of energy efficiency [224][225]. In this sense, the Port Authorities are called 

to adopt proper actions to reduce environmental impact, such as exemplifying through good 

practices, enabling infrastructural conditions, engaging the different subject present in port 

areas, placing incentives for a correct energy behaviour [226]. These actions should therefore 

be integrated in an environment-energy development plan, carried out by port authorities by 

means of suitable methodologies in order to address the pillars of resilience, availability, 

reliability, efficiency and sustainability [223][226]. Suitable technical measures depend on port 

specific features, involving onshore power supply to ships at berth [227][228], integration of 

renewable energy production [229] and of LNG onshore generation [230], and the use of 
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alternative means of transports [231][232]. Moreover, an environment-energy management 

framework should be envisaged, where the initiatives can be harmonized in order to increase 

their potential benefits [231]. 

The port of Bari is of remarkable importance in trans-european transport network, as it 

represents the western terminal of European Corridor 8 for the connection between Southern 

Europe and Balkan zone. The port area, as depicted in Fig. 3.12, is placed in the north-western 

part of the seashore of the city of Bari, almost in continuity with the historical center.  

 

 

Figure 3.12.  Depiction of Bari port area 

The port includes five main basins, and is equipped with 27 mooring places, for a total of 5750 

m of docks and quays, with sea depths up to 13 m, as well as 740000 m2 of service areas and 

warehouses. It has two main entrances, well connected to the city center for customers and 

passengers mobility and to urban motorways. 

The port of Bari has a multi-purpose organization, involving several activities in the field of ro-

ro connections, of cargo shipping and agricultural goods management, of cruising for routes 

throughout the Mediterranean sea, of little shipyards and of private yachting. The Bari Port 

Authority, a public entity, operates all port infrastructures and one of its goals is the setup of an 

energy-environmental plan. 

3.2.2 Proposals and early results 

The feasibility analysis of the proposed interventions is carried out by considering the 

assumptions reported in Table 3.6. 
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Table 3.6. Project feasibility common assumptions 

Lifetime duration 20 years 

Discount rate 5% 

Investment mortgage period 10 years 

Taxation of net revenues 31.4% 

 

Moreover, Net Present Value (NPV) of initiatives developing over yN  years with discount rate 

  is determined through the following relation: 
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where 0I  represents the initial investment, whereas  VR y  and  VC y  are the revenues and 

costs obtained during operation at year y, and their difference represents the yearly cash flow. 

Moreover, the levelized cost of energy production is determined as follows: 
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where m
VC  represent the yearly average variable cost, mE  is the yearly average energy yield of 

the initiative, and fA  is the annuity factor, determined as follows: 
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 (3.17) 

Moreover, Internal Rate of Return (IRR) is determined as the discount rate able to make NPV 

zero at the end of time horizon, and Pay-Back Period (PBP) is the number of years at which the 

actual NPV is null. 

In some cases, the profitability of the investment is not determined by a positive NPV, but 

considering a positive difference between NPV in the considered scenario with the NPV in the 

reference case. 

3.2.2.1 Renewable energy production 

A first intervention is devoted to the installation of photovoltaic (PV) systems on suitable 

oriented and low-shadowed roofs of buildings pertaining to port authority. In particular, three 

main locations, dedicated to ro-ro passengers and ticketing, cruise terminal and auxiliary 

activities, are taken into account for possible installation. From preliminary analysis, for a total 

available roof surface of 3000 m2 is individuated, as depicted in Fig. 3.13. 
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Figure 3.13.  Position of available surfaces for PV installations 

 

Due to different orientation of buildings, a total PV surface of 1834 m2 is exploited by installing 

318 kW of monocrystalline PV panels, properly organized in sub-fields with separate inverters. 

The total estimated power production amounts to 560.5 MWh/year by means of normalized 

data [233]. The total investment of the PV system amounts to 640 k€. It should be remarked 

that power and energy yield of each PV section is not exceeding building power demand, 

therefore not affecting the capability of the current internal electric network. The techno-

economic feasibility analysis, developed according to current grid parity condition of PV 

systems in Italy, is synthesized in Table 3.7, considering that half of energy production is 

exploited for self-consumption. It can be seen that the intervention results profitable over 

lifetime horizon. 

Table 3.7.  PV System Investment Analysis 

Investment Cost 640.0 k€ 

Yearly Fixed O&M 4.6 k€ 

Yearly revenues energy sold 10.9 k€ 

Yearly revenues self-consumption  47.9 k€ 

NPV 36.4 k€ 

IRR 5.66% 

PBP 18.3 years 

LCOE 62.20 €/MWh 

 

Moreover, the exploitation of perimeter piers for the installation of mini-wind turbines is 

investigated. In particular, 20-kW vertical axis turbines are considered, in order to determine 

turbine placement on piers aiming not to hamper the activities of ships. The wind distribution 

of coastal area of Bari, including port, is analyzed over 1 year of observations, resulting in the 

average power distribution reported in Fig.3.14. The relevant Weibull distribution is derived, 

with shape and scale coefficients equal to 5.642 and 2.0, respectively, as shown in Fig. 3.15 

along with wind turbine power curve. It can be seen that the main wind directions are included 
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between N and W and do not coincide with pier orientation, therefore turbine alignment on 

piers is viable with limited wake losses.  

 

Figure 3.14.  Energy content analysis of wind data according to direction. 

 

 

Figure 3.15.  Wind Weibull distribution and wind turbine power. 

 

In the total port area, 43 wind turbines are envisaged, with a total installed power of 860 kW. 

The internal network is planned with LV subfields and MV collection points, sketched in Fig. 

3.16, covering a total distance of 5.2 km with LV cables and 2.2 km with MV cables. Network 

analysis are carried out, highlighting 1.2÷1.3% of active power losses during operation, 

therefore provisional energy yield of 1380.7 MWh/year is estimated. Preliminary investigations 

reveal that the current electric network of port area is able to host the connection of the mini-

wind system without considerable empowering. The total investment cost amounts to 2026.9 

k€. The feasibility analysis according to current feed-in tariff for mini wind systems in Italy 
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[234] is synthesized in Table III, considering 10% of self-consumption. Since the economic 

indicators are positive, the investment turns out to be feasible. 

 

 

Figure 3.16.  Wind turbine system: internal network 

 

Table 3.8.  Wind Turbine System Investment Analysis 

Investment Cost 2026.9 k€ 

Yearly Fixed O&M 13.8 k€ 

Yearly revenues feed-in tariff 158.3 k€ 

Yearly revenues self-consumption  42.8 k€ 

NPV 307.0 k€ 

IRR 6.73% 

PBP 16.2 years 

Production cost 79.64 €/MWh 

 

3.2.2.2 Electric mobility 

As a first solution, the opportunity to implement a charging infrastructure for a small fleet of 

electric buses for transport of customers and operators to/from the port area is investigated. In 

particular, buses are meant to travel on three routes: port/railway station, port/airport and a 

connection of different activities inside port area. The main features of the routes are reported 

in Table 3.9. The price of ticket for each trip is analogous to similar public transport services 

within the city and for direct connection with the airport. 

 

Table 3.10.  Features of port bus routes 

Route 
Round-trip 

Length [km] 
Daily trips 

Price per 

trip [€] 

Railway station 8 25 1.60 

Airport 25 12 5.00 

Internal 6 30 1.20 

 

5 WT

5 WT

5 WT

4 WT 5 WT 5 WT 3 WT

4 WT 4 WT
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For covering the provided trips, a fleet of 7 electric buses is envisaged (6 buses will be en route 

per day), whose main features are reported in Table 3.10 and compared with conventional fuel-

based analogous model. Suitable parking area of buses is individuated in the western part of the 

port, where a large parking area for trucks and ticket offices is situated. In this zone, the 

installation 6 of public pole charging points is provided, with a maximum power of 22 kW and 

Type 2 sockets, allowing for full recharge in roughly 6 hours. A cost of 10 k€ per charging 

point, including electric connections with existing network, is considered. Different number of 

passengers per route is envisaged, as reported in Table 3.11. according to the fact that electric 

mobility could be fostered through proper promotional campaign.  

Table 3.10.  Features of bus model 

  Electric Traditional 

Max passengers 35 35 

Price [k€] 400 90 

Battery capacity 180 Ah --- 

Max route 125 km 250 km 

Consumption 1.18 km/kWh 3 km/lit 

Cost of energy 
0.4 €/kWh 

0.16-0.19 €/kWh 
1.65 €/lit 

Maintenance cost 

[€/y] 

Base  1000 600 

Increase  1300 800 

Table 3.11.  Number of passengers per route 

Route 
Electric Traditional 

min base max min base max 

Railway station (one-way) 8 12 20 7 10 18 

Airport (one-way) 6 10 18 5 8 15 

Internal (round-trip) 12 20 30 10 15 25 

 

Investment evaluation over period of 10 years is reported in Fig. 3.17 where NPV trends are 

shown for conventional and electric solutions, according to different number of passengers 

reported in Table 3.11, and considering driver salaries as costs. It can be seen that the initiative 

could not be feasible in the case of minimum number of passengers, whereas it is profitable 

with base and maximum exploitation, notwithstanding higher investment. 
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Figure 3.17.  Investment analysis of electric buses. 

 

3.2.2.3 Cleaner energy supply to ships 

Further studies are carried out in the field of onshore power supply (OPS), encouraged by the 

presence of a new HV/MV substation at the boundary of port area. The structure of system is 

reported in Fig. 3.18 . It includes the equipment of two docks for OPS, that can supply 

indifferently and independently ships with 50 Hz or 60 Hz onboard system thanks to the 

interlocks of the conversion switchboard. 

 

Figure 3.18.  Scheme of the conceived onshore power supply system. 

 

The system has been designed for ships with power demand up to 1.7 MW when stationing at 

berth, that has been derived from studies on ro-ro vessels interesting Bari port. The total 

investment, including the MV network connection, cable handling solutions and upgrade of 

shipboard power system for two vessels according to proper safety issues, amounts to roughly 

4.2 M€, i.e. 1.2 M€/MW. Moreover, power flow analysis and short circuit studies are carried 
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out by means of PSAT® [237] on different configurations, reported in Fig. 3.19. In particular, 

the case of two 50-Hz ships, (1), of two 60-Hz ships (2) and of two ship at different frequency 

(3) are analyzed. Results of this preliminary analysis, reported in Table 3.12, allow to compare 

the performance of the supply system in the various conditions and to individuate proper control 

actions to be implemented by the supervisory and control apparatus of the OPS system. For 

instance, reactive power losses should be controlled and compensated in order to reduce 

possible penalties, particularly in Case 3. Moreover due to the operation of MV network with 

isolated or compensated neutral, minimum short-circuit current is remarkably low, and proper 

ground protection relays should be adopted. 

 

 

Figure 3.19.  Power flow and short circuit cases in PSAT®. 

 

Table 3.12.  Power Flow and Short Circuit analysis of OPS 

 

Minimum 

voltage at ship 

[p.u.] 

Active 

Losses 

[MW] 

Reactive 

losses 

[MVAr] 

Max Short-

circuit Current 

[kA] 

Min Short-

circuit 

Current [A] 

Case 1 0.925 0.5 21.5 3.42 0.16 

Case 2 0.947 0.5 24.3 1.16 0.19 

Case 3 0.939 0.5 30.0 3.42 0.16 

 

As regards electric tariffs, under the current conditions of Italian regulating authority, OPS 

supply would be paid at 0.176 €/kWh. Whereas, by considering the efficiency of onboard 

auxiliary diesel engines exploited in port and relevant fuel cost, the current energy production 

of ships at berth costs roughly 0.162 €/kWh. Therefore, in order to encourage OPS solution, 

and to leave the margin for revenues to intermediate power supply societies, the need to define 
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special tariff conditions or emission penalty tax arises. Indeed, an evaluation of environmental 

performances is carried out, by comparing ship engine emissions with average emissions of 

electric power production in Italy [238]. Results are reported in Table 3.13, where the advantage 

of OPS clearly spouts, with a unitary reduction of 7.0% for CO2 and ranging from 74% to 98% 

for other pollutants. 

Table 3.13.  Emission comparison of OPS 

 Ship engine OPS  

Pollutant 

agent 

Unitary 

emission 

rate 

[g/kWh] 

Yearly 

emissions 

[t] 

Unitary 

emission 

rate 

[g/kWh] 

Yearly 

emissions 

[t] 

Yearly 

emission 

savings [t] 

CO2 422.8 2778.0 393.10 2582.7 195.3 

SOx 0.259 1.7 0.066 0.43 1.27 

NOx 9.741 64.0 0.112 0.83 63.27 

PM 0.143 0.94 0.003 0.02 0.92 

 

Currently, further studies are being carried out in order to evaluate the economic and 

environmental performances of LNG utilization of moored ships 

3.2.3 Vision for port energy development 

The described projects are part of a broader strategy aimed at defining the energy system of the 

port area. The final goal is to operate the whole port as an intelligent microgrid, with a proper 

control system, able to allocate resources for covering energy needs of different subjects acting 

in the port area and to interact efficiently with distribution networks of electric energy and other 

services (gas, water, …). To this purpose, the rearrangement of the internal MV electric network 

[231] will be investigated, in order to interconnect the electrical power system of the port area 

to the external distributor through a single connection point, preferably by exploiting the new 

HV/MV substation. Moreover, a deeper analysis on electric and thermal load demand will be 

carried out, in order to obtain load profiles useful for the adoption and the evaluation of net 

metering with the integration of local renewable energy sources. Further investigation on 

energy efficiency improvement of final users, with particular care on lighting systems and 

thermal performances of buildings will be provided. The possibility of equipping the port area 

with combined heat and power production system or even with tri-generation devices will be 

carefully analyzed. All these studies will therefore be compared on technical and economic 

viewpoints, and the most feasible, suitable or profitable interventions will be eventually 

considered in the operation planning and management procedures of the integrated energy 

system. 



128 

 

3.3 Electric Vehicle Supply Infrastructure in Port Areas 

In this sub-section, the concept of Electric Vehicle Supply Infrastructure (EVSI) is introduced, 

as an integrated microgrid including photovoltaic, energy storage and charging stations,  to feed 

a fleet of plugin electric vehicles (PEVs). The connection points for PEVs can be envisaged 

with charging sockets or V2G-based technologies. Furthermore, suitable grid connection 

capacity at PCC is provided. An exemplifying outline of the EVSI is reported in Fig. 3.20. The 

EVSI can be realized with different design structures, e.g. by adopting internal AC or DC 

distribution, or by accounting for the integration of several technologies of the three basic 

components. Moreover, the modularity of EVSI can encourage their diffusion in public and 

private domains. 

 

Figure 3.20.  Outline of the EVSI. 

  

A procedure for optimal design of an EVSI is proposed, aiming at defining the size and 

technology of devices, by accounting for suitable operating conditions and specific mobility 

needs of PEV fleet. The procedure is applied to the test benchmark represented by Bari Port 

authority, according to stochastic variations of current routes covered by service vehicles, 

carrying out a Monte Carlo analysis of optimal investment and operation of different runs. 

Moreover, the evaluation of investment feasibility is dealt with by comparison with 

conventional fuel-based vehicles and a set of PEV charging stations. 

3.3.1 Nomenclature 

Indices 

t  Time step  

s Scenario 

p  Photovoltaic system (PV) 

i  Energy storage system (ESS) 

j  Electric vehicle (PEVs) 

k Vehicle station 

+  − +  −

Distribution network

PCC
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r Charging/V2G standards 

Parameters 

tN   Total number of time steps 

sN   Total number of scenarios 

pN   Total number of PV technologies 

iN   Total number of ESS technologies 

jN   Total number of PEVs 

kN   Total number of stations 

rN   Total number of PEV charging/V2G standards 

   Discount rate 

yN   Total number of years of the analysis 

t   Duration of each time step [h] 

sD   Total number of occurrences of the s-th scenario in a year 

pc   Unitary investment cost of the p-th PV technology [€/kW] 

ic   Unitary investment cost of the i-th ESS technology [€/kWh] 

rc   Unitary investment cost of the r-th technology for vehicle charging/V2G station [€/kW] 

gc   Unitary investment cost of grid connection capacity of the EVSI [€/kW] 

, ,w s tq  Cost for electric energy purchase from the grid at PCC at the t-th time step in the s-th 

scenario [€/kWh] 

, ,g s t   Revenue for electric energy delivery to the grid at PCC at the t-th time step in the s-th 

scenario [€/kWh] 

jq   Wearing cost for PEV [€/kWh] 

g
P  Maximum level of power exchange with the grid [kW] 

,c d
i i    charge and discharge efficiency of the i-th ESS 

,i ie e   maximum and minimum SOC for the i-th ESS [p.u.] 

, ,0i sE   initial SOC of the i-th ESS in the s-th scenario [kWh] 

TV   available volume for placing ESS [m3] 

i   specific energy for the i-th ESS [kWh/m3] 

,c d
i i    nominal duration of the i-th ESS in charge and discharge [kWh/kW] 

,c d
j j    charge and discharge efficiency of the j-th PEV 
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,j jv v   maximum and minimum SOC for the j-th PEV  

, , , ,,
A Lj s j sE E     SOC at arrival and leaving for the j-th PEV in the s-th scenario [kWh] 

,c d
j jP P   maximum charge and discharge power of the j-th PEV [kW] 

,c d
r r    maximum power levels deliverable/withdrawable by means of the r-th standard 

of PEV station [kW] 

TA   total available area for parking shelters [m2] 

jA   standard parking surface for the j-th PEV [m2] 

BOS
p   system efficiency of the p-th PV technology 

std
p   efficiency of the p-th PV technology in standard conditions 

p   standard operating temperature of the p-th PV  

p   efficiency temperature derating coefficient of the p-th PV  

, ,p s tG   solar radiation on the p-th PV at the t-th time step in the s-th scenario [kW/m2] 

,s t    external temperature at the t-th time step in the s-th scenario 

, ,,A L
j s j s    arrival and leaving time step of the j-th PEV at the EVSI in the s-th scenario 

, ,j k s   Binary value assigning the connection of the j-th PEV at the k-th station in the s-th 

scenario 

 

Real State Variables: 

,
w

s tP   Power taken from the grid at the t-th time step in the s-th scenario [kW] 

,
g

s tP   Power injected into the grid at the t-th time step in the s-th scenario [kW] 

, ,
c

i s tP   Charge power of the i-th ESS at the t-th time step in the s-th scenario [kW] 

, ,
d

i s tP  Discharge power of the i-th ESS at the t-th time step in the s-th scenario [kW] 

, ,i s tE   State of charge (SOC) of the i-th ESS at the t-th time step in the s-th scenario [kWh] 

, ,
c
j s tP  Charge power of the j-th PEV at the t-th time step in the s-th scenario [kW] 

, ,
d
j s tP   Discharge power of the j-th PEV at the t-th time step in the s-th scenario [kW] 

, ,j s tE   State of charge (SOC) of the j-th EV at the t-th time step in the s-th scenario [kWh] 

pR   Installed power for the p-th PV plant [kW] 
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iR   Installed energy level for the i-th ESS [kWh] 

gR   Contractual power exchange level with the grid at PCC [kW] 

 

Binary State Variables: 

,
g

s tb   Selection of either power withdrawal or injection from the grid at the t-th time step in the 

s-th scenario 

, ,i s tb   Selection of either charge or discharge for the i-th ESS at the t-th time step in the s-th 

scenario 

, ,j s tb   Selection of either charge or discharge for the j-th EV at the t-th time step in the s-th 

scenario 

,r kb   Selection of the r-th standard for the equipment of the k-th station. 

3.3.2 EVSI Sizing Methodology 

In order to determine the most suitable design of the EVSI for a selected user, an optimization 

procedure is proposed in this section. The procedure is based on the hypothesis that the 

operation of the system can be led to the occurrence of a defined set of scenario representing 

typical days of operation, according to user habits and/or external conditions. 

The power output of the p-th PV system for each t-th time step in the s-th scenario, depends on 

the available solar radiation and technological features, by means of the following expression: 
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where the factor 1000 represents the relevant solar radiation [kW/m2]. The amount of PV power 

is related to the installed power pR , that is a decision variable, by means of a linear relation, 

therefore it does not represent a further state variable. 

In (3.18), the conversion efficiency of the p-th PV system , ,p s t  depends on the forecasted 

weather conditions of the specific time step by coefficients p  and p  , relating to reference 

solar radiation 800 kW/m2, reference temperature of 20°C for performance derating, and 

standard external temperature of 25 °C, as follows: 
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 (3.19) 
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Moreover, the incident solar radiation , ,p s tG  is affected by forecasted solar radiation, incidence 

angle between PV panel orientation (due to parking roof structure) and variable beam radiation 

direction, as well as on diffusion of the atmosphere and reflection from the surroundings [45]. 

The total installation of PV system, even with different technologies, is limited by available 

surface of parking roofs and minimum parking surface for the vehicles, accounting for shelters 

providing vehicle shadowing for all parking places: 

 
1 1000
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p p
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

  (3.20) 

The behaviour of ESSs is characterized by SOC variation due to the actions of charging or 

discharging the device. The following relation holds for the t-th time step: 
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 (3.21.a) 

where , , 1i s tE   represents the SOC of the i-th ESS in the previous time step preceding the t-th 

ore in the s-th scenario; this term is replaced by the imposed initial condition , ,0i sE  at the 

beginning of each scenario. Moreover, the SOC at the end of the scenario is imposed equal to 

the initial value, allowing to replicate the behaviour for consecutive days even pertaining to 

different scenarios, i.e.: 

 , , , ,0ti s N i sE E  (3.21.b) 

Operational features of the i-th ESS are accounted by means of constraints on charge, discharge 

and SOC, depending on installed amount iR : 

 , , , ,0 c i
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The total installation of ESSs is limited by the available volume: 
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Analogously to ESSs, PEVs are dealt with as storage devices, as long as they are connected to 

a station. However, if the station is equipped with a charging technology, the charge process 

can be controlled without allowing discharge, whereas in the presence of a V2G-based station, 

the PEV can effectively provide energy to the EVSI by discharging its batteries.  

The relation for SOC update of PEV is valid for the t-th time step between , 1A
j s   and ,

L
j s : 
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where , , 1j s tE   represents the SOC of the j-th PEV in the previous time step of the s-th scenario; 

this term is replaced by the imposed initial condition , , Aj sE   at the time step ,
A
j s , beginning of 

parking time interval. 

At specified leaving time ,
L
j s  the PEV should leave the parking place with a SOC level , , Lj sE   

ensuring the coverage of route by drivers. This final value is related to initial one accounting 

for cycling operation.  

Technical limits of the j-th PEV, during parking interval, are accounted by means of constraints 

on SOC and exchange power levels defined by PEV features: 

 , , , ,0 c c
j s t j j s tP P b    (3.25.a) 

  , , , ,0 1d d
j s t j j s tP P b     (3.25.b) 

 , ,j s t jjv E v   (3.25.c) 

However, the consideration of station characteristics to connect the j-th PEV to the EVSI are 

accounted. The number of stations to be included in the EVSI, kN , is set to the minimum 

necessary, i.e. the maximum amount of PEVs parked at the same time in any scenario. 

Once kN  is determined, the stations are exploited according to a specific priority order. The 

priority is based on the evaluation for the j-th PEV in s-th scenario, of the following power 

index ,j s , representing the average power to be fed into the PEV over the defined parking 

interval to fulfil the defined charging (or discharging) needs: 

 
, , , ,

,

, ,

L Aj s j s

j s L A
j s j s

E E 


 





 (3.26) 

Therefore, for each scenario, the maximum number of PEVs contemporaneously parked in any 

time step is evaluated, and these PEVs are associated to the charging station according to the 
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power index ,j s : the PEV with the highest index is connected to the first station, k = 1, and so 

on. For the remaining PEVs, again ordered according to the power index, the procedure 

connects the PEV with highest power index and to the station with lower index k, allowing to 

avoid superposition of parking/connection time with the PEVs previously linked. This 

procedure can leave in idle state the last stations (with higher index k). In this way, the binary 

parameter , ,j k s  is determined a priori for all EVs, stations and scenarios. 

In order to select the most appropriate technology for a station, according to the PEV connection 

pattern defined by , ,j k s , the following relation between stations and technologies hold: 

 ,

1

rN

c c
r k rk

r

P b


   (3.27.a) 
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rN

d d
r k rk

r

P b


   (3.27.b) 

 ,

1

1

rN

r k

r

b k


   (3.27.c) 

In particular, (3.27.a) and (3.27.b) allow to determine the maximum charge/discharge power at 

the k-th station, c
kP  and d

kP  respectively, on the basis of the maximum levels admitted by the 

r-th technology, whereas the univocal association of the r-th standard, to the k-th station at 

design stage is ensured by (3.27.c). If the r-th technology is aimed to provide only PEV charge, 

it is assumed that 0d
r  . 

As a consequence, the charge and discharge power of the j-th PEV depends on the features of 

the k-th station where the PEV is connected in the s-th scenario, as follows: 

 , , , ,0
cc

j s t j k skP P     (3.8.a) 

 , , , ,0
dd

j s t j k skP P     (3.28.b) 

A power balance relation is imposed for the EVSI, where the generation is represented by net 

PV production, ESS discharge, possible PEV discharge and grid withdrawal, and the load 

includes ESS and EV charge and grid power delivery: 
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 (3.29) 
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The grid power exchange of the EVSI is limited in each direction through the following 

relations, avoiding contemporaneous withdrawal and injection, in the same time step, according 

to technical features of the connection: 

 , ,0 g g g
s t s tP P b    (3.30.a) 

  , ,0 1w g g
s t s tP P b     (3.30.b) 

Moreover, the contractual power level imposes a further limits on the power exchange, as 

follows: 

 ,0 g g
s tP R   (3.30.c) 

 ,0 w g
s tP R   (3.30.d) 

and it is limited by the maximum exchange, due to technical features: 

 0 g gR P   (3.30.e) 

The objective of optimal design of the EVSI under the provided PEV operation (parking time, 

route lengths, SOC levels) and in the presence of space limitations is aimed to be reached 

through the minimization of EVSI total lifetime cost TC , determined as follows: 

  T B OC C C x  (3.31.a) 

where BC  represents the total investment cost in EVSI components, and OC  is the total 

operation cost of the EVSI over the whole useful lifetime. 

In this case, the EVSI realization is fulfilled in one year prior to the operation lifetime, the 

building cost BC  is determined as the sum of device purchasing and installation costs, as 

follows: 

 , ,

1 1 1 1

p i r kN N N N

g g
B p p i i r c r r k

p i r k

C c R c R c b c R
   

              (3.31.b) 

Indeed, the p-th PV technology is installed when 0pR  , and the i-th ESS technology is 

included in the EVSI if 0iR  . Whereas, the installation of vehicle charging/V2G stations is a 

discrete quantity, and the amount of installed stations equipped with the r-th technology is given 

by summing the values of binary variable ,r kb  for all the kN  stations. 

The yearly operation cost of the EVSI yC , determined by considering the occurrence of the s-

th scenario or typical day, for sD  times over one year, as follows: 
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By assuming that the behaviour of the system during the analysed year occurs in the same way 

along the considered lifetime, the overall operation cost OC  is determined multiplying yC  by 

the annuity factor: 

 
 1 1 tN

y
OC C






 

   (3.31.d) 

The methodology of EVSI optimal design can be synthesized in a Mixed Integer Linear 

Programming formulation, as in the following expression: 
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 (3.32) 

The state variable vector x includes only non-negative values for 

 2 3 3 1s t i j p iN N N N N N          real variables, involving installed PV and ESS size (

1jN   variables), power exchanged at connection point with the distribution grid at each time 

step t the s-th scenario of day n ( 2 s tN N  variables), charge/discharge power and energy 

content of each ESS ( 3 s t iN N N   variables), charge/discharge power and energy content of 

PEVs ( 3 s t jN N N   variables). Moreover,  1s t i j k rN N N N N N       binary variables, 

including the selection of V2G station technology for each vehicle ( i kN N variables), the 

selection of power withdrawal or injection at grid connection point ( s tN N variables), the 

selection of charge/discharge process of each ESS and of each PEV (  i j s tN N N N   variables. 

The set of equality constraints   0g x  includes (3.21.a), (3.21.b), (3.23), (3.27.c), and (3.28), 

whereas inequality constraints   0h x  include (3.19), (3.21.a)-(3.21.c), (3.22), (3.24.a)-

(3.24.c), (3.28.a)-(3.28.b) and (3.30.a)-(3.30.e).  

In the proposed approach PEV exploitation parameters are supposed known prior to the solution 

procedure. However, PEV parking intervals and energy use are intrinsically uncertain, due to 

the possibility of different actual vehicle exploitation. For this reason, a stochastic procedure is 

carried out in order to investigate the influence of those parameters on EVSI sizing and 

operation based on the Monte-Carlo method. This allows to determine average results and 
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extreme conditions according to suitable stochastic distributions of PEV exploitation 

parameters. 

Moreover, in order to evaluate the economic outcome of the investment in this kind of initiative, 

the evolution of the net present value over the investment horizon obtained by means of the 

described procedure is compared to reference cases. A first reference is the conventional 

mobility case, where the considered routes are covered by new fuel-based vehicles and relevant 

consumption and expenses are accounted. A further comparison is carried out with respect to a 

case, where there is the substitution of fuel-based vehicle fleet with PEV fleet, but no microgrid 

installation is provided, therefore installation of conventional charging station, where electricity 

consumption is tariffed at specific price for PEV charge. 

3.3.3 Test user: port authority 

The procedure is applied to the evaluation of feasibility of service PEV fleet equipping and 

EVSI installation in the context of the Bari Port Authority. In particular, the considered 

authority currently detains 5 diesel-fueled service cars identified by V1-V5, and their current 

yearly exploitation data for service matters by Port employees (route lengths, travel times) have 

been collected. The results of this preliminary investigation are described in Table 3.14, for 

average route length distinguishing for seasons and working/vacation days, and in Fig. 3.21 for 

average parking intervals. It can be seen that V1, V2 and V3 are mainly used for internal 

services, even on holidays, with different time intervals, whereas V4 covers larger distances 

and is less used on holidays, and V5 is used for two distinct periods, with a little parking interval 

at lunch time. 

 

Table 3.14.  Current Vehicle Uses 

 Average daily path length (km) 

 V1 V2 V3 V4 V5 

Winter Working 26.3 78.9 29.6 109.6 48.1 

Winter Holiday 8.2 1.3 4.8 6.4 --- 

Mid-season 

Working 
19.5 35.4 23.5 76.0 61.7 

Mid-season 

Holiday 
2.9 6.5 3.2 10.6 2.3 

Summer Working 27.7 28.1 27.4 40.4 30.8 

Summer Holiday 10.6 10.8 10.6 --- 3.3 
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Figure 3.21. Test case: Average vehicle parking time 

 

For the replacement of this service vehicle fleet, the exploitation of Nissan Leaf 24 kWh as 

available PEV is considered, since it is able to cover the average uses, having a NEDC range 

of 200 km with 80% energy range [235][239]. Furthermore, the charge/discharge efficiency of 

PEVs is estimated at 0.909 [240] and vehicle wearing cost is equal to 0.05 €/kWh [218]. In 

order to properly exploit the PEVs without affecting battery lifetime, an operating range of SOC 

between 0.2 p.u. and 0.9 p.u. is considered. 

In order to develop the EVSI, a parking place has been individuated in the neighboring of 

authority headquarters, with maximum available surface of 120 m2, whereas the minimum 

shadowing surface in (3.20) is estimated in 15 m2 per vehicle according to the dimensions of 

the selected PEV. Since all vehicles are averagely parked over the night, five charging stations 

will be provided, although each PEV could be connected indifferently to any of them. 

Moreover, when no routes are required to vehicles (i.e. Winter Holidays for V5 and Summer 

Holidays for V4), they are supposed to be parked all day long. 

Features of the selected canopy include orientation due south and a 10° slope. As regards PV 

technology, the market analysis has lead to the choice of polycrystalline modules, with standard 

efficiency of 15.3%, power/temperature coefficient of -0.407 %/K [241] and installation cost 

of 981 €/kW [242], whereas ESS is based on lithium-polymer (LiPo) technology with a nominal 

duration of 30 min in charge and discharge at 0.9 efficiency [243] and installation cost of 375 

€/kWh [244]. 

Table 3.15.  Available Vehicle Station technologies 

Technology c
rP  

d
rP  

Installation cost 

[€/kW] 

Type 2 16 A 3.7 3.7 1388 

Type 2 32 A 7.4 7.4 1370 

CHAdeMO 50 50 1520 
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As regards PEV station technologies, the procedure inputs are limited to the compatible 

standards with the chosen PEV [245], and the main features are reported in Table 3.15. The 

maximum power flow at the connection to the distribution grid is fixed at 6.6 kW, according to 

standard Italian contractual values for low-voltage single-phase users. Moreover, energy 

purchase is priced in a range between 0.2 and 0.3 €/kWh, with hourly variations, whereas 

energy sold is remunerated with a time-of-use tariffs included in the range 0.03-0.07 €/kWh 

[246][247]. The analysis is carried out over a time horizon of 20 years with 5% discount rate. 

In order to analyse the operation of the EVSI in the presence of different frameworks for vehicle 

use and generation availability that can occur over its operational lifetime, a scenario-based 

analysis is proposed. 

Usually, the analysis of solar power production in the design stage is carried out by means of 

average condition on typical days of each month . However, the exploitation of storage devices 

is most affected by extreme conditions rather than average. This implies that more conditions 

should be analyzed, including full sun days as well as cloudy ones, in order to examine storage 

exploitation. Moreover, the results of investigation on the use of vehicles has highlighted 

different use in working days and holidays and in seasons of the year (Winter, from December 

to March, Summer, from June to September, and Mid-Season for the months left). In each 

season, three kind of days are individuated, named Sunny, Cloudy and Rainy, according to daily 

serenity index. Furthermore, in order to account for different exploitation of the PEVs, during 

weekdays, Working-days and Holidays are distinguished. Therefore, a total of sN  = 18 

scenarios are individuated by the combination of seasonality, weather and weekdays, as detailed 

in Table 3.16, where the Scenario numeration and occurrence times sD  are reported. 

 

Table 3.16.  Scenario numeration and occurrence times 

  Weather 

Season Weekday 
Sunny Cloudy Rainy 

s sD  s sD  s sD  

Winter 
Working day 1 9 2 33 3 22 

Holiday 4 4 5 13 6 9 

Mid-season 
Working day 7 56 8 49 9 25 

Holiday 10 22 11 20 12 10 

Summer 
Working day 13 46 14 18 15 3 

Holiday 16 18 17 7 18 1 
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3.3.4 Results and discussion 

The procedure is implemented in MatLAB2015b® framework, and it is solved by means of 

intlinprog function, through the exploitation of branch and bound technique. Simulations are 

carried out on a workstation HP Z440 equipped with Intel Xeon 3.50 GHz processor and a 

RAM capacity of 16 GB. 

The proposed approach is first applied to the test user by accounting for the deterministic 

average data, considering that each PEV leaves the parking lot with 80% of energy content. 

This value is set in order to ensure path length coverage with suitable margin, allowing for V2G 

operation as well. According to this assumption, to required route lenghts and to PEV 

consumption per km, initial values of PEV SOC are determined. 

In order to test different mileage for the considered PEVs, 100 stochastic cases are generated 

(named EC1÷EC100), where a Gaussian distribution with zero mean and a standard deviation 

of 0.8 kWh is summed to the deterministic values of initial and final SOC levels of each PEV 

in each scenario. This corresponds to a variation of route length up to 30 km per each trip, and 

initial/final PEV energy content values can vary by ±10% with respect to the average 

deterministic value, thus remaning in PEV allowed range. Moreover, stochastic variability of 

parking time is considered through 10 stochastic cases (named TC1÷TC10), where parking and 

leaving time of each PEV are varied from average by means of a normal-distributed value with 

a maximum variation of 2 h from average values, approximated to integer of hours. Therefore, 

considering the application of stochastic variations to the base case represented by average 

values (EC0-TC0), a total number of 1111 stochastic cases is investigated. 

Results of the analysis are described in Table 3.17, where deterministic results in the Base Case 

are presented along with cases with extreme values of objective function terms and grid 

exchange levels. Note that, in all cases, yearly operating costs OprC  are negative, meaning that 

revenues from energy sold exceed energy purchasing costs and PEV wearing costs. Moreover, 

PV installation is equal to the minimum amount, whereas the ESS size is not constant. As 

regards PEV stations, a remarkable presence of 3.7-kW solutions is observed, whereas in the 

13% of cases a 7.4-kW station is installed along with four 3.7-kW ones. This causes higher 

investment, roughly by 5 k€, but other performances aere not remarkably affected, since the 

installation of a more powerful station is related to higher values of power index ,j s , mainly 

due to reduced parking time, with minimum of 1 h. PV production is sold to the grid by 68.5% 

average, whereas only 3.7% of PEV energy demand is covered by grid withdrawals.  
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Table 3.17.  Statistic analysis of case studies 

 Base 

Case 

Average InvC  OprC   f x  Grid withdrawal Grid Injection 

  global 1 7.4 no 7.4 min max min max min max min max min max 

PEV time case  0 --- 144 

cases 

967 

cases 

4 6 5 4 9 6 2 4 3 5 

PEV Energy case  0 --- 55 87 19 10 18 87 1 13 6 97 

Installation 

PV [kW] 11.925 11.925 11.925 11.925 11.925 11.925 11.925 11.925 11.925 11.925 11.925 11.925 11.925 11.925 

ESS [kWh] 3.901 3.472 3.70 3.43 1.059 7.364 5.678 2.09 1.374 7.364 5.757 1.899 3.477 3.88 

Stations 

[n. @ kW] 
5@3.7 --- 

1@7.4 

4@3.7 
5@3.7 5@3.7 

1@7.4 

4@3.7 
5@3.7 5@3.7 5@3.7 

1@7.4 

4@3.7 
5@3.7 5@3.7 5@3.7 5@3.7 

Energy 

production 

[MWh/y] 

PV 17.53 17.53 17.53 17.53 17.53 17.53 17.53 17.53 17.53 17.53 17.53 17.53 17.53 17.53 

grid withdrawal 0.26 0.31 0.31 0.31 0.27 0.14 0.12 0.59 0.29 0.14 0.10 0.67 0.27 0.23 

ESS discharge 1.59 1.44 1.56 1.42 0.48 2.99 2.29 0.94 0.59 2.99 2.24 0.83 1.44 1.65 

PEV discharge 2.4 2.26 2.09 2.28 3.00 2.07 1.18 2.44 2.56 2.07 1.86 2.36 2.24 1.71 

Energy 

consumption 

[MWh/y] 

Grid injection 11.93 12.02 12.05 12.01 11.88 11.87 12.53 11.72 12.13 11.87 12.25 12.27 11.41 12.65 

ESS charge 1.35 1.22 1.33 1.20 0.43 2.53 1.93 0.82 0.51 2.53 1.95 0.71 1.22 1.40 

PEV charge 8.51 8.31 8.11 8.33 8.97 8.34 6.66 8.97 8.34 8.34 7.53 8.41 8.86 7.08 

Economic 

efforts [k€] 

 f x  34.236 34.840 39.229 34.187 33.436 40.216 33.927 34.767 33.363 40.216 34.188 34.529 34.531 33.562 

InvC  38.839 39.327 43.765 38.666 37.774 45.140 39.506 38.160 37.891 45.140 39.535 38.088 38.680 38.831 

OprC  -0.369 -0.360 -0.364 -0.359 -0.348 -0.395 -0.448 -0.272 -0.363 -0.395 -0.429 -0.286 -0.333 -0.423 

total yearly distance [km] 58868 59861 59997 59841 57958 63515 56150 64105 56699 63515 57087 59502 65969 54972 

PEV energy need [MWh/y] 5.09 5.18 5.19 5.18 5.01 5.49 4.86 5.55 4.90 5.49 4.94 5.15 5.71 4.76 

simulation time [s] 120.0 322.7 199.5 341.1 137.6 41.3 356.2 61.0 61.5 41.3 67.1 1122.7 143.8 615.1 

 

 

 



142 

 

The exploitation of V2G technology involves an increase of PEV charge energy, related to 

higher wearing cost that could prevent further PEV discharge. However, the presence of low 

revenues for energy injection to the grid and high ESS installation cost implies an effective 

exploitation of V2G operation. In particular, an average increase of 60% of PEV charge with 

respect to the energy amount required to cover the mobility routes at nominal consumption rate 

is observed. The 1111 simulations are run in roughly 4 days and 4 hours.  

An example of daily trends SOC and power amounts of each PEV and electric power balance 

is reported, for a summer working day with sunny conditions, in Fig. 3.22 for the Base Case 

and in Fig. 3.23 for the case with maximum value of objective function (TC 6 – EC 87). PEV 

power and electricity balance contributions are represented with the convention adopted in 

(3.29), i.e. positive values represent generation and negative are loads.  

It can be seen that PEVs can exchange energy among each other, especially in the morning, 

when a limited power withdrawal is observed. In daylight period, PV production is primarily 

exploited to charge PEVs and ESS, and the excess power is injected in the grid. ESS is 

discharged in the evening to supply parked PEVs. Energy content of each PEV does not exceed 

specified limits (0.2÷0.9 p.u), even in stochastic cases with different starting and final points. 

In the Base Case, PEV power does not exceed 3.7 kW due to the installed station size, whereas 

PEV4 is connected to the 7.4-kW station in the maximum  f x  case in the shown day. 

 

Figure 3.22.  Trends of PEV energy content (left), PEV power (middle) and EVSI electric balance (right) in the 

Base Case in a summer working day. 

 

Figure 3.23.  Trends of PEV energy content (left), PEV power (middle) and EVSI electric balance (right) in the 

maximum f(x) case in a summer working day. 
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The objective function value is detailed for all the stochastic cases in Fig. 3.24, where the 

different symbols represent PEV time cases (TC). In particular, the cases are plotted according 

to yearly parking time, depending on TC, and to PEV yearly route length, depending on EC. It 

can be highlighted that  f x  shows an increase as the route length increases, whereas a slightly 

decreasing trend can be observed with respect to parking time. Moreover, 144 cases with the 

installation of more powerful V2G station, characterized by higher values of objective function, 

are clearly placed in the upper part of the figure. These cases are more frequently obtained in 

cases with lower parking time, with a majority in TC1. The distribution of these values can be 

described with an approximation to a normal distribution with 39.229 k€ mean and 0.378 k€ 

standard deviation. For the other 967 cases, the approximation is to a normal distribution with 

34.187 k€ mean and 0.355 k€ standard deviation. 

 

 

Figure 3.24.  Objective function value in stochastic cases. 

 

ESS installation in the stochastic cases is illustrated in Fig. 3.25 with the same representation 

of Fig. 3.24. Values range between 1.06 and 7.36 kWh, and their distribution can approximate 

a normal one with 3.472 kWh mean and 1.048 kWh standard deviation. These values are weakly 

dependent on parking time, whereas a slight increase along with total route length can be 

pointed out, as shown in Fig. 3.26 where average values are reported. Although, maximum and 

minimum ESS installation levels are observed in cases with intermediate route lengths. 

 



144 

 

 

Figure 3.25.  ESS installation in stochastic cases. 

 

 
Figure 3.26.  Average ESS installation with respect to route length in EC 

 

The profitability of the initiative, including the integrated infrastructure and PEVs, is assessed 

with respect to conventional fuel-based mobility. To this purpose, the PEV cost is assumed 

equal to 27 k€, whereas the cost of a new diesel-based vehicle is considered 20 k€. The 

conventional vehicle operation cost is determined by assuming a performance index of 18 km/l 

and average fuel price of 1.35 €/l. Moreover, in the presence of PEVs fed by simple charging 

points, a tariff of 0.40 €/kWh is applied to energy supply for PEV charging [236]. 

With these assumptions, for deterministic case (EC0-TC0), the Net Present Value (NPV) and 

the Pay Back Period (PBP) are determined by accounting for the difference in investment and 
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yearly operation costs, named IC  and OC  respectively, with respect to the selected reference 

case, according to the following relations: 

 I f ONPV C a C      (3.33) 

 1

1

log 1 I

O

C
PBP

C






  
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 
 (3.34) 

In Fig. 3.27, the trends of NPV are reported for the aforementioned cases. A proper saving for 

yearly vehicle maintenance in the presence of PEVs is considered, along with circulation tax 

exemption, in accordance with current regulatory framework in Apulia region [248]. By 

considering the conventional fuel-based mobility as the reference case, the NPV variation of 

the integrated infrastructure case is slightly positive (3.3 k€) and PBP is 18.6 years, within the 

time horizon of the analysis. As an alternative to tax exemption, an incentive on PEV 

purchasing cost equal to 15% of PEV cost is considered, in order to achieve higher profitability 

of the initiative. This value is comparable with the current incentive plans for PEVs provided 

by some countries [249]. This yields to NPV difference of 14.2 k€ NPV and PBP of 14.0 years. 

Whereas the intermediate case, in the absence of integrated infrastructure, does not experience 

profitability, although investment is limited.  

 

 

Figure 3.27.  Economic performance of integrated infrastructure for PEV fleet 
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3.4 A demonstrator for integration of electric vehicles: DC EVSI 

In the previous sub-section, the EVSI characterized by single AC bus, where different AC 

components are connected by AC/DC converter is proposed. However several problems are 

associated with the AC MGs, such as the need for synchronization of the distributed 

generations, the inrush currents due to transformers, reactive power flow, harmonic currents 

and three-phase unbalances [250]-[252]. Moreover, the integration of the DC based sources, as 

PV plants, fuel cells and energy storage systems can pave the way towards the DC microgrids 

[253][254]. Indeed, in the EVSI, the DC-based DG units and energy storage devices can 

produce the DC power with an easy connection to the DC bus line or to a low-voltage DC 

(LVDC) network. An ESS can also exchange energy with the LVDC network and cover loads 

[255][256]. In this case, the AC power sources need an AC/DC power converter for their 

connection to the LVDC network [257]-[259]. In Fig. 3.28, the LVDC network with DG units 

connected to it via the common bus bar at PCC is depicted. To this end, the AC-based DG units 

(wind turbines) and distribution network connection to the LVDC network require inverters 

while the DC based DG units are connected through DC/DC converters as indicated in the 

figure. 

 

 

Figure 3.28.  Typical configuration of the DG units in DC network. 

 

The DC power systems have been used hitherto in industrial power distribution systems, 

telecommunication infrastructures and high voltage transmission over long distances or via sea 

cables and for interconnecting AC grids with different frequencies. An increasing amount of 

devices for everyday electric energy users (computers, fluorescent lights, variable speed drives) 
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bases its operation on DC. However, the DC devices require conversion of the available AC 

power into DC, typically using inefficient rectifiers at the moment. Moreover, the power from 

DC based DG units must be converted into AC to tie with the existing AC electric network, to 

be converted later to DC required by end-users. These DC–AC–DC power conversion stages 

result in substantial energy losses. Using the positive experiences in the HVDC operation and 

the advance in power electronics technology, interests in pursuit for effective solutions has 

increased. The LVDC distribution network is a new concept which is one possibility to tackle 

the current power distribution problems and realize the future power system [260]. In particular, 

DC MG systems are used as testing prototypes or typically installed for most of the data centre 

or critical load applications. In the case of DC MG configurations, the low voltage DC links are 

based on bipolar configurations where the loads can be connected across the positive polarity 

and the ground or between the two polarities, to enhance flexibility. 

The LVDC distribution network can improve the efficiency of power exchange with the AC 

distribution network, ensuring a higher power quality to the customers and facilitating DG 

connection [261]. Results of DC MG application show a significant reduction in power quality 

problems, losses and downtime and protection malfunctions [250][251][262]. 

The opportunities and challenges associated with a DC distribution system for industrial power 

system are dealt with in [263]. In particular, the focus is directed on the interaction between the 

power converters and the challenging issues of the system grounding. The DC MG for small-

scale residential houses is investigated to find out the influence of current balancing, system 

losses and stability [255][256], illustrating the attractive features of DC MG in terms of simple 

structure, low system cost and the overall improved efficiency since few power converters are 

needed compared to the AC MGs [259][261]. The DC MGs control strategies in grid-connected 

and islanding mode are reported in [264][266][267]. For instance, a control strategy for the 

grid-connected DC MG with renewable based DG units and ESSs is adopted in [268]. 

Nevertheless, a detailed discussion on control strategies for the battery energy storage system 

during islanded and grid-connected operation to adjust the DC bus voltage is studied and 

presented in [266]. More details about the control strategies for grid connected and islanded DC 

MGs operation are available in [269]. 

Protection issues in the LVDC distribution system are a challenging problem addressed by few 

studies in literature. In [270], the philosophy of protecting the DC MG systems with the DG 

units, sensitive loads and power converters is presented. The grounding system, protection 

devices, power converters, battery protection methods, and DC feeder protection approach 

together with their coordination are stated as the potential areas in designing any effective 
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protection scheme in the LVDC distribution systems [271][272]. The DC MG protection 

mechanisms are investigated in [273]-[275]. Moreover, the dynamic behavior and stabilization 

of DC MG with constant power loads are also given in detail by [266]. The electric vehicles 

(i.e. PHEV and EV) charging stations represent an attractive area for the DC MG 

implementation and diffusion [265][268][276]. In this perspective the vehicle-to-grid (V2G) 

concept could widely become a reality.  

Moreover, optimal planning and operation of the smart grids with the EV interconnection has 

shown that the EV-ESSs can be used to offer different kinds of ancillary services, for instance 

controlling and managing part of the smart grid or commercial buildings following the arbitrage 

of energy between buildings with different tariffs [277]. Meanwhile, in [278] the influence of 

the EVs charging stations to the Polish power network is proposed. Therefore, the literature 

analysis shows the feasibility of DC microgrids and the possibility to integrate in a common 

DC bus with different EV batteries and power sources [279]-[282]. 

In this outline, the proposition of a DC-based architecture for the EVSI can be charming, in 

order to take advantage from DC-based sources, storage and users. This vision has given rise 

to the activities of Italian Cluster within CONNECT project, in which the Electric Energy 

System research group of Politecnico di Bari is involved, as described in detail in the following 

paragraph. 

3.4.1 The CONNECT project: general frame and DC EVSI 

The Project named CONNECT, “Innovative smart components, modules and appliances for a 

truly connected, efficient and secure smart grid”, has been submitted in response to the call of 

European Commission H2020-ECSEL-2016-1-RIA-two-stage, in the framework of Horizon 

2020 program. The call is issued by the Electronic Components & Systems for European 

Leadership (ECSEL) Joint Undertaking, under the Research and Innovation Action. The project 

partnership is composed by 19 participants coming from 5 nations and involves university, 

research center and big, medium and small enterprises. The coordinator partner is Infineon 

Technologies AG.  

The key objective of the CONNECT project is the reduction of the peak power demand by at 

least 50%. This objective includes techniques for the reduction of power fluctuations of the grid 

over time and for reduction of power consumption and losses. In order to achieve this ambitious 

objective, solutions are provided for three research challenges at the technical level for the smart 

grid architecture, which will define and motivate the research conducted by the CONNECT 

participants: 
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 Power Conversion, referring to radical changes in the power conversion technologies. 

 Smart energy management, referring to pervasive changes in the energy management 

procedures and infrastructures. 

 Communication infrastructure, referring to far-reaching changes in the smart-grid 

communication infrastructure. 

To deal with these challenges, the partners are involved in the research of innovative solutions, 

among them: i) higher conversion efficiency with reduction of power losses; ii) a smart energy 

management able to reduce the power demand, especially in peak demand periods, through 

effective load scheduling, smart use of energy storage, and efficient utilization of renewable 

energy sources; iii) the development of innovative solutions for the communication 

infrastructure for both the optimal utilization of converters and the execution of energy 

management procedures.  

Moreover, these solutions are integrated in use cases, in order to demonstrate the peak demand 

reduction compared to the state of the art.  

In particular, the Italian cluster is in charge of the Use Case 3, aiming at designing, realizing 

and testing a DC micro-grid. This demonstrator will incorporate technologies such as power 

converters, sensors, as well as control algorithms, in order to demonstrate an overall 

examination of the performance of DC micro-grids, mainly in fields of the reduction of the 

energy demand from the external grid, of the minimization of DC distribution losses, of more 

efficient integration of DC sources (e.g. photovoltaic, batteries) and of the benefits of 

controlling V2G parking lots. Indeed, the EVSI system is intended to be a modular 

infrastructure consisting of four main components appropriately designed: a storage appliance, 

a PV system, a DC busbar connected to external AC network and a set of EV charging stations, 

as depicted in Fig. 3.29. 

 

 

Figure 3.29. DC micro-grid EVSI structure in CONNECT Project. 
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This type of configuration can contribute to facilitate the penetration of EVs, and its optimal 

management can reduce the costs for electric energy supply. 

An embryo realization of the EVSI will be set up by properly assembling various components 

of the existing experimental micro-grid at POLIBA premises and by testing new components 

and algorithms (DC-DC converters, sensors, communication devices, energy management 

methodologies). The final demonstrator will be installed in the Bari port area, thanks to the 

availability of the local Port Authority. To this purpose, the definitive project is aimed to 

determine the most suitable placement of the EVSI in the selected area, accounting for mobility 

needs of employees of the Authority.  

Moreover, the Italian partners, with the focus of energy management have the goal to conceive 

network architectures and algorithms for the optimal utilization of the energy generated by 

renewable energy sources and available in local storage devices, as well as for the increase of 

the reliability of the MG infrastructure and the development and optimization of 

communication network. The main tasks for achieving these goals include: i) efficient smart 

metering solutions that improve the state-of-the-art bidirectional solutions with higher 

efficiency, lifetime and recording capabilities of both energy consumption and generation; ii) 

development of pervasive energy consumption monitoring sensor networks and infrastructures 

by exploiting dedicated custom integrated circuits;, iii) innovative energy management 

algorithms that will be developed for the cooperation of AC grid, in order to achieve optimal 

utilization of the generated energy; iv) development of power flow control methodology and of 

a stochastic optimization model for DC micro-grids that takes into account the uncertainties of 

load consumption, power production from renewables and departing and arriving of EVs, that 

could be also exploited as energy sources based on their schedule of usage; v) design of a 

distributed management approach that represents the top level of the hierarchical control 

structure adopted for the automatic operation of the DC micro-grid. The performances that will 

be obtained by using the distributed approach will be tested in a simulation platform of the DC 

micro-grid and will be compared with the results of the stochastic optimization model. Then, 

the developed algorithms, sensors and circuits will be tested on-field and validated in 

experimental facilities. 

3.4.2 Optimal configuration of DC EVSI  

In the first stage of the aforementioned project, the Electric Energy System research group of 

Politecnico di Bari is involved to the definition of the optimal configuration of the EVSI test-

bed based on the DC micro-grid framework. To this purpose, in this paragraph an investment 
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analysis based on optimal sizing and planning of DC EVSI is proposed. The procedure is 

applied to four configurations of the DC Microgrid that includes PV system, energy storage 

systems (ESSs), a DC bus, a PCC with the AC distribution network, and charging point for EV 

in V2G configuration. These technical solutions (T.S.) are characterized by several interface 

systems that connect the different components, the AC system and the DC bus. 

In particular, the T.S.A is based on single stage converter for each device of the Microgrid, in 

order to control bidirectional flux of EV charging point and ESS, and to ensure MPPT operation 

of PV. The PV system is connected to DC bus by unidirectional DC-DC converter. In these 

applications the multilevel boost converter is proposed in [283], presenting the advantages of a 

continuous input current, a large conversion ratio in the lack of transformer, along with a 

modular realization, where more levels can be added without modifying the main circuit. The 

adoption of bi-directional DC-DC converters with low cost, high efficiency and high reliability 

is crucial for the charging stations and ESS. The non-isolated bi-directional DC-DC converters 

can be considered for this application. In this field, in [284] the Half bridge and three-level 

converter have been compared, showing that the latter presents a higher efficiency. Moreover, 

the DC EVSI is connected to distribution grid through a bidirectional AC/DC converter that 

permits the delivery of excess energy and the electricity purchase in case of need. The grid-

related power converter aims to optimally control and coordinate the reactive power output of 

inverter-interfaced DG and storage units in the distribution network, while also achieving 

overvoltage correction, predictive maintenance and significant loss reduction in LV and MV 

lines. A three-phase four-leg voltage source converter is considered, in order to demonstrate the 

possibilities of flexible grid-interfacing of residential or commercial buildings with local 

storage batteries. A fourth switching leg not only brings one more control degree-of-freedom 

than three-leg converters, but also prevents neutral currents causing voltage ripple on DC 

capacitors (in other words, reduced number of DC capacitors is needed). Moreover, the control 

of bidirectional power flow in AC/DC converter is applied for the enhancement of the quality 

of the grid voltage at the point of connection. The layout of T.S.A is reported in Figure 3.30, 

with four EV charging points, one ESSs and a PV plant. 

The T.S.B, as sketched in Fig. 3.31, differs from the previous, due to a different connection of 

ESS, that is directly linked to DC bus. In this way, the charge and discharge of storage occurs 

thanks to the control of the amount of voltage difference between the DC Bus and ESS. This 

solution is proposed in [285], with the integration of static var compensator (SVC) in the 

AC/DC converter interface, in order to provide stable AC bus voltage at the AC side of DC/AC 

converter, to compensate reactive power and to exchange power between the DC sub-grid, 
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utility and AC sub-grid. When the output power of the DC sources is greater than the DC loads, 

the inverter injects power from DC to AC sub-grid and utility grid. When the total power 

generation is less than the total load demand at the DC side, the inverter acts as a converter and 

injects power from the AC sub-grid and utility grid to DC side. In both cases, the DC bus voltage 

is controlled by AC/DC converter, in a way that, if it is higher than ESS voltage (depending on 

temperature and SOC), ESS is charged, or otherwise ESS is discharged. Therefore, in this 

configuration the control system increases its complexity and cost with respect to the T.S.A. 

The T.S.C is characterized by the presence of three-ports AC-DC-DC converter for interfacing 

DC bus and AC distribution network, as shown in Fig. 3.32. The three-ports converter is used 

to integrate the renewable energy and energy storage converters into one converter with 

two inputs, specifically. The three-port converter can accept two DC inputs, one for the DC 

output of the PV, and the second DC input, characterized by the connection of energy 

system in bidirectional configuration, to perform charging and discharging. The output of 

the three-port DC–DC converter can be connected to the DC load directly or to the grid 

or AC load by an inverter through a DC link capacitor, as discussed in [286]. In T.S.C, the 

three-ports converter presents a unidirectional power flow path with MPPT operating mode 

and two bidirectional power flow paths.  

Finally, the T.S.D provides an AC/DC converter connected to the DC bus that includes only 

EV parking lots, and a three-ports converter to interface ESS and PV to the AC distribution 

network and DC bus, as illustrated in Figure 3.33. This solution permits to enhance the 

reliability of the system with a higher economic impact, due to the presence of two interface 

converters. The three-port converter can achieve maximum power harvesting for the solar port, 

battery charge control for the battery port, while keeping a regulated rectified AC output, as 

illustrated in [287]. However, the increase in the number of branches reduces the possible power 

flow paths in AC side. Indeed, this system can be considered as a multi-microgrid, integrated 

by an AC bus. 
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Figure 3.30.  DC EVSI, Technical solution A (T.S.A). 

 

 

Figure 3.31.  DC EVSI, Technical solution B (T.S.B). 
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Figure 3.32.  DC EVSI, Technical solution C (T.S.C). 

 

 

Figure 3.33.  DC EVSI, Technical solution D (T.S.D). 
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The investment analysis, based on optimal sizing and planning of the different T.S. of DC EVSI, 

is carried out exploiting the methodology described in the section 3.3.2. Moreover, the 

considered test user is the port authority, with the same assumption described in the previous 

sub-section. As regards the cost of PV, ESS and charging stations, the values reported in sub-

section 3.3 are considered as the base for the determination of new cost coefficients, in the 

presence of peculiar DC circuit components (e.g. converters, fuses, circuit breaker, buses, 

cables), according to a thorough market analysis. This analysis has pointed out the limited 

diffusion of commercial devices of the considered size (some tens of kW) and voltage levels 

(in the range 400÷800 V DC), and suitable sizes for each device are derived. For instance, 

bidirectional DC/DC converters for V2G stations are considered in the set of 5, 10, 20 or 30 

kW. 

The simulation results are reported in the Tables 3.18-3.20, where the sizing of components, 

the average yearly energy exchanges within the EVSI and the economic performances are 

reported, respectively. As regards installations, it can be seen that in each T.S. the procedure 

selects the maximum PV size, according to the available surface in order to cover all the 

considered electric vehicle parking places. Moreover, the forecasted utilization of EVs does not 

imply the need of high-speed charging stations, therefore their size is defined at the lowest 

available power level accordingly to cost reduction goal. The installation of battery storage is 

highly variable, with maximum in T.S.B due to reduced unit cost in the absence of relevant 

converter. Whereas in T.S.D no storage is provided, due to the higher cost of three-port 

converter. This reflects also in the size of the interface with AC network, that is slightly reduced 

in T.S.C. in the presence of three-ports converter. In T.S.D., three interfaces are reported, i.e. 

the AC connection to the network (i), the AC-DC converter of the EV connectors (ii) and the 

three-port converter (iii). 

In the planning framework, the procedure considers the sale of excess energy more profitable 

even in the case of greater installation of ESS. However, in the T.S.B, the deep utilization of 

ESS reduces the V2G exchange power of EV batteries. In the T.S.D, in order to cover the lack 

of ESS, the DC EVSI imports the higher amount of power by the distribution grid, leading to a 

minimum export value with respect the other solutions. These remarks are highlighted in the 

economic results shown in Table 3.20, where the T.S.B is cheaper due to a greater value of 

purchase power, to the detriment of a slightly higher investment cost, on the contrary, the T.S.D 

is the solution with a minimum investment cost but with a maximum value of the objective 

function, due to higher dependence on grid connection.  
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Table 3.18. Optimal sizing/operation results. Installed size of DC EVSI components. 

 
Storage 

[kWh] 

PV 

[kW] 

CS (x5) 

[kW] 

Interface 

[kW] 

T.S.A. 3.92 11.10 5.00 4.76 

T.S.B. 17.82 11.10 5.00 4.62 

T.S.C. 10.00 11.10 5.00 4.19 

T.S.D. 0 11.10 5.00 
4.82 

(i) 

5.26 

(ii) 

9.59 

(iii) 

 

Table 3.19. Optimal sizing/operation results. Yearly energy flow in the DC EVSI [MWh] 

T.S. Withdrawal  Injection 
Charge 

ESS 

Discharge 

ESS 

Charge 

EV 

Discharge 

EV 
PV 

A 0.308 9.935 1.205 1.443 11.365 4.762 15.992 

B 0.002 10.961 4.487 5.596 8.712 2.570 15.992 

C 0.132 10.305 3.046 3.608 10.093 3.711 15.992 

D 0.911 9.171 0 0 11.078 4.525 15.992 

 

Table 3.20. Optimal sizing/operation results. Economic yields [€] 

T.S. 
Objective 

Function 

Investment 

Cost 

Operative 

Cost 

A 63474.59 67273.04 -3798.45 

B 62764.29 68061.99 -5297.70 

C 65131.05 67375.12 -2244.08 

D 71161.48 65724.28 5437.20 

 

In order to compare the different T.S. and to facilitate the interpretation of results, performance 

indices are introduced. In particular, the energy index represents the impact of each component 

on the T.S. energy balance of the DC EVSI. The exchanged energy in the system by each 

component is subdivided between energy generation gE  and energy load lE , and the energy 

indices %gE  and %lE  are calculated as the percentage of generation energy and load energy 

given by each component on the total production/consumption in the EVSI, as reported in 

(3.35)(3.36).  
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where gN  and lN  indicate the number of generators and loads, respectively. 

In Figg. 3.34-3.35 the energy indices for generation and load are reported for the four T.S. It 

can be noted that the PV reaches the 70% of total generation in any case, the ESS discharge is 

in the range 5 – 20 %, the EV is discharged between 10-20% and the withdrawn energy by the 

grid is at maximum 4% in T.S.B. As regards the energy index of load, the maximum 

contribution is related to EV charge with 56% in T.S.D and 36% in T.S.B, whereas the injected 

energy in the distribution grid is approximately 40% in each case.  

 

 

Figure 3.34.  Energy index of generation in the T.S.s. 

 

 

Figure 3.35.  Energy index of load in the T.S.s. 
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The contribution of each component to total investment cost of DC EVSI, in the T.S. frame, is 

reported in Fig. 3.35. It can be noted that the higher investment is related to charging point with 

a cost of approximately 50 k€, whereas the PV system reaches the investment cost of 16.5 k€. 

The cost of AC grid connection is highly variable, with maximum in T.S.D due to interface 

converter. Finally, the investment cost of ESS is equal to 0.650 k€ in T.S.A and 1.423 k€ in 

T.S.B, representing the maximum value, according to increased size. 

 

 

Figure 3.36.  Investment cost in the T.S.s. 

 

As regards the unitary cost of energy for each component, it is determined as the ratio between 

investment cost of the component and the total amount of planned energy flow in the lifetime 

horizon, as reported in (3.37). 
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where ,inv cC  is the investment cost for each component c, cN  and is a total number of 

components, and tN  is the number of years of EVSI lifetime horizon, supposed at 20 years. In 

Fig. 3.36, the unitary costs of each component in the four T.S.s are reported. It can be noted 

that the higher cost is associated to charge and discharge of EV, whereas the ESS is cheaper. In 

particular, the cost of EV discharge is higher with respect to charge, on the contrary the ESS 

charge is more expensive. 
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Figure 3.37.  Energy cost of components in the T.S. 

 

One of the main goals of the optimal operation planning of DC EVSI is the exchange power 

with the V2G system. To this purpose, the energy coverage index covI , V2G coverage index 

2V GI  and EV charge coverage index chI  are evaluated. These indices are referred to an energy 

theoretical value tV , defined in (3.38).  
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where ,a sE  and ,d sE  indicate the initial and final p.u. level of SOC for the EV in the parking 

interval in each scenario, max,EVE  is the maximum level of energy in the EV battery, and sD  is 

the number of occurrences of each scenario in the analyzed year. The coverage indices are 

evaluated according to (3.39) – (3.41), where chE and disE  indicate the EV charge and discharge 

energy, respectively, on the basis on 20 years planning horizon. 
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The evaluation of these indices for each T.S. is illustrated in the Table 3.31. In particular, a 

value of covI  greater than 1 indicates that, in any case, a complete coverage of EV mobility 
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needs is achieved. The second index is characterized by high variability, and the maximum is 

reported in T.S.A where it can be argued that V2G mechanism is exploited at levels close to the 

energy needs for EVs. The last index indicates the excess of total charge energy with respect 

the charge energy request to reach the desired SOC at EV departure. It assumes a minimum 

value in T.S.B of 71% and the maximum in T.S.A equal to 123%. 

Finally, it can be concluded that the T.S.A permits the greater coverage of energy in total 

exchange energy with EV, both separating charge and V2G processes. Whereas the T.S.B 

provides a lower value of objective function but less intense exploitation of EVs. 

  

Table 3.31. Coverage Index of EVs in the T.S.s. 

T. S. Icov IV2G Icharge 

A 1.297 0.935 2.232 

B 1.206 0.505 1.711 

C 1.253 0.729 1.982 

D 1.287 0.889 2.175 

 

The study is intended to proceed with the reliability analysis of the different T.S. will be 

performed. These analyses will permit to evaluate the robustness of the system in the normal 

and emergency condition. In this way, the balance between economic effort and reliable 

operation will ensure the choice of the best configuration of T.S. to serve as embryo.  

Moreover, the attainment of the objectives of the CONNECT project requires that the 

algorithms for the operation management of microgrid in grid connected and islanded mode 

will be tested. In particular, on the basis on the previously described algorithms, optimum 

schedules will be identified based on customer consumption profiles, renewable forecasts (in 

order to estimate energy production), distribution system constraints and storage SOC including 

EV usage. In addition, a distributed control strategy will be developed, which will achieve 

operational conditions similar to those obtained by the optimization model.  

For the control of the DC micro-grid, modulation strategies for each single interface converter 

will be developed for: i) ensuring minimum conversion and distribution losses in steady state 

conditions, ii) connecting and disconnecting seamlessly from the distribution grid, and, iii) 

operating in islanded condition for a predefined time interval. Several advanced control 

techniques both at the converter and at the DC micro-grid level will be investigated, aimed to a 

holistic efficiency optimization of the micro-grid and subcomponents. The model will take into 

account optimal DC voltage values, minimization of capacitive elements in the DC-bus by 
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means of control and tuning functions. It is expected that the solutions of CONNECT will 

contribute significantly to the reduction of losses. Reduction of peak power demand to the grid 

and increased efficiency at the device and component level would boost the system level 

efficiency. Furthermore, it can be expected that the EVSI with V2G energy transfers for DC 

microgrids will be characterized, after CONNECT, by a Technology Readiness Level 5-6 

starting from Level 3. 
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Conclusions and future work 

The research activity, developed in the field of microgrid (MG), has included several aspects, 

analyzed from different points of view. 

Starting from the energy management perspective in the MG framework, several methodologies 

have been proposed for the day-ahead planning, and applied to the experimental MG facility 

realized at Politecnico di Bari. These procedures are validated by means of static and dynamic 

assessment on a detailed model of the system in software environment and through real test. 

Moreover, a particular focus has been devoted to the presence of different energy vectors in 

MG such as electric and thermal demand, as well as the integration in these systems of electric 

vehicles. 

As regard the multi-energy MG, the operation plan in the presence of a detailed thermal energy 

model has revealed the economic convenience of a multi-source microgrid with respect to 

distinct conventional supply technologies. Moreover, electric and thermal storage options have 

been evaluated, implying flexibility improvement of energy management, economic efforts 

minimization and global microgrid performance enhancement.  

The integration of Electric vehicles in the distribution network has been initially proposed by 

the economic interaction of MG operator and EV aggregator leading to a deeper EV exploitation 

and a more efficient operation of MG resources, achieving lower total MG cost. 

Subsequently, the electric vehicle supply infrastructure has been introduced, and optimal sizing 

and planning procedure has been proposed, proving the feasibility of the initiative, including 

the integrated infrastructure and PEVs, with respect to conventional fuel-based mobility. 

Future work will deal with the application in actual SCADA/EMS of the experimental MG, 

through Open Platform Communications systems, of the day-ahead and real time MG 

management based on proposed procedures. However, this task requires a refined model of MG 

components, even coming from field experience, to account for several aspects of device 

behavior that could be shadowed by simple models in day-ahead programming stage, and the 

implementation in the simulation tool of the transition of the MG between islanded and grid-

connected operation mode. 

Finally, in order to accomplish the goals of CONNECT project, the energy management of 

electric vehicle supply infrastructure will be evaluated, in day-ahead and real-time frameworks, 

as well as the control and communication system will be investigated, in order to carry out the 

demonstration tasks. 
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