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Abstract

Objective. Differential diagnosis is the process that formulates a precise and accurate
diagnosis on a patient. However, in most of the cases it is performed at first admission in
a primary-care unit and it mainly relies on physician’s experience. Delays in the diagnosis
formulation and mistakes may lead to serious complications. The aim of my PhD project is
to improve differential diagnosis by developing a system able to automatically extract both
structured and unstructured data to enable the use of Machine Learning (ML) methods on
Real World Data (RWD), i.e., data collected during daily clinical practice outside traditional
interventional controlled clinical trials.
Approach. I used standard-based novel architectures to extract structured data from the
hospital Laboratory Information System (LIS) and transfer them into a SQL Server database
using the already existing architecture of the Ligurian Infectious Diseases Network (LIDN).
Then I used NLP-based methods to build the most appropriate numerical representations for
textual data, manually extracted and anonymized from Electronic Medical Records. To test
the efficacy of the proposed pipeline, I used both structured and unstructured data coming
from two different medical scenarios as input of the developed ML-pipeline to support
diagnosis process.
Main results. The first main result has been building an intelligent system able to extract
a dataset of 285 features based on structured RWD of a selected group of patients with a
diagnosis of candidemia/bacteremia. As I obtained each feature performing a re-elaboration
of stored data, the outcome of the rules-based system needed to be validated. Specifically,
clinicians manually validated results of 381 patients randomly selected from the cohort and
attesting that each of the selected features presented an error < 1%. The second main result
has been developing an NLP and ML-based pipeline able to transform free texts into the most
appropriate numerical representation, using Bag of Words or Word Embedding techniques,
to enable text classification or information extraction tasks. The first use case aimed at
localizing the Epileptogenic Zone in drug-resistant epilepsy patients using the textual data
of the semiological descriptions of seizures. I proved that all the numerical representations
built by the pipeline accurately (F1-score up to 0.78 on blind set) localized the seizure onset
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zone. The second use case aimed at extracting information related to the possible presence
of Central Venous Catheter (CVC) implanted at the diagnosis of candidemia to build a more
complete picture of the patient. To do that I used the clinical notes written by medical staff
in a limited time span around the diagnosis. The developed pipeline reached mean values
of F1-score up to 0.92 in determining if a patient had CVC implanted and up to 0.84 in
determining if CVC was removed, both results are obtained on a blind test set. The third
main result derives from the features selection applied to the complete dataset, composed by
structured and unstructured data related to the use case candidemia/bacteremia, involved in a
majority voting process. My results confirm that CVC feature has a great impact (selected
100% of times, mean coefficient value in LASSO matrix is 0.12) on the outcome infection of
invasive candidiasis.
Significance. The developed NLP and ML-based pipeline accurately identifies EZ location
and the presence of CVC from text alone. The main advantage is that it does not contain any
specific information about the medical discipline, so it can be easily used in other scenarios,
and it is based on Italian text. In general, the complete architecture exploits the paradigm of
data reuse to support differential diagnosis, so in the future an always growing amount of
data will be available.
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Chapter 1

Background and Significance

Differential diagnosis is the process that formulates a precise and accurate diagnosis on a
patient by distinguishing between common clinical signs and diseases with similar mani-
festation. It is mainly conceived as a subjective process primarily relying on physician’s
experience. At first, clinicians must list all possible diseases that explain patient’s clinical
signs and symptoms, then multi-modal and multi-scale data are collected, e.g., historical
information and laboratory exams results. Often differential diagnosis is performed at first
admission in primary-care units, mainly relying on observational information by general/non-
specialized medical doctors. However, delays in the diagnosis formulation and misdiagnosis,
reported in literature as ranging from 10% to 15% [16], can lead to serious complications in
several medical domains [135, 34, 66, 206].

During the last years, Machine Learning (ML) approaches have been used to build
diagnosis supporting systems and encouraging results have been obtained in several areas,
such as early diagnosis, prognosis and development of new therapies [132].

However, the phenomena of misdiagnosis is even more evident in those branches of
medicine where the conduction of clinical trials is somehow hindered by the high presence
of meaningful information in the textual sections of the Electronic Medical Records (EMR)s
[20]. This made necessary to investigate techniques that allow to deal with natural language
text [59, 8, 113, 177, 44].

So, the development of an advanced system able to support the process of differential
diagnosis at different stages, using heterogeneous data, could significantly impact patients’
quality of life by reducing the time necessary to achieve the best individual treatment.
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1.1 How can I obtain data necessary to run ML models?

1.1.1 Where does clinical data come from?

Research in medical field mainly relies on clinical data, which can derive from either:

• Formal clinical trial programs. This class of data is collected through ad-hoc Case

Report Form (CRF), which can be electronic or paper-based and results are later
reported on a computer.

• All procedures that concern patient care. This class of data is called Real World

Data (RWD), i.e., data collected during daily clinical practice outside traditional
interventional controlled clinical trials. It includes administrative data, claims data,
patient/discharge registries, health surveys, and of course the most rich source of
patient’s data which is the EMR.

Data collected according to the first modality have the following main advantages: only
the necessary data are available; the same set of data is collected for each patient; they are
ready to use as they already are in the correct usable format. While, the main disadvantages
are: they are manually entered, so they may contain errors; they are limited in dimension as
their collection depends on human and timing resources; the sample may not be representative
of the whole population as patients are selected so it may not entirely represent the complexity
of real scenario; necessary features should be present from the beginning in the CRF [139,
160, 157].

On the contrary, the EMRs are a collection of multidimensional and heterogeneous retro-
spective data that are often used to conduct clinical research with the purpose of diagnostic
analysis. From EMRs it is possible to extract demographic factors, clinical variables, infor-
mation related to the drugs treatments, and patient’s morbidity and mortality [43, 65, 116,
130, 146]. This kind of data source presents some advantages: data availability is limited only
by the number of patients that is cured in the specific hospital and not by any temporal or
human resource; data can be easily retrieved even in a second moment (after a new approval
by the ethics committee). However, it presents also some disadvantages: data are in a format
that could be not directly usable (semi-structured and non-structured); they may present a
low quality or being incomplete; data collection performed not following the same settings
and criteria for all patients [109, 191].
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1.1.2 Why is Clinical Data Management an important step?

Clinical Data Management (CDM) is a critical phase in clinical research, which leads to the
generation of high-quality, reliable, and statistically sound data from and for clinical trials
[92, 195]. Specifically, the professional in the clinical data management is actively involved
in all stages of a clinical trial right from inception to completion. Various procedures are
included in CDM, among all: CRF designing and/or features definition, database designing,
data-entry, data validation, discrepancy management, medical coding, data extraction, and
database locking. Some of these procedures are performed periodically in order to maintain
the appropriate level of quality.

1.2 Which kind of data am I looking for?

Over the last three decades EHRs have been extensively adopted as great source of valuable
information for both patient care and biomedical research [36, 56]. They facilitate the storage
of data that can be queried and processed in an automatic way. Laboratory exams results are
an example of such data as they are produced by medical machines and automatically stored
in the Laboratory Information System (LIS).

So, certainly the advent of EHRs constituted a turning point in the conduction of retro-
spective clinical trials, compared to the same process of information search on paper based
reports [36, 193]. However, the secondary use of above the half of meaningful information
stored into the EMRs is limited by the high presence of unstructured text, e.g., discharge
letters, nurses and physicians notes [108, 201]. This kind of data are often discarded for
research because they need manual inspection and so it would require a huge effort from
a human and timing point of view. It represents even a bigger issue for those branches of
medicine that make an extensive use of free text. This problem, which is not only restricted
to the clinical scenario1 [149], contributed to increase the interest in the field of text mining
and Natural Language Processing (NLP) [39].

[79] describes NLP as follows: "Natural language processing is the subfield of computer
science concerned with using computational techniques to learn, understand, and produce
human language content". So, NLP is a research and application area that investigate how
natural language text can be understood and manipulated by computers. It is involved
in several applications, such as text summarization, text translation, sentiment analysis,
information extraction, speech recognition, etc.

1https://www.forbes.com/sites/forbestechcouncil/2019/01/29/
the-80-blind-spot-are-you-ignoring-unstructured-organizational-data/

https://www.forbes.com/sites/forbestechcouncil/2019/01/29/the-80-blind-spot-are-you-ignoring-unstructured-organizational-data/
https://www.forbes.com/sites/forbestechcouncil/2019/01/29/the-80-blind-spot-are-you-ignoring-unstructured-organizational-data/
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However, it should be considered that the application of NLP tools developed for other
more common scenarios is not straightforward on clinical text [39]. First of all, because
clinical texts are written using a highly specialized terminology and they also may contain
acronyms and shared specific abbreviations, often recognised only at local level. Then, even
though texts are mainly written through a user interface they may contain misspellings [162,
183] and the grammatical structure of the text may be incomplete to speed up the writing
process, as the clinical practice occupies the majority of a healthcare employ time.

1.3 Aim of the thesis

The main aim of my thesis is to explore the potential of the usage of unstructured data in the
process of differential diagnosis and the need to combine multiple source of information to
obtain a more complete picture of the patient. The two use cases that I considered for my
PhD project involve the Infectious Diseases and Neuropsychiatry medical areas. This choice
was guided by the need to improve research in these two fields as they both have a consistent
portion of meaningful information available in an unstructured format and this represents an
obstacle in their usage for research purposes. So, within the project I dealt with RWD, both
structured and unstructured, derived from EMRs. One of the main contributions of my work
is a ML and NLP-based pipeline aimed at assigning a specific label to each piece of text in
input. A very important aspect is that, as I did not include any specific medical knowledge,
therefore, it could be used in multiple tasks. Specifically, I used it in two ways:

• Information Extraction task. It aimed at building a more complete patient’s picture
by extracting from the unstructured sections of the EMRs information that could not
be found in any analytical field of the database.

• Text Classification task. It consisted in assigning each patient to a certain group
considering as input only natural language text.

One of the main challenges that I faced during the development of my PhD project is that
the majority of text processing tools and libraries are specific for English language, which
is overall more widespread, while the availability of such tools is more restricted for text
written in other minor languages, e.g., Italian. In addition to that, no Italian ontologies on
the specific topics that I faced are available. An ontology is an "explicit specification of a
conceptualisation" [74] and it provides links between concepts and relations that are precious
in an information processing task [53]. In particular, an ontology would be useful in the text
normalization process, first because it is a collection of concepts and words strictly linked
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to the specific context and then it also provides properties of these concepts, for example
known synonyms.



Part II

Methods
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Research is a term that can be divided in two sub-words: Re+Search where Re indicates
a repetition and Search to examine closely. So, research can be described as the process that
leads to the formulation of a conclusion through the analysis of data collected during the
repeated observation of a phenomena.

According to George J. Mouly [129] research can be defined as:

"The systematic and scholarly application of the scientific method interpreted in its broader

sense, to the solution of social studiesal problems; conversely, any systematic study designed

to promote the development of social studies as a science can be considered research."

Research can also be described from a philosophical point of view and the physical
sciences are generally associated with positivism [97, 33]. Science is defined as:

Objective, reality can be described from an objective point of view and the researcher should
not interfere with it or introduce any bias.

Deterministic, reality follows causality laws, so events are connected by a cause-effect
relationship.

Mechanistic, reality can be explained through a hypothetico-deductive approach.

Using methods, the hypothesis can be operationalized, i.e., the sample is selected, measures
and analysis are performed, conclusions about the phenomena and the hypothesis are
formulated.

According to this approach, the hypothesis can not only explain a phenomenon but also
predict it [181].

The criticisms leveled at the positivist vision that emerged in the 1900s do not influence
this specific study as the object under consideration does not deal with issues to which the
mechanistic view is not applicable [78].

Present research work is designed a deductive process, it starts with a hypothesis, called
Research Question, and aims at testing it using data [175, 89]. It is configured as a quantitative
experiment exploiting a top-down approach [178].

The research question can be summarized as "What the potential of the usage of unstruc-
tured data in the process of differential diagnosis?" and it is declined in two use cases. It is
addressed using observations and, specifically, RWD extracted from patients’ EMRs.

The overall project is configured as an analytical, observational and retrospective study
[159, 150]. Within each use case, the research question aims at discriminating between two
groups of patients based on an outcome which is established and has already occurred.
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As sampling strategy, both use cases involve a random sample from a target population.
As a large number of samples is required but not available, other mathematical strategies are
used to evauate the generalisability of findings.



Chapter 2

Structured Data Management

2.1 Data collection: Medical informatics and standards
support for Clinical Research

It is 30 years since evidence-based medicine became a great support for individual clinical
expertise in daily practice and scientific research [165]. However, this required the need
to conduct several clinical trials [55] and to collect a huge amount of data. To achieve this
objective, the development of systems able to support first the coordination of clinical trials
and then the interoperability of heterogeneous data originating from different medical centers
[102], was necessary. These kinds of systems are indispensable not only to control the huge
amount of data produced by health facilities but also to build clinical pathways, research
systems, and effective public health management policies. Since the beginning of the 2000s,
the ability to describe heterogeneous data through the use of different kinds of models and
to connect them to the available web forms has led to the setup of web applications that
facilitate the exchange of research data in many fields [71, 111, 138, 84, 35]. Multi-center
research networks and CDM systems (CDMSs) have played an important role in data storing
and management within a varying range of medical domains [52].

2.1.1 Automatic LIS data export

In multi-center or long-lasting clinical trials, the use of CDMSs has become essential to
handle the huge amount of data and several international projects started working on this
topic. Specifically, in order to collect the necessary sample to conduct the study, usually
physicians manually insert data through a dedicated web user-interface or collect them into
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predefined spreadsheets. However, during the years the rise of the well-know problems
caused by manual data input [75, 100, 104] and the huge amount of time and human effort
necessary to complete the data collection phase made an evolution of this process necessary.
Specifically, structured data such as laboratory test results are already stored in the hospital
LIS in digital format and so they can be easily read and automatically transferred towards
other databases. Thus, the paradigm of data reuse allows the collection of patients’ clinical
data without human intervention. However, this process of data transfer is not straightforward
as it depends on the specific hospital level of informatization:

1. The hospital does not have a LIS which stored data in a digital format, or it have a LIS,
but external agents can not obtain access to data.

2. The hospital have a LIS and external authorized agents can access a specific subset of
data.

Centers that belongs to the first scenario can take part in clinical trials only collecting data
manually, e.g., coping them through a web-user interface. On the contrary, centers belonging
to the second scenario can exploit the data reuse paradigm. However, the automatic transfer
of data also depends on other factors, e.g., the different ways according to patients’ data
are exposed and to the national regulation scenario. Specifically, hospital may expose
patients’ data through services or an ad-hoc view on the hospital LIS that can be reached
only through Virtual Private Network. Both methods are regulated by authentication phase.
Nowadays, Italian regulations, specifically the Decree of the President of the Council of

Ministers (DPCM) of September 2015, titled “Regulation on National Electronic Health
Records (NEHR)" 1, identify the Health Level 7 Clinical Document Architecture release 2
(HL7 v3 CDA r2) as the standard schema that defines the structure and semantics of clinical
documents and messages. This standard is used at national level to stored clinical data into
the National Electronic Health Record (NEHR).

2.1.2 Use of medical standards to enable interoperability

One of the main problems when multi-center or long lasting clinical trials are executed is that
nomenclature may be different. This is due to the fact that each medical center developed
its own nomenclature which may also change during the years for several reasons, e.g., new
diagnostic machines or changes in the way exams are reported. This lead to the need of
introducing international standard coding system, e.g., vocabularies and ontologies. Together

1https://www.agid.gov.it/sites/default/files/repository_- files/linee_guida/dpcm_178_2015.pdf



2.1 Data collection: Medical informatics and standards support for Clinical Research 12

with the necessity of collecting comparable results, the use of standard coding systems has
become also mandatory at national level in Italy. Specifically, one of the requirements of the
aforementioned DPCM of 2015 is the univocal interpretation of clinical data.

So, I adopted:

• The international vocabulary Logical Observation Identifiers Names and Codes (LOINC)
to translate the local laboratory procedures names

• The national and international coding systems Italian Clinical Microbiologists Associ-

ation (AMCLI), Systematized Nomenclature of Medicine—Clinical Terms (SNOMED-
CT), National Healthcare Safety Network (NHSN) to identify unequivocally the the
name of the microorganism found in the microbiological cultures results.

In order to maintain this mapping update as new versions of international coding system are
released, it is necessary to involve terminology services, e.g., services built according to the
standard Common Terminology Service Release 2 (CTS2) developed within the Healthcare

Services Specification Project (HSSP). An example of this kind of services can be found in
[64].

2.1.3 Example of a ten years-old CDMS: the Liguria Infectious Diseases
Network

The Ligurian Infectious Diseases Network (LIDN) [72, 128] started in 2011 as a new research
network at a regional level during a scientific collaboration between medical groups and
bioengineers. At the very beginning, the LIDN was a web platform aimed at enabling the easy
collection of Human Immunodeficiency Virus (HIV)-infected patient data in order to conduct
multicenter clinical trials at a regional level. The first one involved the drug Maraviroc
[163]. Medical experts manually copied data from the Electronic Health Records (EHRs)
to the LIDN through a web user interface 2. During the first year, the platform supported
several regional and national studies. However, frequent use of the platform led to the rise
of two main issues: first, the huge amount of time required to insert even a minimal set
of data necessary to conduct a clinical trial and, second, the randomness of errors induced
by manual data imputation. Therefore, system architecture evolved in order to exploit the
data reuse paradigm. So, laboratory test results started to be automatically transferred from
hospital LISs towards the LIDN database. Thus, this allowed the daily update of patients’
clinical data without human intervention. The bioengineers involved in the project decided

2https://www.reteligurehiv.it/

https://www.reteligurehiv.it/
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to start from laboratory data since they are the largest dataset used in scientific research
about infectious diseases. Once the LIDN obtained a completely updated database, it was
planned to exploit this system also to avoid manual data entry in other databases such as
Antiretroviral Resistance Cohort Analysis (ARCA) 3, Italian Cohort Naive Antiretrovirals

(ICONA), and Italian Coordination for the Study of Allergies and HIV Infections (CISAI) 4.
These are the most important cohorts for clinical studies concerning HIV at a national level.
The architecture modular structure allowed during the years the expansion of the group of
the monitored infectious diseases. Specifically, it started with HIV, then Hepatitis C Virus

(HCV) and Tuberculosis (TB) were added. Finally, when the COrona VIrus Disease 19

(COVID-19) pandemic arose, the architecture was rapidly expanded to store data for this new
class of patients as well [187, 123]. Specific approval by the Ligurian Ethics Committee was
requested and obtained (163/2020–10475).

2.2 Missing Data Management

The first step that needs to be addressed when dealing with a dataset, especially when derived
from RWD, is data pre-processing in order to clean the data and make them useful for any
experiment associated with ML or data mining. Usually, one of the main issues is the presence
of missing values, which can be faced in both in features and in observations (size reduction).
This problem could be addressed in two ways: list-wise deletion (or complete case analysis)
by removing all the samples with missing values from the dataset, or imputation methods
by estimating the value of missing data. At both row and columns levels, it is a common
practice to exclude from the analysis those features and observations with a percentage of
missing values higher than the 50%. However, when the percentage of missing values is
lower than this threshold, to keep the sample as large as possible, the second option can be
considered. According to literature, a generally effective algorithm in this scenario of data
imputation is based on K-Nearest Neighbor, which imputes each sample’s missing values
using the mean value from K nearest neighbors found in the dataset [115].

3ARCA (Antiretroviral Resistance Cohort Analysis): https://www.fondazioneicona.org/
4CISAI Coordinamento Italiano Studio Allergie e Infezioni da HIV: https://www.cisai.it/

https://www.fondazioneicona.org/
https://www.cisai.it/


Chapter 3

Unstructured Data Management

3.1 Data collection

Together with the increasing adoption of data extracted from EMRs also patient privacy
concerns arose, especially when dealing with unstructured data [172]. Natural language texts
contain more sensitive information comparing to structured data as a consequence of their
nature, but they could also contain information that unequivocally identify a person, such
as first name, last name, date of birth, etc. So, in order to use them in clinical research but
at the same time preserve patient privacy and be compliant with existing regulatory laws,
such as the Health Insurance and Portability and Accountability Act (HIPAA), it is necessary
to perform a de-identification process [103, 40]. However, it is not possible to exclude the
sensitive information at the extraction level from EMRs as it happens for structured data,
e.g., excluding the corresponding columns from database tables. So, data should be extracted
as they are and then undergo a de-identification process, but there are several issues linked
to the execution of this task automatically. First, currently, to the best of my knowledge,
only scattered studies have been performed [25] and there are not open source tools able to
perform de-identification task on texts written in Italian language. Second, even if a such
system existed, it should be run locally because data containing sensitive information should
not be stored on other external services. Last, to build an ad-hoc pipeline, a new information
consent should be signed by patients and collected by clinicians. So, in order to preserve
patients privacy and to go on with the research, data were collected already de-identified
manually by medical staff involved in the projects. Then, this kind of data was stored in SQL
server databases created ad-hoc for each project. According to my experience, even if this
process requires human intervention at the beginning to extract data from the textual files
where they are contained and store them into database fields, it is worth. Using databases to
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store unstructured data allows to manage them more easily. For example, through the use of
simple queries it is possible to include or exclude sections of narrative text from the analysis
or apply the same pipeline in two different tasks keeping the same code but only changing
the query.

3.2 Data pre-processing

3.2.1 Data cleaning

Data cleaning is usually the first step and it is performed with the aim of improving data
quality, e.g., by correcting the detected misspellings and substituting the abbreviations with
default values. Currently, common agreement defining data cleaning is not available, and this
is due to the different requirements of the projects [87]. Considering the available sample,
data were cleaned looking for regular expressions and ‘re’ python module was used. First all
text was made lowercase and then from the sentences the following elements were removed:
patterns containing numbers (e.g.: dates or names of electrodes), punctuation, text in brackets.
Then shared specific abbreviations used by clinicians in their daily practice were extended
(e.g.: ‘aass’ means upper limbs, ‘aoo’ means open eyes).

3.2.2 Tokenization

Consists in dividing the sequences of characters in minimum units of analysis called tokens,
which include various categories of parts of the text [192]. To perform this task, ‘Natural

Language ToolKit’ (NLTK) library was used as it is the most used to perform text analysis in
multiple languages [17].

3.2.3 Lemmatization

Consists in assigning to each word its base form (called lemma). This process contributes
to make the context of the text uniform, it can be considered as a normalization process
[94]. To perform this task, two different tools in Python language were tested: ‘spaCy’1 and
‘TreeTaggerWrapper’2. The second one was chosen because it obtained a better performances
on texts written in Italian language. It is worth to perform this step if the syntax of the
sentence is complete.

1https://spacy.io/models/it
2https://treetaggerwrapper.readthedocs.io/en/latest/

https://spacy.io/models/it
https://treetaggerwrapper.readthedocs.io/en/latest/
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3.2.4 Stop-words removal

Consists in removing from the texts the most common words with the aim of increasing the
discrimination between the considered text [185]. In the Italian language examples of stop
words are articles, prepositions, etc., as they are not very informative and may alter other
processes, e.g. most common patterns identification.

3.3 Information Extraction

Information Extraction (IE) is the sub-field of NLP aimed at retrieving specific information
from unstructured natural language texts by automatically processing them [39, 125, 196,
121]. This NLP technique is frequently used in the clinical research scenario to extract
meaningful information from the narrative texts contained in the EMRs.

3.3.1 Rule-based methods

Historically, one of the first approaches to text analysis is the use of rule-based methods.
They consist in a set of a-priori known rules imposed to a program to make it behave in a
specific desired way. There is no specific format for rules, they can be for example grammars
used to parse text or regular expressions [39].

Grammars

Grammar is set of rules that define the structure of perfect well-formed sentences within a
language. It specifies the linguistic elements which constitute a sentence and the structural
relations between them [30]. Parser is a computational elements which executes the grammar
rules and creates the syntactic tree, which describes the role of each element in a sentence.

A base form of parsing is chuncking [1]. Specifically, according to this method, each
sentence can be divided in constituents. They are groups of words acting as a single unit.
They can be: noun phrases (NP), verb phrases (VP) and preprosition phrases (PP). Each
sentence S can be described as:

S = NP+V P

where a NP can be for example a pronoun or a proper-noun, while a VP can be, for example,
a single verb or a verb and a NP.
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Regular Expressions

Among them, Regular Expressions allow the extraction of predefined patterns from text
[60]. Specifically, regular expressions, also called regex, are a powerful instrument able
to perform string matching considering a combination of several elements in the text, e.g.,

words, characters, numbers, etc.
In the clinical scenario, they can be used to extract personal information of a patient

that follow a syntactic rule, such as identification numbers or anamnestic information [82,
131]. For example, the length of an Italian fiscal code is 16 characters, composed by 9 letters
and 7 numbers. Its structure is: 3 letters extracted from the last name; 3 letters extracted
from the first name; 2 digits corresponding to the last two numbers of year of birth; 1 letter
corresponding to the month of birth; 2 digits corresponding to a transformation of the day of
birth; 4 characters (1 letter and 3 digits) corresponding to the municipality of birth code; 1
letter corresponding to the control character.

So, it can be extracted using the following regex:

[A-Z]{6}\d{2}[A-Z]\d{2}\w{4}[A-Z]

However, since regex are based on predefined and fixed patterns, their usage is limited
when the complexity of text is high, especially in the clinical scenario [133].

Fuzzy Logic

Fuzzy Logic is a computational-based approach which involves the concept of "degrees of
truth". So, the truth value is not a Boolean restricted to 0 and 1, but it can assume each
decimal position between them [205, 204].

Fuzzy Wuzzy3 is the Python library used within this project to manage the comparisons
between strings. Specifically, it is used to compute the distance between two strings with the
same number of characters or not, taking into account the order of words and the allowed
maximum frequency of a string. This comparison is based on the Levenshtein distance [107].

3https://pypi.org/project/fuzzywuzzy/

https://pypi.org/project/fuzzywuzzy/
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leva,b(i, j) =



max(i, j), if min(i,j) = 0

min


leva,b(i−1, j)+1,

leva,b(i, j−1)+1, otherwise

leva,b(i−1, j−1)+1(ai ̸=a j)

(3.1)

where i and j are the indexes of the last character of the substring.

According to a review performed in 2018 [190], the 65% of article on clinical text mining
used rule-based methods. However, their application has two main disadvantages. First of
all, rules need to be constructed by experts in the specific clinical domain. Then, as they are
domain specific, it is necessary to have a knowledge on the input text and their performance
is prone to overfitting (high precision and low recall) [39, 143].

Therefore, NLP started to be used in combination with ML models [133, 147, 200].

3.4 Text Classification

During the last years, text classification has been widely studied, not only in the clinical
scenario [99, 105]. The problem of text classification can be defined as follows. Given a set
of documents D = d1,d2,d3, ...,dN and a set of fixed classes, also called labels, C = c1,c2,c3,
the aim of text classification is to assign each document the corresponding class < d,c >

[118].
The main problem when dealing with unstructured data is that machine learning models

can not directly use them, as they need vectors of numerical features as input values. For this
reason it was necessary to investigate text embeddings. In this thesis two main categories
are discussed and used, the first one is a count-based method while the second one is a
prediction-based method.
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((a)) Text processed with CountVectorizer.

((b)) Text processed with TfidfVectorizer.

Figure 3.1 Different embedding outcome using CountVectorizer and TfidfVectorizer.
Sentences included in the examples are from two renowned William Shakespeare’s plays
[170, 171].

3.4.1 Bag of Words

A standard sparse representation of text which describes the occurrence of patterns within
a document [76]. It involves two things: a vocabulary of tokens and a measure of their
presence in the text. Specifically, patterns can be single tokens or n-grams of tokens, i.e., a
sequence of neighbouring characters and/or words within a document [41]. Any information
about the order or structure of words in the document is discarded. So, the use of n-grams
of words allows the Bag of Words model to capture a little of context from the document
[93]. The shape of a numerical representation obtained with this technique is: number of
samples x number of n-grams of tokens (usually a selection of the most frequent ones). I
used two vectorizers from the Python library ’Scikit-learn’ [140] named ’CountVectorizer’ 4

and ’TfidfVectorizer’ 5. An example of outcome the above mentioned embedding methods is
shown in figure 3.1.

Subfigure 3.1(a) shows that CountVectorizer is a mere measure of the frequency of the
patterns in a text, e.g., ’be’ has frequency = 2 in Sentence1, while ’romeo’ has frequency
= 3 in Sentence2. On the contrary, subfigure 3.1(b) shows that TfidfVectorizer is weighted
measure, and it is based on the Term Frequency-Inverse Document Frequency (TF-IDF)

4https://scikit-learn.org/stable/modules/generated/sklearn.feature_extraction.text.
CountVectorizer.html

5https://scikit-learn.org/stable/modules/generated/sklearn.feature_extraction.text.
TfidfVectorizer.html

https://scikit-learn.org/stable/modules/generated/sklearn.feature_extraction.text.CountVectorizer.html
https://scikit-learn.org/stable/modules/generated/sklearn.feature_extraction.text.CountVectorizer.html
https://scikit-learn.org/stable/modules/generated/sklearn.feature_extraction.text.TfidfVectorizer.html
https://scikit-learn.org/stable/modules/generated/sklearn.feature_extraction.text.TfidfVectorizer.html
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formula:

(t f − id f )i, j =
ni, j

| d j |
∗ log10

| D |
| {d : i ε d} |

(3.2)

The main difference compared to the previous measure is that TF-IDF is a numerical statistic
aimed at reflecting word importance to a document within a collection or a corpus. Specif-
ically, it increases with a direct proportion to the frequency within the document but it is
offset by the frequency across all documents. This measure is important because it adjust
the fact that, in general, some words can be more frequent than others in speaking or in that
specific topic.

It is important to highlight that first the vocabulary could be very large, as it may include
every word of the document (it depends on parameters set-up) and all the other n-grams
defined by the user. Second the resulting matrix could contain a lot of uninformative elements,
some patterns could appear only few times in the documents. For this reason it is important
to evaluate possible vectors lengths, which in turn is the number of best selected features,
and investigate how this affects the outcome [88, 22, 197, 143].

3.4.2 Word Embedding with Word2Vec

It is an approach to provide a dense vector representation of words that capture something
about their meaning. Word embeddings work by using an algorithm to train a set of fixed-
length dense and continuous-valued vectors based on a large corpus of text. Each word is
represented by a point in the embedding space and these points are learned and moved around
based on the words that surround the target word. The output is a model in which each word
is mapped in an array of fixed size. As I could not find any pretrained Word2Vec model on
Italian texts I decided to train my own model using a part of the clinical text contained in the
available sample. To do that, the main steps are:

• Collect a big corpus

• Use a sliding window to go over the text, considering one word at a time as the central
word and the other words in the window as context words

• For each central word, compute the probabilities for each context words
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• Adjust vectors in order to increase probabilities and minimize the loss function, that is
an averaged Negative Log-Likelihood:

Loss = J(θ) =− 1
T

T

∑
t=1

∑
−m≤ j≤m,

j ̸=0

logP(wt+ j|wt ,θ) (3.3)

The first summation allows to iterate over all the words in the text while the second
one iterates over the words in the window (context words −m ≤ j ≤ m) excluding the
central word ( j ̸= 0). θ represents the variables to optimize.

Each probability P(wt+ j|wt) is computed as follows:

P(o|c) = exp(uT
o vc)

∑w∈V exp(uT
wvc)

(3.4)

For each word w in the text, two vectors will be involved: vc when w is a central
word and uw when it is a context word. So, for each couple of central word c and
context word o the probability is computed as the measure of similarity between o and
c normalized over the entire vocabulary V . In order to speed up the training process,
it is possible to use the Negative Sampling technique which allows to select only a
subset of K randomly words instead of all the words in the vocabulary V .

One of the main differences between the two considered approaches is that the Bag
of Words model directly returns a representation of the whole document, while the Word
Embedding model works at word level. Therefore, when using Word Embedding model, I
performed a preliminary analysis of the quality of the words’ representation before building
the whole document representation. As suggested in [169, 189], I used the following intrinsic
evaluators:

Words similarity also called cosine similarity, which is defined as:

cos(w1,w2) =
w1∗w2

|| w1 || ∗ || w2 ||
(3.5)

where w1 and w2 are the two word vectors and || w1 || and || w2 || are L2 norms.

Words analogy given a pair of words (a and a∗) and a third word (b), the analogy relationship
between a and a∗ can be used to find the word b∗ that corresponds to b.

a : a∗ = b : b∗ (3.6)
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Outliers detection given a group of words, the objective is to find the one that does not
match the context. This is used to evaluate the semantic coherence in words’ clusters.



Chapter 4

Data Analysis

4.1 Data Normalization

Considering that the numerical values associated with each feature may belong to different
scales, the second mandatory step in data pre-processing is normalization.

The chosen algorithm for structured data normalization is based on the Z-score:

Z =
x−µ

σ
(4.1)

where µ is the mean and σ is the standard deviation. The Z-score gives an idea of how far
from the mean a data point is. I chose this method for the structured database because it
derives from real world data so it is necessary to deal with outliers. Z-score is a perfect
strategy because it measures how many standard deviations are below or above the population
mean and raw score [26].

While considering unstructured data, I only scaled each feature by its maximum absolute
value.

4.2 Supervised learning problem

Supervised Learning is a branch of machine learning that deals with labelled examples.
Specifically, the aim of supervised learning is to learn a model that represents the available
data and use it to predict an outcome from unseen data. Depending on the problem that needs
to be solved, three main methods can be used: classification, regression and forecast. Data
Classification deals with categorical labels, while regression takes into consideration also
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the order of the input measures and so it deals with a concept of distance. Finally, forecast
involves also the concept of time.

4.2.1 Regression

Considering a dataset composed by p-points (x1,y1), ...,(xp,yp), there are many ways of
approximating the regression function f (x) as combination of the input, in general it is
defined as a function of degree p:

f (x) = w0 +w1x1 +w2x2 + ...+wpxp =
p

∑
i=0

wixi (4.2)

The vector of coefficients w (of dimension p) needs to be learned from the training data and
the optimal combination is the one that minimize the error which is defined as the difference
between the true function and the estimated one. A well-known method to define the loss
function to penalize the errors in the prediction is "Least squares":

LossFunction = L̂ =
p

∑
i=0

(yi − f (x))2 (4.3)

The simplest but effective approximation of the regression function is a line, which is
called "linear model":

f (x) = w0 +w1x1 +w2x2 + ...+wpxp =
p

∑
i=0

wixi (4.4)

4.2.2 Regularization

One of the main issues in supervised learning is overfitting. It happens when a model explains
too precisely the known data, fitting the noise as well as the signal, and therefore losing
the ability to generalize on unknown data. This could be due to a low number of training
examples or to a too high complexity of the model. To address this issue a penalty term
called "regularizer" is introduced.

A well-know model that belongs to the category of supervised learning is the Kernel

Recursive Least Squares (KRLS). Its structure can be described as a linear function in a space
induced by φ(x):

f (x) = wT ·φ(x) (4.5)
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Where x ∈ Rd and y may belong to: R (Regression), {±1} (Binary Classification) or {1...c}
(Multiclass Classification).

φ(x) is defined by a kernel, the one with good properties is the Gaussian kernel:

K(u,v) = e−γ||u−v||2 (4.6)

And the optimal value of w is defined as:

w : ARGMIN
w ||Xw− y||2 +λ ||w||2 (4.7)

where the first term is the Loss function (L̂), which measures the cost of the model, and the
second one is the Regularizer (λReg), which governs the complexity of the model. The sum
of the two is an approximation of the True Error:

L ≈ L̂+λReg (4.8)

λ is used to control the compromise between the two terms, specifically if λ is high the
model tends to underfit while if it is low it tends to overfit.

In order to find the best values of the hyper-parameters γ and λ it is necessary to perform
Model Selection and Error Estimation by splitting the data into three chunks: training,
validation and test.

From KRLS structure it is possible to derive two of the ML models that I used by
changing one term in the expression: Least Absolute Shrinkage and Selection Operator

(LASSO) and Support Vector Machines (SVM).

Least Absolute Shrinkage and Selection Operator (LASSO)

The Least Absolute Shrinkage and Selection Operator, whose acronym LASSO was intro-
duced by [180], is a penalised least square regression model using L1 penalisation function
[58, 124]:

λ ||w||22 → λ ||w||1 (4.9)

This type of regularization makes LASSO suitable to perform features selection, as its
coefficients’ matrix is sparse. This means that a decimal positive/negative weight in the
matrix indicates the importance of the specific feature for the outcome while 0 is assigned to
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features that are not involved in the prediction. Even though LASSO is a regression model,
so its output is a decimal number, it can be used also in classification task, by imposing a
threshold.

Support Vector Machines (SVM)

A supervised learning method based on maximum margin linear discriminants [186, 37], that
can be cast as an optimization problem in the regularization framework [54]. The goal is to
find a function that, according to a given value of the regularization parameter, minimizes
a functional composed of a fitness term measured according to the Hinge Loss [188] and
a regularization term that controls the smoothness of the function f according to a kernel
function K. In binary classification, to compute the maximum margin search, SVM uses the
same concept or KRLS but the involved loss function is the Hinge Loss [188]:

L̂ = HingeLoss = MAX [0,1− y f ] (4.10)

I evaluated SVM model performances on the specific tasks considering three possible
kernels: linear, Gaussian and polynomial.

Sparse Logistic Regression (SLR)

It is a classification technique that directly models the probability to belong to a class as
a discriminative function based on explanatory variables [199, 96]. Considering the class
variable as binary, the outcome variable is Bernoulli distributed:

f (yi,πi) =

π
yi
i (1−πi)

1−yi f or yi = 0,1

0 otherwise
(4.11)

where πi is the probability of the positive class. The aim is to define a πi that depends on a
vector of covariates. It could not be directly a linear function, but a monotone transformation
allows to do that, it is called "logit":

log(
π

1−π
) = w0 +wT x = w0 +w1x1 +w2x2 + ...+wpxp = f (x) (4.12)
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where p is the number of predictor variables and wi the parameters to estimate. Therefore,
the probability πi is defined as a sigmoid:

π =
1

1+ e− f (x)
(4.13)

The optimal set of parameters wT is found by minimizing the negative log likelihood:

L̂ = ∑yilog(πi)+(1− yi)log(1−πi) (4.14)

In order to prevent overfitting, the concept of penalized logistic regression has been
introduced by adding a regularization penalty term [202]. The regularized can be:

• L1 norm, which is the same introduced in LASSO, is used to enforce sparsity which
allow to build a predictive model based only on a subset of meaningful input variables.

• L2 norm, which is the same used in KRLS, is used to assign lower weights to features
that contribute less but differently from LASSO it includes all variables.

• Elastic Net, it is a combination of the above mentioned two norms L1 and L2. In this
case some coefficients are shrinked towards zero and other are exactly zero.

4.2.3 Ensamble methods

Ensamble methods are a subclass of supervised learning algorithms that build a set of
classifiers and the final prediction is the weighted average of the predictions of each classifier
[47].

Random Forest (RF)

Random Forest is based on the technique of bootstrap aggregation which aims at reducing
the variance of the prediction function by averaging many noisy models but approximately
unbiased [77]. Contrary to the other classifiers described above, RF is an ensemble method.
It is composed by K decision tree classifiers created from a different bootstrap sample. The
trees are built by sampling a random subset of the attributes at each internal node in the
decision tree. The random sampling of the attributes reduces the correlation between the trees
in the ensemble [106]. The main advantage in using trees is that they can detect complex
interactions among features and the reaches a low level of bias if they are sufficiently deep.
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4.3 Performance evaluation metrics

Another important aspect linked to machine learning is model performances evaluation. In
order to measure how accurately the model can predict the outcome, in a classification task,
multiple evaluation metrics are available [77, 28, 21, 81]. Note that it is crucial to chose the
most appropriate ones based on the specific case study and usually it is better to evaluate the
performance considering more than one of them.

A graphical representation of the performances can be obtained through the Confusion
matrix, which in the case of binary classification has two dimensions.

True values
0 1

Predicted values
0 T N FN T N +FP

1 FP T P FP+T P

T N +FP FN +T P N

Accuracy

Accuracy is the simplest evaluation metrics and it is measured as the number of correct
predictions on the total number predictions.

Accuracy =
T N +T P

N
(4.15)

Accuracy is an effective indication of model performance when the two class are balanced.

Precision

It measures the number of true positives over the total number of positives predicted. It is
useful in the case of unbalanced datasets and it decreases with the increase of false positives.

Precision = PositivePredictiveValue =
T P

T P+FP
(4.16)

Recall

It measures the number of true positive over the total number of positives in the dataset.
It gives a feedback on model ability to detect the positive samples and it decreases as the
number of false negative increases.
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Recall = Sensitivity =
T P

T P+FN
(4.17)

F1-score

It is the harmonic mean of Precision and Recall. It is a complete measure of model perfor-
mance because it reaches high values only if both involved metrics are high. This metric is
especially used in the clinical scenario where class are usually unbalanced and it is important
to detect the highest number possible of positive cases, which could be for example patients
with a specific disease.

F1score =
2×Precision×Recall

Precision+Recall
=

T P
T P+ 1

2(FP+FN)
(4.18)

4.4 Statistical Analysis

Finally, it is possible to investigate statistically significant differences between performances
obtained with different combinations of classifiers and numerical representations of text.

4.4.1 Hypothesis Testing

First of all, it is necessary to formulate a hypothesis, which should be testable through
an experiment or observation. Then, it is necessary to test the results in order to evaluate
the possibility that they happened by chance, and therefore returning an indication on
repeatability of the experiment. A statistical test is a procedure which allows to decide, with
a certain degree of certainty (p-value = 1 - α), if the null hypothesis can be rejected and, as
a consequence, accept the alternative hypothesis [49]. Common threshold levels for α are:
0.05, 0.01, 0.001. Each test has its validity conditions and it is more or less robust depending
on the violation of such conditions. It is important to identify the most appropriate test, i.e.,

the most robust, based on the scale and characteristics of the data.

2 Groups

Kolmogorov-Smirnov Test It aims at assessing the proximity of two distributions, e.g., in
terms of mode and symmetry. They can be one theoretical and one sample, e.g., to
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determine if a sample is normally distributed, or two samples. It is suitable both for
continuous and discrete data [119].

Wilcoxon Test It is the non-parametric equivalent of Student’s t-test, therefore it is used on
paired data but when they are not Gaussianly distributed. By comparing the means of
two samples, it aims at determining if they belong to the same population [194].

Mann-Whitney U Test It differs from the previous one because it is used when data are
considered independent, i.e., two samples are randomly selected from two populations
and they may have different size [117].

At least 3 groups

Kruskal-Wallis Test It is a non-parametric test, which means that there are no assumptions
about data distribution, the only requirement is that data should be ordinal scale. The
objective is to determine if the medians of three or more independent groups are
statistically different. In this case the null hypothesis (H0) is that all groups have the
same median while the alternative hypothesis (Ha) is that the median is not the same
[101].

Friedman Test As the previous one, it is a non-parametric test, used to compare at least
three "paired" groups. It is used on repeated measures in order to investigate the effect
of a specific factor [61].

4.4.2 Corrected Significance Level

The main assumption is that by testing an increasing number of hypotheses (k) then the
probability of obtaining at least one significant result increases [18]. Therefore, correction
methods are used in order to address type I errors, so to reduce the probability of obtaining
false-positive results.

Bonferroni correction

It is the simplest type of correction, the values of α corrected can be obtained by dividing α

for the number of tested hypothesis (k) [46].

α
∗ ≈ α

k
(4.19)
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However, it is used when k is relatively small, otherwise it can be too conservative, and
other methods are more suitable [51].

Dunn-Sidàk correction

It is another method to address the problem of multiple comparisons less stringent than the
previous one [173].

α
∗ = 1− (1−α)

1
k (4.20)



Part III

Results



Chapter 5

Localization of the epileptogenic zone in
patients with drug-resistant focal epilepsy

5.1 Research Question

Epilepsy is one of the most common neurological disorders. According to the World Health

Organization (WHO) [137], epilepsy affects almost 50 million individuals worldwide and
up to 10% of people have one seizure during their lifetime. About one third of people
with epilepsy continue to be treatment resistant despite reasonable trials of at least two
antiepileptic medications. People with focal onset drug-resistant seizures (DRS) may be
cured or significantly improved with epilepsy surgery. The aim of surgery is to remove or
disconnect the EZ, from which the seizures originate [164]. A delayed or incorrect diagnosis
of EZ location limits the efficacy of surgery, impairing the final outcome and reducing the
quality of life of people with drug-resistant epilepsy (DRE). Notwithstanding, not enough
people receive epilepsy surgery [176, 166, 23]. Epilepsy surgery continues to be underutilized
for several reasons, including patient misunderstandings regarding surgery and economic
gaps that restrict access to care. Moreover, physicians consistently lack the information
necessary to recognize candidates for surgery. This could be partially attributable to the
difficulty of presurgical assessment, which entails classifying the kind of seizure, localizing
and lateralizing the EZ, and determining the safety of the desired surgical procedure in light of
any potential defects (motor, cognitive, etc.) [176]. Long-term Video-electroencephalography
(VEEG) monitoring is a diagnostic technique commonly used to objectively capture both
clinical manifestations and brain activity during seizures [98]. It is crucial to properly
interpret seizure-related subjective and objective manifestations in order to develop a solid
hypothesis on the potential location of the EZ. Usually epileptologists review multiple seizure
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manifestations obtained from long-term VEEG recordings and write a detailed report about
the characteristics of the semiological manifestations (e.g., motor/non-motor) and their
chronological appearance [179]. A hypothesis regarding the location of the EZ is created
as a result, and it may direct the planning of a surgical intervention (when supported by
EEG, MRI, and/or functional data), or it may guide additional presurgical evaluation phases
(including invasive procedures). However, this process is very complex and relies on special
skills that require many years of experience to form [63]. With the advent of advanced ML
algorithms, modern decision support systems reach high accuracy in the interpretation of
clinical data [112, 50, 24, 4, 136] as well as provide support for the formulation of optimal
therapeutic options [14].

Hence, ML-based systems able to automatically analyze clinical reports of seizure
manifestation could represent an important tool to support clinical diagnosis of people
with DRS. However, the collected reports of seizure descriptions are usually text-based
unstructured data that cannot be trivially analyzed with ML alone. NLP is the branch of
Artificial Intelligence that deals with the analysis of natural human language performed by
computers. The applications of NLP in the clinical field are multiple [190, 112, 50] and,
together with ML methods, they can be involved in the diagnostic process.

The increasing interest in the combined use of ML and NLP techniques in the clinical
neuroscience field led to several research projects focused on its use to support differential
diagnosis and management in epilepsy syndromes [203, 57, 144]. Among them, there are
few examples of applications in the specific task of predict the localization of the EZ and they
mainly rely on expert clinicians that identify meaningful keywords later extracted manually
or using regular expressions [95, 5]. However, these attempts are based on pre-defined rules
that require additional work to be adopted at larger scale and biased because they rely only on
clinicians’ experience. So, the automatic analysis of semiology description for EZ location is
still an open question [3].

5.2 My contribution

As time plays a key role in the EZ localization process in DRE patients, the aim of the
work is building a cost-effective support system based on text, that is the simplest and
always available type of information. Therefore I aim at transforming the EMR from a mere
collection of clinical information into a powerful instrument for clinical investigation. The
developed system takes as input the raw text containing the description of the seizures and it
predicts the probability of the EZ to be in the temporal/extra-temporal lobes and left/right
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hemispheres. One of the main challenges that I faced during the development of this pipeline
is that not only most of the NLP-based tools are specifically built for the English language
but also no Italian ontology on epilepsy is available. To the best of my knowledge, this is the
first work that uses the semiological descriptions of seizures written in Italian language to
identify the EZ.

5.3 Sample Characteristics

A large number of subjects with an epilepsy diagnosis was recruited from the “Claudio
Munari” Epilepsy Surgery Centre, Niguarda Hospital in Milan (Italy). Among them, the
group of focal DRE patients who resulted seizure-free after a surgical intervention (minimum
follow-up of two years) was selected so that the origin of seizures (epileptogenic zone)
could be exactly identified. This resulted in a cohort of 129 patients, whose age and sex are
distributed according to the pyramid chart in Fig. 5.1 and localization and hemisphere of EZ
distribution are summarized in Table 5.1.

Table 5.1 Number of patients in the sample for each combination of Localization and Side.

Localization Side Patients (n)

Frontal
Right
Left

14
17

Temporal
Right
Left

33
30

Central
Right
Left

2
1

Insulo-opercular
Right
Left

6
4

Posterior
Right
Left

10
10

Hemispheric
Right
Left

1
1

All participants gave informed consent for data collection and usage for scientific research
(ID 939-12.12.2013). This is an anonymous and retrospective study that complies with the
principles outlined in the Declaration of Helsinki [9].

For each patient, we collected the EZ localization/lateralization label and two groups of
textual data written in Italian language consisting of the description of all available seizures
and an excerpt of the patients’ EMR. In particular:
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Figure 5.1 Population distribution. All patients included in the analysis are under 50 years
old. In particular, for both tasks temporal/extra-temporal and right/left the majority of the
population have an age between 25 and 39.

Seizure descriptions are texts describing the semiology of seizures. Specifically, medical
experts revised the recorded videos showing the patient undergoing seizure events
and they described the patient’s seizure manifestations and evolution. We revised all
the seizure descriptions (N=562) and we discarded the ones that: i) were labelled as
“subjective manifestations”; ii) referred to previous seizures (e.g., the sentence reads
as “Seizure similar to the previous ones including the automatisms of the right hand

brought to the face”); iii) were composed of less than 20 words; iv) had no mention
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of physical movements or sensations (i.e., ictal EEG interpretations). In total, we
excluded 53 texts resulting in a final dataset of 509 descriptions from 121 patients out
of the 129 included. The average number of seizures per patient is 4.21±3.51, range:
1 - 17. We considered single seizure description as independent events because ictal
events occurred at different time, the observer who dealt with the patients was not
necessarily the same as well as the clinician who wrote the semiological descriptions.

Electronic Medical Records (EMRs) are the de-identified extractions from EMRs from
129 patients. These texts contained anamnestic information such as patient’s history,
previous treatments, drug-dosage, etc.

In order to preserve the morphological structure of the sentences, as well as to de-
identify all texts before pre-processing, Protected Health Information (PHI) were manually
removed. First “direct identifiers", i.e. those words (or group of words) that could directly
identify the patient, such as first and last names, were removed and substituted them with
“ragazza/ragazzo” (“girl"/“boy") by matching gender. Then other “quasi-identifiers", i.e.
those entities that, if combined together, may detect a small group of people, such as locations
and exact birth-date, were removed and substituted with generic “città"(“city”) the locations.
Finally, day and year from dates were removed. I stored the de-identified texts in a SQL
Server database located in a server that could be only reached through Virtual Private Network.
I used a unique identifier for each patient and retained only minimal personal information,
such as sex and year of birth, as prescribed by the international and national regulations on
data protection [153, 152].

The goal of the study is to build predictive models based only on seizure descriptions
represented according to some embedding criterion. The problem is cast into a supervised
learning setting where each seizure is associated to a label. In my cohort, expert epileptolo-
gists identified two types of labels: the region and the side of the brain where the epileptogenic
zone is located. This information is available as all patients underwent a surgical intervention
that resolved the pathological condition. The first type defines whether the seizure onsets
from the temporal (ntemporal=58) or extra-temporal (nextra−temporal=63) brain region, where
the extra-temporal label also includes patients whose EZ do not cover only the temporal
region. The second label type differentiates the EZ based on which hemisphere they are
located in (right (nright=61) or left (nle f t=60)). Considering that, as described above, each
patient may suffer from more than one seizure, the dataset is composed of: 39% of seizures
labeled in the temporal region and 56% of seizures associated to the right hemisphere.
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5.4 Experimental Design

Fig. 5.2 shows the sequence of steps I performed. First, I had to pre-process the collected
textual data to anonymize, standardize and filter it (Sec. 3.2). Then, I extracted three possible
numerical representations of the seizures descriptions based on Bag of Words (Sec.3.4.1)

and Word Embedding methods (Sec.3.4.2). Finally, I applied supervised machine learning
models, using the numerical representations as inputs to predict in a first step the brain region
and then the lateralization of the EZ (Sec. 4.2).

Figure 5.2 Pipeline Schema. The pipeline can be divided into 5 main sections: data loading,
data pre-processing, dataset preparation, classification and model evaluation.

Dataset

After the preprocessing phase, the dataset was split into two chunks: Dataset1 consisting
of 445 seizures from 106 patients and Dataset2 consisting of 64 seizures from 15 patients.
The splitting is required to properly assess the generalization properties of the representa-
tion/predictive models pairs, as described below.

NLP

Considering the Bag of words technique, to identify the best size for the numerical represen-
tation, tested three choices for the total number of features: 100, 200, and 300. I obtained
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best results with 200 features in the first task and with 300 features in the second task. From
now on I will refer to this numerical representation with bw.

Considering the Word Embedding representation, I tested different vector dimensions and
combinations of some word embedding parameters for the vector representation, according
to reference ranges described in [29]. In particular I ranged: vector dimension between 10,
30, 100; negative sampling between 5, 10, 15; epochs between 100, 200, 300, 400, 500,
600, 700, 800, 900, and 1000. I determined the best combination performing the intrinsic
evaluation: vector dimension = 100; negative sampling = 10 and number of epochs = 300.
Then I fixed: the minimum words’ occurrence in the text = 2, in order to exclude too rare
words or misspellings of frequent words, and number of context words = 3.

Once I obtained the Word Embedding model built with Word2vec, I used two approaches
to build the representation of seizure descriptions:

In the first one, all the arrays of the words have been averaged and the first matrix was
obtained. From now on, I will refer to it with mean representation.

mean =
1
n

n

∑
i=1

xi (5.1)

In the second approach, the TF-IDF formula 3.2 has been applied and the second matrix
obtained. From now on, I will refer to it with tf-idf representation.

In conclusion, I obtained a total of 3 matrices per dataset: the first one using the Bag of
Words (bw representation) and the other two using the Word Embedding model (mean and

tf-idf representations).

ML methods

For each data representation, I solved a binary classification problem for two different tasks,
that are the prediction of the brain region and the prediction of the brain hemisphere where
seizures originate. Specifically, I adopted and compared two different machine learning
classification methods, that are SLR with L1 penalty and SVM with three different kernels:
linear, rbf (gaussian), and poly (polynomial with degree equal to 3). Hence, in total I
obtained 4 models per each input and task.

For all experiments, I performed a stratified k-fold cross-validation, with k = 10, to
iteratively split the Dataset1 into ten different training and validation sets. At each split, the
following steps were performed:

1. Data normalization
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2. A 10-fold cross-validation to identify the best hyperparameters

3. Model training on the training set with the best hyperparameters

4. Model evaluation on the validation set

All the aforementioned steps have been executed N = 3 times, each time shuffling the
data. In order to guarantee the reproducibility of the results I set the random state used to
shuffle data equal to the iteration index (i.e. in order 0, 1, 2). Then I performed an overall
evaluation of the model over multiple trials calculating the median performance per trial and
the mean performance across the N trials.

It is important to specify that I pre-processed seizures of patients belonging to Dataset2
together with Dataset1 used for cross-validation but I did not use samples from the Dataset2
for training the word embedding and the bag of words models. So, when testing generalization
ability I looked for the best model hyperparameters using the whole Dataset1, while during
cross-validation I looked for model hyperparameters only on the training set.

All experiments are evaluated in terms of the following weighted metrics on each fold
and on average: precision, recall (which is equal to accuracy), and F1-score. Sections 5.6 and

5.7 describe and graphically represent results in terms of F1-score while the graphs related to
the other two metrics are available in the supplementary material.

5.5 Word Embedding model evaluation

Natural language represents a high-dimensional space whose mathematical representation
can vary significantly depending on the adopted embedding. Therefore, before building
the numerical representations of seizures descriptions based on Word2Vec model, I tested
the performances of the devised model with three different evaluators. First, I tested if the
Word Embedding correctly recognized semantic and syntactic meaning of random words.
I chose five target words and extracted the most similar words from the Word Embedding
according to the Word Similarity measure. I graphically visualized the five target words and
the five nearest ones using T-distributed Stochastic Neighbor Embedding (T-SNE), which
allows the visualization of high dimensional data by locating the datapoints in a two/three-
dimensional map [184]. Our model correctly associates words with syntactic and semantic
meanings similar to the target words in all selected cases (Fig. 5.3, Table 5.2). In particular,
as we can see in Fig. 5.3, the word “sollevamento (lift)" is one of the most similar words
to “movimento (movement)" but it is also a very similar to “elevazione (elevation)" and
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this property is recognized by the model, as the two words are close together in the two-
dimensional projection made by T-SNE. Then, I tested our model with the Words Analogy
evaluator, so I wanted to find the word that satisfied the following relation: “braccio (arm)"
+ “gamba (leg)" - “piede (foot)". I obtained the expected word “mano (hand)". Finally, I
evaluated the ability of outliers detection, so I tested if the Word Embedding model could
recognize words out of their context. Specifically, I chose a quadruplet of random words:
three within the same context and one outlier. I repeated this experiment three times, finding
that the model is always able to detect the outlier (Table 5.3). Results suggest that the model
properly identifies relations between words.

Figure 5.3 Examples of clusters of Word Embedding, visualized in a two-dimensional
space using T-SNE. Each cluster is composed of one input word and the top 5 most similar
words. Two main clusters can be distinguished in the figure, words in the upper-right
part of the figure are linked to the seizure descriptions (“braccio (arm)" and “movimento
(movement)") and words in the lower-left part of the figure linked to anamnestic information
(“episodio (episode)", “scuola (school)" and “clonia (jerk)", which is mentioned most of the
times in that section).
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Table 5.2 Examples of the words similarity evaluation. The first column contains the five
target words arbitrarily selected and the second column contains the corresponding five most
similar words induced by the Word Embedding model. Most similar words are written in
descending order considering the similarity coefficient based on the cosine similarity.

Target word Most similar words
Braccio
(arm)

Gamba, mano, sinistro, destro, superiore
(leg, hand, left, right, upper)

Episodio
(episode)

Crisi, soggettivamente, risveglio, critico, manifestazione
(seizure, subjectively, awakening, critical, manifestation)

Clonia
(jerk)

Mioclonia, scossetta, disordinare, elevazione, sollevato
(myoclonia, jerk, clutter, elevation, raised)

Scuola
(school)

Ragioneria, liceo, elementari, scolarità, impiegare
(accounting, high school, primary school, schooling, employ)

Movimento
(movement)

Muovere, sinistro, destro, capo, sollevamento
(move, left, right, head, lift)

Table 5.3 Examples of the outliers detection evaluator. Given 4 words the trained model
could correctly identify the word that did not match the context.

Input words Outliers
Dormire, cuscino, letto, bicchiere
(sleep, pillow, bed, glass)

Bicchiere
(glass)

Scuola, braccio, gamba, mano
(school, arm, leg, hand)

Scuola
(school)

Fratello, sorella, madre, crisi
(brother, sister, mother, seizure)

Crisi
(seizure)
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5.6 Temporal vs. Extra-temporal seizure onset sites

The first learning task I faced aimed at predicting the temporal or extra-temporal origin for a
given seizure.

In Figure 5.4 I report the weighted F1-scores for all combinations of trained model, data
shuffle (red, light green, and light blue) and data representation (mean, tf-idf, and bw).

0.737 ± 0.0120.847 ± 0.0060.818 ± 0.0090.771 ± 0.017

bw                              mean                              tf-idf bw                              mean                              tf-idf 

bw                              mean                              tf-idf bw                              mean                              tf-idf 

0.824 ± 0.008

0.822 ± 0.0190.821 ± 0.0160.815 ± 0.0070.754 ± 0.001Mean ± Std:

Mean ± Std: Mean ± Std:

Mean ± Std: 0.820 ± 0.0100.762 ± 0.011

0.830  ± 0.019

 A

 C  D

 B

Figure 5.4 Weighted F1-scores for the localization task of (A) Sparse Logistic Regression,
(B) SVM with linear kernel, (C) SVM with rbf kernel, and (D) SVM with poly kernel
over the three fixed random states (red, light green, and light blue) and the three numerical
representations (bw, mean, and tf-idf ). For each representation and random state, the weighted
F1-score values of the K-folds are showed. The red dotted lines identify the mean of second
quartiles over the three random states. Numbers at the top of each panel represent µ ±σ of
the second quartiles over the three random states.

Sparse Logistic Regression obtained the best performance using mean representation

while SVM with tf-idf representation considering all kernels. Among all possible combi-
nations, the devised pipeline obtained its best performance (F1-score = 0.847±0.006) in
correctly identifying the EZ location using SVM with rbf kernel with tf-idf representation.
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Therefore, using Dataset1, all predictive models showed the best performance (≥ 0.80)
when relying on the Word Embedding-based representations respect to those generated by
Bag of Words (Fig. 5.4).

This difference was also confirmed as significant by statistical analysis. Specifically, the
impact of the different numerical representations of text on the outcome was first evaluated
with Kruskal-Wallis Test [101] (null hypothesis: same performance) comparing, for each
classifier, the thirty F1 scores obtained from 10-fold cross-validation repeated for three
shuffles. Then, as a statistical significant difference was observed, multiple comparisons
were performed using Mann-Whitney U Test [117] and the obtained p-values are displayed
in Table 5.4. The level of significance α = 0.05 was corrected with Bonferroni correction
[46]. So, α = 0.05/k = 0.01667, with k = 3 (number of comparisons).

Table 5.4 P-values derived from multiple comparisons performed on Dataset1 to assess the
impact of different numerical representations of text on the outcome of localization of the EZ
in temporal vs Extra-Temporal region (null hypothesis: same performance). Considering
each classifier, the results obtained with the three numerical representations are compared in
couples.

mean vs tf-idf mean vs bw tf-idf vs bw
SLR 0.70069 0.00079 0.00053
SVM linear 0.54933 0.00032 0.00029
SVM rbf 0.03147 0.00443 2.35415e−5

SVM poly 0.94107 1.02773e−6 7.59915e−7

An analogous analysis was performed to determine if the choice of the classifier had
an impact on the outcome (null hypothesis: same performance). So, first, considering each
numerical representation of text, the results obtained by the four classifiers are compared
using Friedman Test [61]. As a statistical significant difference was observed, then, for
each numerical representation, classifiers performances have been compared using Wilcoxon
Test [194] and p-values are displayed in Table 5.5. The values of α corrected are: α ×
(Bon f erroni) = 0.00833 and α(Dunn−Sidk) = 0.00851.

Eventually, the choice of the classifier did not show an impact considering mean and bw,
while considering tf-idf there is a statistically significant difference in using the SVM with
rbf kernel.

To assess level of generalization of both classification and data representation models, I
tested the pipeline also on Dataset2 and I obtained performances above 0.70. According to
the results reported in Table 5.6, the F1-score on Dataset2 obtained with SLR is 0.721 with
mean, 0.743 with tf-idf, and 0.728 with bw. Considering the SVM classifier I analyzed the
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Table 5.5 P-values derived from multiple comparisons performed on Dataset1 to assess the
impact of the choice of the classifier on the outcome of localization of the EZ in temporal
vs Extra-Temporal (null hypothesis: same performance). Considering each numerical
representation of text, the results obtained with each classifier are compared in couples.

SLR
vs

SVM Linear

SLR
vs

SVM rbf

SLR
vs

SVM poly

SVM linear
vs

SVM rbf

SVM linear
vs

SVM poly

SVM rbf
vs

SVM poly
mean 0.19430 0.31988 0.07570 0.63844 0.09645 0.46883
tf-idf 0.30550 0.00178 0.02253 0.00547 0.19963 0.02302
bw 0.3235 0.04042 0.05193 0.48221 0.05849 0.01370

F1-score obtained with each kernel. The linear kernel obtained 0.733 with mean, 0.749 with
tf-idf, and 0.731 with bw. The rbf kernel showed a value of 0.781 with mean, 0.762 with tf-idf,
and it presented 0.777 with bw. The poly kernel showed a performance of 0.701 with mean,
0.716 with tf-idf, and 0.745 with bw. In general almost all combinations of classification
models and numerical representations return a F1-score higher than 0.70 but SVM with rbf
kernel obtained best performances.

Table 5.6 Models performances on Dataset2 in the brain region identification. For each
combination of numerical representation and classifier the weighted F1-score obtained on
the blind test set is reported.

mean tf-idf BW
SLR 0.721 0.743 0.728
SVM linear 0.733 0.749 0.731
SVM rbf 0.781 0.762 0.777
SVM poly 0.701 0.716 0.745

5.7 Left vs. Right hemisphere seizure onset sites

The second learning task aimed at defining a predictive model capable of determining the
lateralization (i.e., left vs right hemisphere) of the EZ.

As in the previous task, mean performances of all combinations of representations and
classifiers are presented in (Fig. 5.5). Differently from the previous task, Word Embedding-
based representations yielded to the best performances on only half of the predictive models.
Indeed, Sparse Logistic Regression and SVM with linear kernel obtained their best per-
formance using bw representation, and only SVM with rbf and poly kernel using tf-idf
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bw                              mean                              tf-idf 

bw                              mean                              tf-idf bw                              mean                              tf-idf 

bw                              mean                              tf-idf 

 A

 C  D
0.689 ± 0.0190.736 ± 0.0150.705 ± 0.0020.672 ± 0.020 0.690 ± 0.013

0.639 ± 0.0200.629 ± 0.0170.640 ± 0.0280.664 ± 0.012Mean ± Std:

Mean ± Std: Mean ± Std:

Mean ± Std: 0.655 ± 0.0260.702 ± 0.022

0.710  ± 0.015
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Figure 5.5 Weighted F1-scores of classification model for the lateralization task of (A)
Sparse Logistic Regression, (B) SVM with linear kernel, (C) SVM with rbf kernel, and (D)
SVM with poly kernel over the three fixed random states (red, light green, and light blue)
and the three numerical representations (bw, mean, and tf-idf ). For each representation and
random state, the weighted F1-score values of the K-folds are showed. The red dotted lines
identify the mean of second quartiles over the three random states. Numbers at the top of
each panel represent µ ±σ of the second quartiles over the three random states.

representation. Altogether these results confirm that while attempting to predict the later-
alization of seizure onset zone the combination of tf-idf representation and SVM with rbf
kernel yielded the best performance (F1-score = 0.736±0.015).

The same statistical analysis performed in the previous task was executed also in the
lateralization task in order to highlight significant differences between all the combinations
of classifiers and numerical representations. Differently from the previous task, but in accor-
dance with the expectations, the choice of the numerical representation had no significant
impact on the outcome (null hypothesis: same performance). On the contrary, a statistically
significant difference was observed considering the two numerical representation built with
Word Embedding. Specifically, as shown in Table 5.7 and confirmed by 5.5, the choice of
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SVM with rbf or poly kernel instead of SLR and SVM with linear kernel is statistically
different.

Table 5.7 P-values derived from multiple comparisons performed on Dataset1 to assess
the impact of the choice of the classifier on the outcome of lateralization of the EZ in left
vs right hemisphere (null hypothesis: same performance). Considering each numerical
representation of text, the results obtained with each classifier are compared in couples. The
values of α corrected are: α∗(Bon f erroni) = 0.00833 and α∗∗(Dunn−Sidk) = 0.00851.

SLR
vs

SVM Linear

SLR
vs

SVM rbf

SLR
vs

SVM poly

SVM linear
vs

SVM rbf

SVM linear
vs

SVM poly

SVM rbf
vs

SVM poly
mean 0.17421 5.43239e−5 0.00927 0.00033 0.01245 0.04042
tf-idf 0.31351 1.63944e−5 7.51366e−5 7.87148e−5 0.00019 0.25488
bw 0.00861 0.29894 0.16311 0.44201 0.65757 0.84508

5.8 Discussion

The study shows that a NLP-based tools may help localizing the origin of the seizures in drug-
resistant patients candidates to surgery, suggesting a right/left and temporal/extratemporal
origin, thus representing a useful tool, especially for those epileptologists without specific
skills in the interpretation of seizures-related semeiological data.

A great motivation for the research in this sector derives from the will to speed up
the process that leads the patient to be considered a candidate for surgery and also to find
alternative types of information that healthcare professionals can collect more easily without
necessarily requiring highly specialized diagnostic machinery. Recently, many research
projects aimed at developing decision support systems that could provide a more accurate
classification of seizures relying on questionnaires [14]. Studies based on self-reported
questionnaires are highly dependent on patients’ willingness to personally contribute to the
study. Therefore the trend of many research projects moved towards the use of Real World
Data, so information already collected and available in electronic format into the EMRs.
The main problem with EMRs is that they are mainly composed by unstructured free-text.
Hence, the extraction of meaningful information requires a heavy human effort. In order
to deal with textual data, many projects introduced NLP techniques and the majority of
them focused on information extraction tasks. ExECT [57] is an information extraction
system that combines rule-based and statistical techniques to automatically fill the routinely
collected data with missing information from epilepsy clinic letters. EpiFinder [136] is a
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decision support system that extracts keywords to predict the probability to have epilepsy.
The pipeline that we presented in this manuscript uses anonymized EMRs and semiological
descriptions of seizures, supporting the diagnosis of epilepsy by attempting to ease the
process of localization of the epileptogenic zone. In particular, we used NLP methods to
pre-process texts and to build numerical representations of the semiological descriptions of
individual seizures. We built both count-based and embedding-based models. In particular,
we used supervised ML methods to classify the location of seizures origin into right/left
hemisphere and temporal/extra-temporal region. Our analysis outlined that, accordingly with
literature [11], embedding models obtain best performances on the learning set (Dataset1).
While on unseen data (Dataset2) good performances are obtained by count-based model as
well but this is coherent with the nature of the two numerical representations. The word
embedding model is based on deep learning and when applied to Dataset2 it undergoes
an additional process of generalization, compared to when applied to Dataset1 and so its
performances decrease.

Encouraging results considering both localization tasks can be observed on the testing set
of Dataset1 while only the temporal/extra-temporal task obtained results well above chance
level on Dataset2. In this regard, it should be noted that the lateralization (left vs right) task
presents some additional complexities. Specifically, some clinical signs that possess high
lobe-localizing value may lack lateralization value (e.g. epigastric aura in mesial temporal
lobe epilepsy), while some clinical signs (e.g., head version) may address ipsilateral or
contralateral localization depending on which neuronal network is being activated. Moreover,
some focal seizures may occur with bilateral signs, in which the detection of asymmetries
with lateralization value is particularly challenging and consequently clinician-dependent
(e.g., hypermotor seizures in frontal lobe epilepsy). Finally, some clinical and potentially
lateralizing signs such as ictal/postictal aphasia may have not been always tested. Moreover,
the lateralizing value of these signs may be relative to hemispheric dominance (dominant vs
non-dominant hemisphere), thus not expressing an exact left-right distinction value.

The main advantage of our pipeline is that we did not adopt specific operation or infor-
mation linked to the epilepsy context, e.g. we do not rely on ontologies to support models
building phase. This renders our pipeline suitable for different clinical scenarios beyond
epilepsy. According to our knowledge, our pipeline represents the first NLP-based diagnostic
tool for drug-resistant focal epilepsy dedicated to Italian centers. Indeed our project was
particularly challenging also because no pre-trained embedding models exist for biomedical
applications or other existing works on this topic dealing with Italian language.



5.8 Discussion 49

Present work also presents some limitations. The most important one is that the syntax of
EMRs and the semeiological descriptions of seizures are highly dependent on the specific
clinician writing them. The syntax and choice of terms of each clinician, e.g., the use of
different synonyms, impact the building of both the two representations of text. In particular,
the training of the word embedding model because each word depends on its context (other
near words) and the most relevant features extracted by the count-based model are selected
depending on their frequency.

In conclusion, identifying the EZ represents a challenging task in drug resistant focal
epilepsy patients’ assessment. Collectively, the results establish a starting point in the
development of a non-invasive, cost-effective tool which can both enhance the pre-surgical
evaluation carried out in highly specialized centers and provide a useful support in primary-
care units, where many diagnostic procedures may not be available. In both cases this could
diminish the delay between epilepsy onset and surgery, with a significant impact on patients’
quality of life and healthcare expenditures.



Chapter 6

CDMS aimed at improving the early
diagnosis of bloodstream infections

6.1 Research Question

The recent COVID-19 pandemic highlighted even more the worrying and widespread increas-
ing circulation of pathogenic microorganisms in hospitals, sheltering for elderly, and assisted
residences. The Italian “Istituto Superiore di Sanità” (ISS) 1 identifies Hospital-Acquired

Infections (HAI) as the most frequent and serious complications of healthcare. A possible
definition of HAI is “infections that first appear 48 h or more after hospital admission or no
later than 30 days after discharge following inpatient care” [155]. So, HAIs constitute a real
health emergency and require decisive action from both local and national health organiza-
tions. Candidemia, i.e. Bloodstream infection (BSI) caused by Candida spp., is one of the
most frequent infections that affects hospitalized patients. Specifically, it is highly associated
with mortality in the case of critically ill patients or those presenting septic shock [155, 83, 2,
114]. The are no specific signs and symptoms exclusively correlated to candidemia. For this
reason it is impossible to distinguish it from bacteremia, which is an overall most frequent
event [12, 134], unless it is executed a microbiological culture. However, this kind of exam
could take up to 48-72 hours and clinicians can not wait for the results to start the most
appropriate pharmacological treatment. At this point, two concerns need to be done. First, an
early antifungal treatment should be given to patients that will be later confirmed as infected
by Candida spp., and, second, only empiric antibacterials are more appropriate for patients

1https://www.epicentro.iss.it/

https://www.epicentro.iss.it/
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with bacteremia [90, 68, 151]. To define the pharmacological treatment, clinicians rely on
clinical scores and bio-markers but the accuracy of these methods is still inadequate.

Over the last years, there is a growing interest in ML-based applications for early
differential diagnosis [156, 69, 7], but this requires a considerable amount of data in terms of
both samples and features. Thus, it is important to exploit the data reuse paradigm and avoid
the manual data collection, first because it would require many human and time resources
and then because it would also introduce many errors. Therefore, efficient systems able to
automatically extract structured data already present into hospital LISs and EHRs should be
involved.

Overall, the process of diagnosis, management and treatment of candidemia is highly
complex. Guidelines and standardized treatments supporting clinicians in their clinical prac-
tice are available, but their daily application is not straightforward. To feedback this process,
the EQUAL Candida score [120] was developed with the aim of measuring the adherence to
guidelines in patient’s management and antifungal stewardship. As a consequence it also
represents a measure of the quality of candidemia diagnostic and therapeutic management
and it was demonstrated that a high EQUAL score is linked to an improved survival [80].
The score is composed by a list of quality indicators, identified by the European Society
for Clinical Microbiology and Infectious Diseases (ESCMID) and the Infectious Diseases

Society of America (IDSA) guidance, and each of them is linked to a number of points. The
score is calculated by summing the points assigned on the basis of the behavior of medical
staff and it is distinguished for patients with central venous catheter (CVC) or without. The
maximum score for patients with CVC is 22 while for patients without CVC is 19. For
example, performing an echocardiography is moderately recommended by guidance and it is
assigned 1 point for both patients with and without CVC. On the contrary the CVC removal
within 24 hours from the diagnosis is assigned 3 points as it is highly recommended (of
course it applies only to patients with CVC implanted).

However, a serious issue related to this medical branch is that although for more than 20
years modern LISs [73, 6] managed laboratory analysis and in last decade the management of
patients related clinical data evolved from a paper-based approach towards the introduction
of Electronic Medical Records (EMR)s, microbiology is one of the field where computerized
systems faced many problems. Because of the lack of ad hoc and appropriate analytical
fields, many meaningful information flew into textual sections of the EMRs or into the field
"note" of the microbiological culture results. Accordingly, clinical texts became an important
source of information but the necessity of manual inspection made the use of unstructured
data expensive in terms of personnel effort and time. This phenomenon obstacle their use
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not only in biomedical research but it has an impact also on patient management, and care,
e.g., on the daily usage of the EQUAL score because most of the needed information are
contained in clinical text.

Over the last years, many research projects started exploiting the branch of AI called
Natural Language Processing in the clinical scenario in order to extract embedded information
from the texts written in natural language into the EMRs. In many cases the information
extraction task is performed using regular expressions or target textual markers identified
by experts, e.g., surgeons and infectious diseases specialists [13, 62, 182]. However, this
method is limited, first, because of the necessity of prior knowledge of the pattern or words
that the system needs to identify, and then because in many cases also the context (words
around keywords) has an impact on the information.

The aim of my work has been building a system able to extract both from structured and
unstructured data meaningful information about a patient and used this knowledge to support
the differential diagnosis and management of candidemia.

6.2 Features automated extraction systems from both struc-
tured and unstructured data

6.2.1 My contribution

First I aimed at developing a decision support system able at extracting and organizing a set
of features identified by clinicians as of interest from structured patients’ data. These data
were collected in a standard and automatic way from hospital LIS.

Then, I aimed at developing an NLP and ML-based system able at extracting from clinical
diaries (free text), written by clinicians and nurses, additional information about the possible
CVC implanted in a patient.

Finally, I used a ML-based system to analyse a subset of data and to find out the most
influential features on the binary outcome candidemia/bacteremia (which corresponds to
Candidemia Yes/No).

6.2.2 Sample Characteristics

This retrospective study has been conducted at IRCCS Ospedale Policlinico San Martino
(Genoa, Italy) and it represents the first phase of the project titled "AUTO-CAND". The study
has been approved by the pertinent local ethics committee (Liguria Region Ethics Committee,
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registry numbers 71/2020 and 159/2022). The sample is composed by the complete list of all
single observations of candidemia and/or bacteremia that occurred between 1 January 2011
and 31 December 2020.

6.2.3 Experimental Design

RULED BASED
SYSTEM

Figure 6.1 Graphical representation of the system. It has three main aims: first, achieving
a complete knowledge about a patient merging both structured and unstructured data; second,
extracting and organizing the desired features into a dataset; third, using the available
knowledge to identify the most important features on the outcome "Candidemia Yes/No".

Figure 6.1 graphically presents the system macro-architecture, that is composed by 4
main actors: Structured Data extraction and transfer system (I), an upgraded version of
the already existing automatic data transfer from hospital LIS towards the LIDN; Rule-based
System (II), which extracts from the research database and organize data into the desired
features; NLP-based pipeline (III), which extracts from EMRs specific information that
were not available or enough accurate if inferred from structured data; ML-based system
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(IV), which uses LASSO and a majority voting process to identify the most influential
features on the outcome.

Structured Data extraction and transfer system (I)

DESIRED

INFORMATION

DESIRED

DATASET

Clinicians extracted the list of all positive 
microbiological cultures of patients

hospitalized from 2011 to 2019 

Hospital 
patient code 
& Temporal

range

Laboratory tests
& 

Microbiological
cultures results

HOSPITAL

DATABASE

CONSOLE

APPLICATION

WEB

SERVICE

Console Application asks for 
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Service answers

CDA document

List of 
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Patients’ 
data

RESEARCH

DATABASE
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SYSTEM

Trigger

Figure 6.2 Elements and events chain constituting the process that leads to structured data
transfer from the hospital database to the research one.

The necessary data that the system needs to retrieve can be distinguished in:

• Laboratory tests results, which main characteristics are the name of the exam, the
result (which is usually a number), the unit of measure and the reference range of
normal values.

• Microbiological culture results, which main characteristics are the result of the
culture (positive/negative), and, if positive, the name of the microorganism and the
corresponding antibiotic testing results (if performed).

At the beginning of the study all designated features derived from structured data, which is a
type of data that can be easily queried and processed as it is already organized in a structured
format into the hospital database. Structured data has been extracted from the Oracle views
on the hospital database created ad-hoc for the 10 years-old project "The Liguria Infectious
Diseases Network" [127]. After having obtained the specific approval of the Liguria Ethics
Committee, the views on San Martino hospital LIS could be used to read the necessary data.

I performed the transfer and storing of data by upgrading the already existing system
of data extraction from San Martino LIS towards the LIDN database. I created a console
application that, for each patient’s episode, reads data from the LIS and organizes them
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into a Clinical Document Architecture Release 2 (CDA R2). The structure of the console
application is similar to the one that I used to connect and transfer laboratory tests results
from the latest center involved in the LIDN project, i.e., Sanremo hospital, towards the LIDN
database. The CDA R2 is sent to the listening Windows Communication Foundation service
of the LIDN that receives the standard document, validates it, and stores the information into
the target database.

The structure of the CDA R2 has been built in accordance with the Implementation Guide
"Referto di Medicina di Laboratorio" by HL7 Italy.

So, San Martino connection has been updated in two fundamental aspects:

1. This new connection is compliant with national regulation, which guarantees the secure
transfer of the clinical data.

2. The updated architecture enables the management of a wider range of information.
Before this work the CDA R2 contained only laboratory tests results, while now its
structure is suitable also for containing complete microbiological culture results.

Rule-based system for features extraction (II)

DESIRED

DATASET

RESEARCH
DATABASE

RULE-BASED
SYSTEM

Figure 6.3 Elements involved in the process that leads to the data extraction from the research
database towards the desired dataset.

The second step, after data collection, is the features extraction task. So, I built a ruled
based system that, among the complete list of all patients’ blood cultures, aims at: (i)
identify the origin of each episode of candidemia and/or bacteremia; (ii) recognize different
episodes occurring within the same patient; (iii) recognize mixed episodes of candidemia and
bacteremia; (iv) differentiate bacteremia episodes by coagulase-negative staphylococci or
other common skin colonizers from contamination. Then, the system extracts the designated
features according to the definition given by clinicians. They can be grouped into 3 main
sections:
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• Anamnestic information: sex, age at the time of the hospitalization, hospital area of
hospitalization (wards have been grouped in areas by clinicians).

• Information derived from microbiological cultures: name of the microorganism
identifying the episode, presence of Candida spp. colonization in the 30 days prior the
hospitalization, number of explored body sites during the hospitalization (divided into 3
main sections: respiratory, urinary and gastrointestinal area) and possible colonization,
presence of multifocal Candida spp. colonization.

• Information derived from a fixed list of laboratory tests: values at the moment of the
hospitalization and values at fixed endpoints from 1 to 7 days prior the hospitalization.

NLP-based pipeline for unstructured data extraction (III)

DESIRED

INFORMATION

HOSPITAL

DATABASE

Clinicians manually extracted the 
clinical notes written by medical staff 

around the first positive blood test 
and assigned labels

RESEARCH

DATABASE

NLP-BASED

PIPELINE

Predictions

Clinical notes 
and Labels

Figure 6.4 Elements involved in the process that leads to the automatic extraction and storage
of information from clinical unstructured data in the research database.

During the extraction system validation phase, that will be deeply described below,
the feature "Presence of CVC? Yes/No" showed a low value of accuracy if derived from
structured data. Specifically, the true value of this feature was assigned if the patient showed
at least one positive results of the culture exam performed on blood collection from CVC. As
clinicians validated manually all the extracted features for the randomly selected observations,
this process demonstrated that the low value of accuracy was not due to any technical issues.
Indeed, clinicians noticed that this information was correctly reported in medical charts but
not in the LIS. Therefore, I addressed the problem by developing an NLP-based pipeline that
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performs an Information Extraction (IE) task from the unstructured data present into patient’s
EMRs to build a more complete picture of the patient. The complete set of information stored
in the database is used to support both diagnosis and management. Specifically, I developed
an NLP-based pipeline aimed at answering to the following questions:

• "Presence of CVC? Yes/No" (Task 1)

• "CVC removed? Yes/No" (Task 2)

• "CVC removed within 24/48/72 hours?"

I considered as input only text contained into medical charts collected between the time of
the diagnosis and the following 3 days.

The available sample for the analysis is a subset of the aforementioned one, specifically,
it was composed by the Candidemia episodes that occurred between January 2018 and
December 2020 at IRCCS San Martino hospital. This was related to two different aspects:
first only candidemic patients in Intensive Care Units (ICUs) had sufficient information in
their EMRs, as clinical charts of this kind of patients are very detailed; second, EMRs are
computer-based only since 2018, while previously they were paper-based. So, the sample was
composed by 108 patients who have been hospitalized in the ICUs at the time of Candidemia.
For each patient, only the first episode was considered, and this resulted in 4236 notes
extracted from EMRs (mean number of notes per patient was 38 ± 11). I excluded from the
analysis 66 notes which length was less than 25 characters. So, the total number of notes
considered for the analysis is 4177.

Expert clinical staff labeled the dataset at two stages and with two labels, one for each
task:

At patient level:

• “Presence CVC? Yes/No”: Label = 1 was assigned if the patient had CVC implanted in
the time span between the hospitalization and the following 72 hours, otherwise label
= 0 was assigned.

• “CVC removed? Yes/No”: Label = 1 was assigned if the CVC was removed within 72
hours from the diagnosis of candidemia, otherwise label = 0 was assigned. For each
patient, medical staff reported also the date and time of the first note containing the
information of CVC removal.

At note level:



6.2 Features automated extraction systems from both structured and unstructured data 58

• “Presence CVC? Yes/No”: Label = 1 was assigned if the note cited positively the CVC,
otherwise label = 0 was assigned.

• “CVC removed? Yes/No”: Label = 1 was assigned if the note cited a substitution,
removal or insertion of a new CVC, otherwise label = 0 was assigned.

I decided to perform a classification task because the information about CVC could be
written in the notes as an abbreviation, or in extended form or using the proper name of the
medical device, or the words could contain misspellings. In addition to that, I considered
also the case where CVC (or another homologous patterns of characters) could also be used
in the sentence but with a negative meaning, e.g., "Tentivo infruttuoso di posizionamento di
via Venosa centrale in ecoguida" "Unsuccessful attempt to position the venous central via in

eco-driving". Also the information about the removal of CVC could be written in several
ways and some keywords alone without a little context could lead to misclassifications,
e.g., "Sostituita medicazione CVC" “CVC dressing replaced” has not the same meaning as
"Sostituzione CVC" “CVC replacement”. For this reason, the use of regular expressions
alone was considered as not effective.

The other important aspect that should be considered is that the dataset is very unbalanced
at note level.

Considering Task 1, only the 9% of the dataset had label = 1, therefore I decided to
down-sample the notes with label = 0. So, for each patient, I considered for the analysis only
the 40% of the notes labeled with 0. They were randomly extracted and the random state was
set to guarantee the repeatability. The final sample was composed by 1893 notes, 19,76%
with label = 1 and 80,24% with label = 0.

Considering Task 2, dataset was even more unbalanced, the 95,71% of dataset was labeled
as 0. For each patient, I considered for the analysis the 10% of the negative notes, they were
randomly extracted and the random state was set. The final sample for Task 2 was composed
by 577 notes, 31,02% with label = 1 and 68,98% with label = 0.

In order to evaluate the performance of the pipeline but also its ability to generalize, the
sample at patient level was divided into two chunks: Learning set (npatients = 97) and Test
set (npatients = 11).

Then, as machine learning methods require in input a matrix of numbers, I searched for the
most suitable numerical representation for the available textual data. I chose the NLP-based
technique named "Bag of Words" and I considered the two vectorizers "CountVectorized"
and "TfidfVectorizer", presented above in section “Methods. Numerical representation of

text”. Two important parameters that needed to be defined were: size of the vectors and
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balance between patterns of characters and patterns of words. Specifically, I considered all
the possible combination of the following:

• Sizes among 50, 75, 100, 125, 150, 175, 200, 225, 250, 275, 300.

• Proportions between n-grams of characters and n-grams of words from 10% and 90%
to 90% and 10%, respectively.

I performed this evaluation, on the learning set of Task 1, using a SVM with gaussian kernel
and both numerical representations of text. Then I used the resulting best combination of
parameters to learn the classifiers and perform predictions on the two tasks, I compared the
performances of SVM with gaussian kernel with those of SLR and Random Forest. This
comparison was executed both for the learning set and the blind test set.

ML-based system for features importance evaluation (IV)

As last step of the analysis, I merged all the features extracted from structured and unstruc-
tured data and build a ML-based system aimed at determining the most influential features
on the outcome candidemia/bacteremia. The sample of data was composed by a sub-sample
of randomly selected candidemia episodes (ncandidemia = 44) and a list of randomly selected
bacteremia episodes for which also the feature "CVC present? Yes/No" was manually ex-
tracted by clinicians and added (nbacteremia = 61). So, the complete sample was composed by
105 randomly selected episodes and the corresponding 43 features listed below in table 6.1.

Before performing missing data imputation and normalization, I removed from the sample
the features that showed a low presence percentage in the dataset. Specifically, I set the
threshold at 40%, and I kept only features whose presence level was equal or greater than
the threshold. This resulted in a list of 15 removed features. Then I performed missing data
imputation using the K-Nearest Neighbours and normalized data with Z-score. To investigate
the most influential features on the outcome, I performed features selection using LASSO in
a majority voting process. Specifically, I ran LASSO in a 10-fold cross-validation process
and stored, for each fold, the features with a not null coefficient in the matrix. This process
has been repeated three times, shuffling the data each time, and setting the random state equal
to the iterator in order to make results reproducible. Then, I ran, in a 10-fold cross validation
process, SVM classifier with Gaussian kernel for each value of N (ranging from 0 to 30,
which is the number of times each feature has a not null value in the LASSO coefficients
matrix) and training the SVM using all features voted at least N times. As for LASSO, I
repeated the process three times shuffling the data each time in a reproducible way. Finally, I
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Table 6.1 Complete list of features considered for the analysis. Note that: sex and features
extracted from microbiological cultures are binary. While age, number of explored body sites
and all the laboratory exams results are discrete variables.

Sex Prothrombin time
Age at hospitalization Uric acid
Presence of CVC? Alkaline phosphatase (ALP)
Candida colonization in the previous 30 days Alanine aminotransferase (ALT)
Multifocal Candida colonization Aspartate aminotransferase (AST)
Number of explored body sites for colonization Direct bilirubin
Respiratory colonization by Candida spp. Total bilirubin
Urinary colonization by Candida spp. Creatinine
Gastrointestinal colonization by Candida spp. Gamma-glutamyl transferase
Basophil cells count Lactate dehydrogenase
Eosinophil cells count Urea
Lymphocyte cells count Glycated hemoglobin
Monocyte cells count Glucose
Neutrophil cells count Albumin
Hematocrit Beta-D-glucan
Hemoglobin C-reactive protein (PCR)
White cells count Procalcitonin
Red cells count Total proteins
Platelet count Lactate from arterial blood
Activated partial thromboplastin time (APTT) Lactate from venous blood
International normalized ratio (INR) Triglycerides

evaluated models performances in terms of mean values of accuracy, weighted precision and
weighted f1-score (weighted recall is equal to accuracy) across the ten folds and across the
three shuffles.

6.2.4 Features extracted from Structured Data

The complete sample of all positive blood cultures for Candida spp. and/or bacteria collected
in the time span from 1st January 2011 to 31st December 2019 at San Martino hospital was
composed by 65,767 records. First a performance validation of the extraction system has
been done. Specifically, a subgroup of 381 randomly selected observations (derived from
different patients) was considered for manual review. This process involved two clinicians
that compared the information extracted for each feature of each observation with the original
data present in the hospital database. All the features obtained accuracy values above 99%.
The only exception was the feature named "Presence of CVC? Yes/No", which obtained a
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value <80% despite improvements and targeted modification of the automated extraction
code. So the feature has been excluded temporarily from the analysis.

Once the validation process was completed successfully [70], I used the ruled based
system to filter the list of sample blood cultures, to retrieve from hospital database only the
strictly necessary data. Specifically, I excluded from the sample the observations that were not
the origin of the episode, i.e., the first positive blood culture for the specific microorganism,
and blood cultures that could be contaminations. The definition of contamination has been
described as follows "the event that only one blood culture, which blood collection was
performed through skin, tested positive for a microorganism in the list of contaminating
bacteria". The resulting sample obtained from the first round of pre-processing was composed
by 16,102 episodes. Then, within mixed episodes, i.e., episodes where patient tested positive
for both candidemia and bacteremia, I excluded observation of bacteremia in order to keep
only observations of candidemia for each mixed episode.

The final dataset was composed of 15,752 episodes, distinguished as follows:

• Bacteremia episodes: 14,112

• Candidemia episodes: 1,338

• Mixed episodes: 302

6.2.5 Feature extracted from Unstructured Data

This section reports results obtained with Actor III, presented above, which aims at extracting
information from patients clinical texts about the possible presence of CVC implanted and
store them in the database, in order to build a complete patient picture.

Evaluation of Numerical Representations of Text

Model performances has been compared across all possible combinations of sizes and
proportions of patterns considering both numerical representations of text within the task
“Presence CVC? Yes/No”. Each couple size-proportion is evaluated in terms of the mean
values of weighted F1-score obtained across the three rounds. Considering the numerical
representation obtained with CountVectorizer, figure 6.5 shows how model performance
varies depending on both size and proportions between patterns. Highest and lowest values
are summarized in Table 6.2.

Considering the numerical representation obtained with CountVectorizer, figure 6.5 shows
how model performance varies depending on both size and proportions between patterns.
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(A) (B)

Figure 6.5 Model performance evaluation of numerical representation built with
CountVectorizer. Subfigure (A) graphically presents performances as both sizes and pro-
portions between patterns of characters and words vary. Sizes are graphically presented as
lines with different pattern and color, while proportions are represented on the abscissa axis.
Specifically, the abscissa axis corresponds to the percentage of n-grams of characters and the
number of n-grams of words is obtained as 100 - number of n-grams of characters, as the
sum of the two is the 100%. Subfigure (B) represents the same quantity but grouped per size.
It shows that some sizes are most sensitive to changes in proportions between n-grams while
others are stable.

Highest and lowest values are summarized in 6.2. It is possible to see that at lower sizes
(50 and 75) model stability highly depends on the proportion between the two patterns of
n-grams. Specifically, as the number of n-grams of characters becomes greater than the
number of n-grams of words, the performance quickly decreases. On the contrary, the
difference between best and worst performance becomes around 1% or less for middle sizes
(from 100 to 225), which demonstrate the slightly low dependence of proportion between
patterns. This difference increases again at the highest sizes (250, 275, 300), that depends
again on the proportion of patterns and, specifically, this dependency is the opposite of lowest
sizes. So, it is important to highlight that best performances are comparable, but at lowest and
highest sizes it is important to consider also proportions between pattern. However, I chose
to consider the best combination of size and proportions for the numerical representation
build with CountVectorizer, which is: size = 250, percentage of n-grams of characters = 70%
and percentage of n-grams of words = 30%.

The phenomenon observed with CountVectorizer is partially confirmed considering
the numerical representation obtained with TfidfVectorizer. Performance at lower sizes
is still highly dependent on the proportion between patterns and specifically it decreases
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Table 6.2 Comparison between best and worst performance in terms of weighted F1-score
for each total number of features extracted with CountVectorizer. For each performance
measure, the combination of patterns of characters and words that produced the result is
reported.

Sizes Best
performance

% n-grams characters
(% n-grams words)

Worst
performance

% n-grams characters
(% n-grams words)

50 0.956 20 (80) 0.862 90 (10)
75 0.955 60 (40) 0.875 90 (10)
100 0.954 80 (20) 0.951 40 (60)
125 0.958 90 (10) 0.947 10 (90)
150 0.958 70 (30) 0.952 40 (60)
175 0.959 20 (80) 0.953 70 (30)
200 0.959 70 (30) 0.956 30 (70)
225 0.958 90 (10) 0.950 10 (90)
250 0.959 70 (30) 0.944 10 (90)
275 0.957 90 (10) 0.941 10 (90)
300 0.956 70 (30) 0.937 10 (90)

quickly when patterns of characters become grater then patterns of words. On the contrary it
demonstrates a more stable performance at higher sizes.

Table 6.3 Comparison between best and worst performance in terms of weighted F1-score for
each total number of features extracted with TfidfVectorizer. For each performance measure,
the combination of patterns of characters and words that produced the result is reported.

Sizes Best
performance

% n-grams characters
(% n-grams words)

Worst
performance

% n-grams characters
(% n-grams words)

50 0.956 50 (50) 0.853 90 (10)
75 0.955 70 (30) 0.875 90 (10)
100 0.954 20 (80) 0.948 10 (90)
125 0.957 60 (40) 0.951 10 (90)
150 0.958 50 (50) 0.946 10 (90)
175 0.958 40 (60) 0.950 90 (10)
200 0.957 50 (50) 0.942 10 (90)
225 0.956 40 (60) 0.943 10 (90)
250 0.951 70 (30) 0.945 10 (90)
275 0.950 70 (30) 0.943 50 (50)
300 0.954 20 (70) 0.941 30 (70)
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Figure 6.6 Model performance evaluation of numerical representation built with Tfid-
fVectorizer. Subfigure A graphically presents performances as both sizes and proportions
between patterns of characters and words vary. Sizes are graphically presented as lines
with different pattern and colour, while proportions are represented on the abscissa axis.
Specifically, the abscissa axis corresponds to the percentage of n-grams of characters and the
number of n-grams of words is obtained as 100 - number of n-grams of characters, as the
sum of the two is the 100%. Subfigure B represents the same quantity but grouped per size.
It shows that some sizes are most sensitive to changes in proportions between n-grams while
others are stable.

The best combination of size and proportions for the numerical representation build with
TfidfVectorizer is: size = 175, percentage of n-grams of characters = 40% and percentage of
n-grams of words = 60%.

The two best numerical representations have been used to train SLR and Random Forest
and performances has been compared with those obtained with those of SVM classifier
with rbf kernel. First I tested the stability of models in a 5-folds cross-validation process
(performed at patient level) on the learning set, performed three times each time shuffling the
data, and then I tested model ability to generalize using as input a set of unseen data.

Model performance on task 1: "Presence CVC? Yes/No feature extraction"

Performances at note level are summarized in table 6.4.

Table 6.4 Task 1: Presence CVC? Yes/No. Performances evaluation in terms of weighted
F1-score on the learning set at note level.

Classifier CountVectorizer TfidfVectorizer
SVM with rbf kernel 0.954 0.954
SLR 0.951 0.951
Random Forest 0.924 0.932
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Then, predictions have been grouped at patient level in order to assess the usability of this
kind of system to extract the feature "Presence CVC? Yes/No" and include it in the analysis
to improve differential diagnosis of candidemia. I assigned the feature "Presence CVC?" =
True if a patient had at least one note classified as True. Results are summarized in table 6.5.

Table 6.5 Task 1: Presence CVC? Yes/No. Performances evaluation in terms of weighted
F1-score on the learning set at patient level.

Classifier CountVectorizer TfidfVectorizer
SVM with rbf kernel 0.980 0.980
SLR 0.953 0.971
Random Forest 0.936 0.945

As 3 shuffles were performed, the mode of the three values was considered to obtain
performances at both note and patient level. Finally, model ability to generalize was evaluated.
Specifically, I learned the above-mentioned three classifiers with the best set of hyper-
parameters obtained on the learning set and used them on a test set composed by unseen data.
Table 6.6 summarizes obtained performances.

Table 6.6 Task 1: Presence CVC? Yes/No. Performances evaluation in terms of weighted
F1-score on the blind test set at patient level.

Classifier CountVectorizer TfidfVectorizer
SVM with rbf kernel 0.758 0.837
SLR 0.916 0.916
Random Forest 0.758 0.758

The overall performance of the three classifiers is higher using the numerical representa-
tion of text built with TfidfVectorizer. However, the best performances reach the same values,
specifically, only 1 patient out of the 11 of the blind test set is misclassified.

A statistical analysis was conducted to confirm the hypotheses. The repeated measures
considered were the F1 scores obtained from the classification process on the learning set
at note level. The total number of measures consisted in 15 values deriving from the 5-fold
cross validation over 3 shuffles. Specifically, the impact of the two different numerical
representations was tested with Wilcoxon Test [194] (null hypothesis: same performance)
and it proved the existence a significant difference considering all three classifiers (p-value <
0.05), as shown in Table 6.7.

Then, the impact of the choice of the classifier on the outcome was tested for each
numerical representation of text using first Mann-Whitney U Test [117] (null hypothesis:
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Table 6.7 Task 1: Probability that the two different numerical representations of text induce
the same performance, in terms of weighted F1 score, considering each classifier (null
hypothesis).

CountVectorizer vs TfidfVectorizer
SLR 0.03015
SVM with rbf kernel 0.01025
RF 0.00262

same performance) and it resulted significant, as shown in Table 6.8. Therefore, multiple
comparisons were executed, and the use of RF resulted statistically significant considering
both numerical representations of text (p-value, corrected with Bonferroni correction < 0.05).

Table 6.8 Task 1: Probability that classifiers have the same performance, in terms of weighted
F1 score, considering each numerical representations of text (null hypothesis).

SLR
vs

SVM with rbf kernel

SLR
vs
RF

SVM with rbf kernel
vs
RF

CountVectorizer 0.12404 6.10352−5 6.10352e−5

TfidfVectorizer 0.12054 6.10352e−5 6.10352e−5

Model performance on task 2: "CVC removed? Yes/No feature extraction"

As I did for Task 1, first, I evaluated performances of all combination of text representation
and classifiers on the learning set. At note level, the average between the performances over
the three shuffles in terms of weighted F1-score are summarized in Table 6.9.

Table 6.9 Task 2: CVC removed? Yes/No. Performances evaluation in terms of weighted
F1-score on the learning set at note level.

Classifier CountVectorizer TfidfVectorizer
SVM with rbf kernel 0.893 0.901
SLR 0.896 0.896
Random Forest 0.887 0.913

Then, I grouped predictions at patient level, specifically I assigned the feature "CVC
removed? Yes/No" = True if a patient had at least one note classified as True. As three
shuffles were performed, I considered the mode of the three values. Results are summarized
in Table 6.10.
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Table 6.10 Task 2: CVC removed? Yes/No. Performances evaluation in terms of weighted
F1-score on the learning set at patient level.

Classifier CountVectorizer TfidfVectorizer
SVM with rbf kernel 0.870 0.909
SLR 0.911 0.890
Random Forest 0.889 0.920

In order to assess model ability to generalize even in the second task, I learned the
above-mentioned three classifiers with the best set of hyper-parameters obtained on the
learning set and used them on the test set composed by unseen data. Table 6.11 summarizes
the performances at note level while Table 6.12 summarizes the performances at patient level.

Table 6.11 Task 2: CVC removed? Yes/No. Performances evaluation in terms of weighted
F1-score on the blind test set at note level.

Classifier CountVectorizer TfidfVectorizer
SVM with rbf kernel 0.813 0.921
SLR 0.859 0.941
Random Forest 0.836 0.853

Table 6.12 Task 2: CVC removed? Yes/No. Performances evaluation in terms of weighted
F1-score on the blind test set at patient level.

Classifier CountVectorizer TfidfVectorizer
SVM with rbf kernel 0.758 0.837
SLR 0.758 0.837
Random Forest 0.758 0.758

These results partially confirm the trend identified in task 1, so in most of the cases the
performance of the three classifiers is higher with the numerical representation obtained
with TfidfVectorizer. An analogous statistical analysis was performed also on results of
task 2. From the point of view of numerical representation of text, a statistically significant
difference was observed only when using RF, as shown in Table 6.13.

While, the choice of classifiers show statistical significance when comparing perfor-
mances of SLR and RF on dataset obtained with TfidfVectorizer (p-value = 0.00262 < α∗,
corrected with Bonferroni = 0.01695).

The process of storing predictions into the database allowed the conduction of other
deeper investigations, essential for calculating the EQUAL score. Not only I could analyze
the performance of my system in answering the question “CVC removed? Yes/No” but
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Table 6.13 Task 2: Probability that the two different numerical representations of text induce
the same performance, in terms of weighted F1 score, considering each classifier (null
hypothesis).

CountVectorizer vs TfidfVectorizer
SLR 0.97797
SVM with rbf kernel 0.63867
RF 0.00763

storing the predictions together with all the other information about patient and episode
allowed also to investigate the concept of time distance between the diagnosis and the CVC
removal.

Specifically, considering the learning set, for each patient I performed two investigations.
First, I compared the prediction of the system in the identification of the specific note that
medical staff labeled as containing the information of CVC removal for the first time. I
measured the level of agreement (at patient level) in terms of accuracy considering both
numerical representations of text and I summarized the results in Table 6.14. As previously
mentioned, I performed three times the classification process shuffling the data each time, so
I considered the mode of the values for each classifier.

Table 6.14 Performances evaluation in terms of accuracy on the learning set on correctly
labelling the note identified by medical staff as the first containing the information of CVC
removal.

Classifier CountVectorizer TfidfVectorizer
SVM with rbf kernel 76.36% 73.61%
SLR 77.78% 77.78%
Random Forest 80.56% 81.94%

Then, I analyzed the level of agreement in the concept of “first” note containing the
information of CVC removal. Specifically, I compared the first note identified by the medical
staff and the first note identified by each classifier considering as time 0 the diagnosis date,
results are shown in Figure 6.7.

The level of agreement on the first note containing the information of CVC removal
is lower (percentage of predictions labelled as ‘Coincide’ is between 60% to 68% for all
classifiers) compared to the agreement on the classification of the first note identified by
medical staff and to the overall information of the removal of CVC. I analyzed the notes
belonging to the categories other than “Coincide” in order to find out possible patterns in the
errors.
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Figure 6.7 Level of agreement between manual labeling and the algorithm on the first note
containing the information about CVC removal.

Other. It is the case where medical staff labeled the patient as 0 (CVC not removed) while
one of the classifiers suggested a note as containing the information of CVC removal. Most
misclassified samples highlighted the presence of many keywords linked to the information
of CVC removal but together with other context words, so the meaning of the sentence was
different. While two cases contained the mention of a previous removal of the CVC, so
system classified correctly the note because it contained the information of a CVC removal,
but it was not linked to the present episode.

Late. The classifier did not identify the note labeled as first by medical staff, but it
found another note containing the information but later in time. In 63% of cases considering
CountVectorizer and 50% of cases considering TfidfVectorizer, the other note detected
correctly contain the mention the CVC removal and it is in the same time span of 24 hours of
the note labeled by medical staff.

In advance. The classifier did not identify as first the note labeled by medical staff
(they may have correctly classified it, but it is not the first one) because it found another
note containing the information earlier in time. Most of the errors are due to the scheduled
removal of the CVC which is not yet performed. During the review of this specific error, I
found out that the system detected two human errors in the labeling process which had a
negative impact on the outcome because less points are assigned according to the EQUAL
score as the time between diagnosis and CVC is removed.

Not found. The classifier could not identify any note as containing the information about
CVC removal.
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Finally, I decided to evaluate the impact of the prediction on the temporal outcomes
essential for the EQUAL Candida Score: “CVC removal ≤ 24 hours from diagnosis” and
“CVC removal > 24 and < 72 hours from diagnosis”. The accuracy for each classifier and
numerical representation is summarized in Table 6.15.

Table 6.15 Performances evaluation on the learning set on correctly labeling the note
identified by medical staff as the first containing the information of CVC removal.

Classifier CountVectorizer TfidfVectorizer
SVM with rbf kernel 78.57% 78.57%
SLR 81.63% 75.51%
Random Forest 81.63% 83.67%

This result shows that the performance in identifying the “first” label does not effectively
impact the outcome because another note in a very near time span (24 hours at maximum) is
detected.

6.2.6 Most influential features on the outcome candidemia

Once features from both structured and unstructured data were organized in the desired
dataset, I investigated their impact on the outcome "Candidemia Yes/No" using the ML-
based system presented above as "Actor IV". Specifically, I aimed at assessing the need of
extracting the feature "CVC present? Yes/No" from texts.

So, I executed a majority voting process using LASSO in order to evaluate the changes
in model performances depending on the number of best selected features. This process
is composed by a 10-fold cross-validation and repeated three times shufflig the data each
time. The number N of selected features ranges from 0 (all features are considered for the
classification) to 30 (only features selected as important in each fold and at each iteration are
considered).

As shown in Fig. 6.8, N = 11 is the best choice as it is the value where all the three metrics
trends reach a peak. So, among the complete list of features, I extracted those selected at
least N = 11 times, that are: PCR, albumin, glucose, creatinine, total bilirubin, INR, APTT,
platelet count, red cells count, urinary colonization by Candida spp., number of explored
body sites for colonization, candida colonization in the previous 30 days, presence of CVC,
and age. I analysed their importance according to LASSO coefficients matrix. Specifically,
the absolute value of each feature indicates its importance in order to predict the outcome.
The features with a positive weight support the prediction of the outcome when its value is 1
(patient affected by invasive candidiasis), and the features with a negative weight support
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Figure 6.8 Model performance trend as N ranges.

the prediction of the outcome when its value is 0 (patient affected by bacteremia). Model
results, showed in Fig. 6.9, confirm that CVC feature has a high influence on the diagnosis
of invasive candidiasis.

6.2.7 Discussion

The work presented within this use case shows that a system able at extracting and combining
both structured and unstructured information about patients hospitalized with a bloodstream
infection can support the process of differential diagnosis and management of candidemia.

First of all because the automatic connection with the hospital database allowed for the
creation of a large dataset, an extremely time-consuming task that would have been difficult
or even impossible to achieve manually, as suggested by other studies on the topic performed
within the same center that used a much smaller sample [67, 122]. Another advantage of
this approach was the high quality of the data, which was evaluated by comparing the data
collected automatically with those that would have been collected manually [70, 48, 174].
Indeed, despite the detection of a single technical error during manual validation, it is worth
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Figure 6.9 Features importance on the outcome Candidemia Yes/No derived from LASSO
coefficients matrix.

noting that the expected rate of errors during automated extraction is far lower than the one
expected with manual imputation of data [100, 75]. The complete dataset will be used within
the ongoing project named AUTO-CAND to assess the performance of several ML models on
the task of early recognition of candidemia. The main limitation of the automatic extraction
system is that its use is restricted to structured data, i.e., laboratory exams and microbiological
cultures results. During the process of validation it was demonstrated that the presence of
CVC implanted in the patient was not possible to deduce from the structured data and so
it was decided to look for that information in the textual sections of the EMRs. However,
unstructured data needed to be extracted manually from EMRs because the de-identification
of this kind of data was not as easy as that of structured one. So, to preserve patients privacy,
texts have been manually revised in order to remove all direct (e.g., first and last name) and
quasi (e.g., name of the doctor involved) identifiers that could refer to the patient.

Therefore, in order to built a more complete picture of the patient, I developed a com-
putational pipeline which combines ML and NLP-based methods to extract from text the
information about presence and removal of CVC in a subset of critically ill patients hospi-
talized in ICUs. Furthermore, this constitutes a first step towards the automatic calculation
of the EQUAL Candida Score from unstructured data contained into patients EMRs. The
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improvements of the process, that leads to the score calculation, are ultimately aimed at
positively impacting patients’ care. First, by providing a real time feedback (alert) to clini-
cians on any possible low EQUAL Candida Score in the very first days after the diagnosis of
candidemia (i.e., when clinicians are still able positively impact the score), thereby improving
the adherence to international guidelines and, in turn, patients’ survival [80].

First, I aimed at solving two binary classification problems to obtain fundamental in-
formation to obtain a complete patient picture and for the calculation of EQUAL Candida
Score. The first one is “Presence CVC? Yes/No”, this is necessary to discriminate between
CVC carriers and non-CVC carriers. The second one is “CVC removal? Yes/No”, this is
necessary because the removal of CVC, if performed in a certain time span, has an impact on
the score. To do that, I devised a system which exploits the Bag of Words technique to create
the numerical representation of texts necessary as input for ML models. Differently from
other research projects aimed at extracting information from EMRs [27, 161, 142], the main
advantage of the system is that it does not entirely rely on regular expressions or a rule-based
approach. Specifically, it automatically selects the most relevant features for the outcome
from the text. This means that there is no need for human intervention in the definition of
keywords, that could also alter system performances if searched alone without any context.
In addition to that, the system may find other links between words and characters that support
the outcome. In addition to that, the use of n-grams of characters supports in addressing
misspellings and abbreviations, that would cause misclassification if only the exact word
was used as feature [142]. Finally, as any a-priori knowledge is involved, the system is not
specifically designed for one purpose, so it could be used for both presented tasks without
any need of intervention at structural level. However, the presented approach also presents
some limitations that will require future investigations. First, as the CVC could be mentioned
in many ways, the system is not able to identify it when less frequent synonyms are used.
For that purpose, it will be necessary to investigate the impact on system performance of
including in the data preprocessing phase a text normalization step. The other main limitation
is that text data needs to be manually de-identified by clinicians as no automatic system is
available. So, this has an impact on data availability and timeliness of collection and analysis.

As second step, I aimed at identifying the time span that occurred between the diagnosis
and the eventual CVC removal to support the assignment of +3 points (CVC removal
within 24 hours from diagnosis) and +2 points (CVC removal within 24 and 72 hours from
diagnosis). To do that, the predictions have been stored together with patients’ data into
an ad-hoc database so that each prediction at note level was linked to the specific text and
consequently to the date and time of the note. The main advantage of the approach is that
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ML methods have been applied to predict the outcome “CVC removal? Yes/No” but then
only queries on the SQL Server database have been used to determine the distance from the
diagnosis. Specifically, it was not necessary to predict if the CVC was removed within 24 or
72 hours, because the information extracted from unstructured data have been linked to those
obtained from the structured one (date and time). On the contrary, the main disadvantages
of the presented system are that it is not able to distinguish between the mentions of CVC
removal linked to a previous episode or to the present one, as highlighted by errors named
“Other” or “Late”. It also happened that some notes did not contain any mention of CVC
removal, but they only mentioned an insertion. The system correctly identified those cases
related to a new insertion but missed those that could be interpreted as a new insertion only
by reading the whole clinical history of the patient. Finally, the system was not able to
distinguish between the notes that contained a request to remove the CVC, but they did not
mention the actual removal, as highlighted by errors named “In advance”.

Finally, I evaluated the impact of the feature "CVC presence" on the outcome Candidemia
Yes/No (which is equivalent to candidemia/bacteremia because I removed from the sample
episodes labeled as bacteremia in patient also confirmed as candidemic) and it resulted to
be one of the most influential. However, the use of the computational pipeline to extract an
information that showed to be meaningful in both diagnosis and management is limited by
the fact that only patients hospitalized in ICUs have a complete and detailed set of notes
describing the procedures executed. Future investigations will be necessary to evaluate the
possibility of extending this approach also to patients hospitalized in other wards.

In conclusion, this work achieved encouraging results considering both the information
extraction of CVC presence and CVC removal. Further investigate methods that will support
the detection of temporal references within the text are needed.

6.3 Automatic extraction of a complete microorganism’s
picture from microbiological notes

During the project on the differential diagnosis of candidemia, I approached the microbiolog-
ical report and its structure. I analyzed the one produced by San Martino hospital and also
other hospitals to evaluate the possibility of generalizing the process of building the CDA R2
document. I noticed that often the name of the microorganism is not always contained in the
analytical part of the database, while it is mentioned in the unstructured sections in various
ways. For this reason I started another NLP application case study [126].



6.3 Automatic extraction of a complete microorganism’s picture from microbiological notes75

6.3.1 My contribution

The objective of my our work was to build a NLP-based pipeline for automatic information
extraction from the notes of microbiological culture reports. This could represent a first step
toward the development of a system able to monitor antibiotic prescriptions at a hospital and
territorial level in the Abruzzo Region [27].

6.3.2 Sample Characteristics

The collected sample was derived from the LIS of the main hospital of Pescara in Abruzzo Re-
gion and was obtained from clinical notes extracted from a 1 month collection of anonymized
laboratory referral. It was composed of 499 texts from culture reports, classified as follows:

• 276 (55.3%) texts containing the name of a microorganism where an expert from the
hospital confirmed its presence;

• 56 (11.2%) texts needing to be filtered because they contained a pattern that is not
useful for our analysis and was, thus, removed. An example of a sentence belonging
to that pattern is the following: “Integration of the preliminary report sent on . . . ”.
Indeed, I considered the use of synonyms, e.g., “provisional” instead of “preliminary”,
and the presence of orthographic errors, e.g., missing letters. Therefore, I decided not
to use regular expressions alone as first attempt.

After having obtained the authorization from Abruzzo region to access the entire LIS
system at a regional level, the proposed system will massively test with notes produced by a
wide range of persons.

6.3.3 Experimental Design

The complete schema of the developed pipeline is presented in Fig. 6.10, and it can be
divided into four main sections:

Data preparation (I)

First, I prepared the inputs values, so I cleaned the clinical notes by removing punctuation
and substituting patterns that could be dates with the word “data”. Then, I tokenized and
proceeded with stop-words removal. I considered only words longer than one character in
order to exclude from the analysis strings belonging to the class of prepositions, articles, and



6.3 Automatic extraction of a complete microorganism’s picture from microbiological notes76

Figure 6.10 Complete schema of the pipeline. It can be divided into 4 main sections: data
preparation, pattern recognition and removal, and microorganism detection.

adverbs, while keeping single letters that could be the abbreviation of a genus name. Then I
build the vocabulary database, and loaded both vocabulary and clinical notes using pyodbc
tool.

Pattern recognition (II)

Once I loaded and cleaned data, I needed to convert text into a numerical representation that
could be used as input for ML algorithms. Numerical representation building (II.I): I adopted
the bag of words technique. This choice was guided by the structure of the sentences that
was fragmentary and did not respect any strict syntactic rules. Therefore, I preferred to use a
context-free representation. The resulting numerical representation was composed of both
n-grams of characters and n-grams of words following the proportion of 70:30. I decided to
select more features composed by n-grams of characters in order to deal with misspellings,
abbreviations, and limited syntactic rules. I tested the model performance considering 10
possible total numbers of selected features from 10 to 100 with a step size of 10. I obtained
the best performance with a total number of features equal to 90 (Section... ). Classification

(II.II): I used the aforementioned numerical representations to learn a supervised binary
classifier to predict whether the observed pattern was present in the clinical note or not.
Specifically, I compared the performances of three classifiers: SLR, SVM with Gaussian
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kernel and Random Forest. I split the dataset into a learning and a testing set with the
proportion of 80:20. On the learning set, I performed the hyperparameter search through a
tenfold cross-validation, which iteratively split the learning set into a training and validation
set. They were respectively used to learn the model with all the possible combinations
of hyperparameters and to evaluate the performances thereafter. Then, I learned the three
models with the selected set of best hyperparameters, and I evaluated the model performances
on the testing set. I repeated the classification 20 times, shuffling the data each time. In order
to guarantee repeatability of results, I set the random state equal to the loop index. Models

Evaluation (II.III): I evaluated the performance of the three ML models in terms of accuracy.

Pattern Removal (III)

Once the algorithm classified the clinical notes as “containing”/“not containing” the pattern,
I used regular expressions to remove the uninformative pattern from the identified notes. The
schema of the regular expression was as follows:

\b[Ii]\w.+?\bdata\b.

The elements of the expression are defined below:
\b asserts the position of a word boundary. In this case, I want the pattern beginning with ‘I’
(the first letter of the word ‘Integrazione’ (integration), which can be abbreviated and/or can
be uppercase or lowercase in the notes).
\w matches any word character and ends with ‘data’ (the word that I substituted for all dates
in the data cleaning phase).
. matches any character (e.g., letters, numbers, and punctuation) except for line terminators.
+? matches the previous token between one and unlimited times, the fewest times possible,
but expanding as needed.

Microorganism detection (IV)

Genus Extension (IV.I): I stored the microorganism names using the binomial nomenclature
originating from the Linnaeus classification [41]. It is composed of two terms: the first
is the genus name with the first letter capitalized; the second is the species name in
lower case. Usually, after a microorganism’s name is written once in a text, then it can
be substituted with its first capital letter, followed by a period, in subsequent mentions.
However, considering the brevity of the clinical notes, a shared agreement is to always
write the abbreviated form, despite the entire genus having not yet been introduced.
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This binomial nomenclature does not allow the use of an abbreviation composed of two
letters for the genus. Nevertheless, even though the microorganisms should be written
according to this strict rule, I decided to keep words composed of only one character
and not to use a regular expression, because I considered that abbreviations may be
not written correctly, e.g., by using abbreviations that are not followed by a period,
or where uppercase letters are followed by a period but not followed by lowercase
letters. Hence, I performed the extension of the microorganism genus. Specifically,
I compared the “n + 1” token with each species of the vocabulary. If the similarity
index between the two tokens was greater than or equal to 98, then I checked the token
“n”. If the token “n” began with the same letter of the genus of the species in position
“n + 1”, I substituted the token “n” with the genus name found in the vocabulary.
The schema of the treatment is presented in Fig. 6.11.

Figure 6.11 Genus extension decision flow. The figure also includes an example. In
the upper part of the figure, there is a sentence already preprocessed but before the genus
extension phase, whereas, in the lower part, I can see the extended version. First, the
maltophilia species is identified, while “S” as the first letter of genus Stenotrophomonas is
extended.

Microorganism name extraction (IV.II): Initially, I tried to carry out a lexical and morpho-
logical analysis, but the lack of morphological structure of the clinical notes resulted
in no good results. Therefore, I extracted the microorganism name by comparing each
token “n” of the pre-processed clinical notes and the genera in the vocabulary using the
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FuzzyWuzzy library. The complete workflow of the microorganism name extraction
phase is shown in Fig. 6.12.

Figure 6.12 Genus extension decision flow. The figure also includes an example. In
the upper part of the figure, there is a sentence already preprocessed but before the genus
extension phase, whereas, in the lower part, I can see the extended version. First, the
maltophilia species is identified, while “S” as the first letter of genus Stenotrophomonas is
extended.

In particular, considering the genus extraction, I set the threshold of the similarity
index at 75, while I set the threshold of the species index as 85 (as they were typically
written correctly).

Other Information Extraction (IV.III): Together with the identification of the genus and
species, in order to highlight microorganisms that could be potentially dangerous, I
also searched the clinical notes for the keyword “alert”, which is an explicit indication
of microbiologists regarding the danger of the identified microorganism. Similarly,
but much less frequently, the “non-alert” bi-gram, with which the microbiologists
indicate the harmlessness of the microorganism, may be present. To address both cases,
I performed a search at the token level for the keyword “alert”. If identified at the “n”
position, I checked if token “n - 1” matched the negation “non”.
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6.3.4 Vocabulary building

I built a vocabulary containing the names of microorganisms (bacteria, fungi, yeasts, and
viruses) from the “National Healthcare Safety Network organism list”, including the current
taxonomic subdivision which was proposed by Carl Woase in 1990. I mapped the microor-
ganism’s genus and specie into three standard coding systems, at national and/or international
level: Italian Clinical Microbiologists Association (AMCLI), Systematized Nomenclature

of Medicine—Clinical Terms (SNOMED-CT), and National Healthcare Safety Network

(NHSN). Together with the name of the microorganism, I retrieved other metadata, such as
the microorganism’s definitions according to the Medical Subject Headings (MSH) and the
National Cancer Institute (NCI). I stored all the information in a SQL Server database, and I
loaded them using the pyodbc tool.

6.3.5 Identification and Removal of a Specific Pattern

In the process of information extraction from the microbiological notes, it is useful to identify
non-meaningful sentences, e.g., “integration of the provisional report of . . . ”. The lack
of morphological structure in the sentences led us to use a count-based method to build a
numerical representation of the clinical notes. Fig. 6.13 summarizes the mean values of
accuracy obtained using the three classifiers over the 20 iterations per each total number of
features, shuffling the data each time.

I obtained best results in terms of mean accuracy across classifiers (99.06%) with a total
number of features equal to 90. The SVM classifier with a Gaussian kernel obtained a mean
accuracy of 98.99%, SLR obtained a mean accuracy of 98.99%, and random forest obtained
a mean accuracy of 99.19%. This means that the pattern was correctly identified using all
classifiers, and it can be securely removed from the specific clinical notes.

6.3.6 Genus Extension

Our sample of clinical notes contained a total number of 107 abbreviated genera followed by
their species. After the system elaboration process of the notes, all 107 genera were extended,
and they completely matched with the expert indications.

6.3.7 Microorganism Detection

Our sample of clinical notes was composed of 499 texts, and 276 (55.3%) of them actually
presented the name of a microorganism. I performed two tests. First, I introduced the entire
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Figure 6.13 Mean accuracy performances of the three classifiers displayed for each value
of the total number of features. Each data point is the mean value of 20 values obtained by
shuffling the data.

sample into the module for microorganism extraction. Then, I introduced only those notes
that actually contained the name of the microorganisms. The system correctly identified all
microorganism names in both cases. In detail, it found 416 genera, and, as shown in Fig.
6.14a, the majority of them (321) had a similarity index of 100. This was also a consequence
of the genus extension process.

Figure 6.14 System performance for genus extraction. (a) Similarity index percentage
distribution of genera. (b) Percentage distribution of genera found with low indices.
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Fig. 6.14b shows that ‘Staphylococcus’ was the genus name with the lowest score; in
particular, it usually presented a very low similarity index, between 76 and 80, if a species
was not specified. Indeed, I frequently found not only the strictly scientific term, but also
the Italian term in the notes, because Staphylococcus is among the most widespread bacteria
and is frequently mentioned in the common discourse. This behavior affected the similarity
index; in particular, Staphylococcus and ‘stafilococco/stafilococchi’ (Italian terms referring
to the Staphylococcus genus) have 14 and 12 letters, respectively, within which only nine
coincide, representing a Levenshtein distance of 5 (i.e., five changes are needed to transform
the first word into the other). On the other hand, species never showed a Wuzzy index lower
than 88. Lastly, I introduced a weight, which was a decimal parameter ranging between 0
and 1. It could be associated with the genus–species couple or only with the genus, if present
alone. As the same word (genus and/or species) could be associated with more than one
genus/species, this process was necessary to highlight the maximum Wuzzy indices. An
example of the system output is shown in Table 1; the similarity index of the two genera
Acinetobacter and Acetobacter was 92, which is quite high. Thus, in order to identify the
correct genus without any doubt, I compared the following token with all species of that
specific genus present in the vocabulary. If a match was found (with a Wuzzy index over 98),
then I assigned to that genus–species couple a weight parameter equal to 1, while the others
received a weight of 0.

Table 6.16 Example of the system output returned when the input was “Gram negativi profilo
proteomico riferibile ad A baumannii. Propensione di A baumannii alla pan-resistenza
eccetto colistina (Microorganismo alert)”. The displayed columns correspond to the genus
from the vocabulary, the specific word or character in text which the genus matches to, the
genus Wuzzy similarity index, the species from the vocabulary, the word in text which the
species matches to, the species Wuzzy similarity index, the clinical note divided into tokens,
and the weight parameter.

Genus Match Wuzzy Index Species Match Wuzzy Index Clinical WeightGenus Genus Species Species Notes
Acinetobacter A 100.0 baumannii baumannii 100.0 [94,‘propensione‘,‘NaN‘,‘Acinetobacter‘,‘b. . . 1
Acetobacter A 92.0 NaN NaN NaN [94,‘propensione‘,‘NaN‘,‘Acinetobacter‘,‘b. . . 0
Aminobacter A 83.0 NaN NaN NaN [94,‘propensione‘,‘NaN‘,‘Acinetobacter‘,‘b. . . 0
Citrobacter A 83.0 NaN NaN NaN [94,‘propensione‘,‘NaN‘,‘Acinetobacter‘,‘b. . . 0

Otherwise, if the clinical note did not contain any species, and the two genera that could
correspond to the same word had an identical Wuzzy index, e.g., as a consequence of a
spelling error, then the algorithm would assign to both genera an equal weight of 0.5.



6.3 Automatic extraction of a complete microorganism’s picture from microbiological notes83

6.3.8 Other Information Extraction

The whole sample included 48 clinical notes that contained the keyword “alert”. Our
algorithm was able to correctly discriminate between the notes that contained the bi-gram
“non-alert” (N = 9) and those that contained the keyword alone (N = 39).

6.3.9 Discussion

In general, the pattern recognition and the genus extension phases led to good results. The
first achieved a mean accuracy value of 99.06% considering all three classifiers, while the
second extracted all the names of microorganisms reported by the experts from the hospital.
I should consider, however, that some ambiguities could be found during this second phase.
Indeed, there are a few microorganisms with identical species and whose genera begin with
the same letter. If one such case appears, then the system will duplicate the clinical note and
it will extract both microorganisms, but both notes will be associated with a weight equal
to 0.5. However, I should specify that, luckily, these kinds of ambiguities are quite rare. A
well-known example is the intermedius species, which can belong to both the Staphylococcus
genus and the Streptococcus genus. Staphylococcus intermedius is quite frequent in animals;
however, it is reported as a human pathogen in very few cases, most of which are associated
with exposure to animals, especially dogs. On the contrary, Streptococcus intermedius is one
of the major causes of brain abscesses, but very few cases of this condition are documented
annually in Italy, with an incidence that is less than 0.1% per year. Therefore, I can affirm
that the probability that such ambiguity is present in the report notes of the microbiological
laboratory is extremely rare. The major result of our pipeline is that I can extract a wider
picture of the microorganism, because each microorganism is stored together with other
metadata in the build vocabulary, such as the definition according to MeSH and its translation
into national and international vocabularies. Furthermore, the pipeline also extracts the
property of the microorganism under healthcare surveillance. Therefore, I can say that
the system returns an object with its main characteristics. Once I accurately describe the
microorganism, I can consider its identification in the clinical note as a trigger event of a
series of messages and communications in accordance with the management policies of
resistant microorganisms. Thus, it is possible to build a path to safeguard the patient and the
community against the resistant microorganism [42]. The above-described system should be
integrated in a multidisciplinary context. Correctly integrating objects from any viewpoint
of the system in question requires its formal representation and management using the ISO
23903 Interoperability and Integration Reference Architecture [43]. ISO 23903 standardizes
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a model and framework for representing any type of system from the perspectives of the
involved domains, its architectural composition/decomposition, and the related development
process of implementable information and communications technology (ICT) solutions. A
limitation of the presented work is the low number of samples considered due to the fact that,
to be delivered to researchers outside the laboratory, all these notes were checked individually
and manually in order to avoid the illicit dissemination of personal data. In the near future,
the correct structuring of electronic health records (which enables in constitutive law the
reuse of clinical data for the purposes of scientific research) and greater awareness of the
health risk that antibiotic-resistant bacteria constitute will result in a much higher number
of notes to be analyzed. The more important methodological limitations of our project and
ways to overcome them are discussed in the next section.



Part IV

Discussion
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The main aim of my PhD project was to first explore the usability of unstructured data in
the context of differential diagnosis within those medical areas affected by a high presence of
meaningful information in non-analytical sections of the EMRs. Then, I investigated the ben-
efit of combining this kind of data with information already available in a structured format to
build a more complete picture of the patient. The two use case that I worked on concern two
medial areas whose research activity is affected by the high presence of text based data. The
first one that I considered is Neuropsychiatry, and specifically the drug resistant epilepsy field.
The second one is Infectious diseases and more in detail the field of bloodstream infections.
To reach the previously mentioned objectives I combined the use of standards and NLP tools
in order to create samples of high-quality data both structured and unstructured that could be
used as input for ML models. Specifically, considering unstructured data, I devised an NLP-
based pipeline to deal with texts written in Italian language. It is able to read them from a
SQL Server database, pre-process them and create the most suitable numerical representation.

However, while creating the necessary infrastructures, I faced some of the major bottle-
necks in the application of ML-based methods on clinical RWD and in general in the clinical
data management for research purposes.

Among all, accurate data collection is one of the most important aspects [158, 10]. The
growing interest for machine learning has led to its use in many scenarios that may not
have enough labeled data. In addition to that, deep learning techniques, when involved
in the process of automatic features extraction, require even a larger amount of learning
data. So, the increasing usage of ML in the clinical scenario should be accompanied with a
change in the way data are collected. It is a shared knowledge that a tool based on artificial
intelligence is as good as the database it is trained on [145], therefore data management plays
a fundamental role.

The manual collection by medical staff of the necessary data used within research projects
could no more be considered the optimal solution. Thus, at least for the data already collected
in a structured format into the original data source, e.g., hospital LISs, the data reuse paradigm
should be the answer. As mentioned previously, it has several advantages. First of all the
larger amount of samples that makes available. In effect the automatic transfer reduces
the time necessary to complete the operation of data collection and the need for human
intervention. Then it ensures a higher quality of the data. In fact the manual copy of the
data from the original data source to another database or template sheet inevitably introduces
errors [110]. While it is possible to improve the accuracy of a computerized system and
minimize errors, it is more difficult to work on the level of attention of a human being.
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The automatic data transfer system that I built allowed the collection of data related to
thousands of episodes of patients hospitalised with bloodstream infections. This operation
would have been difficult or even impossible to perform manually, as we can see by previous
studies on this topic performed within the same center which involved a much smaller sample,
i.e., hundreds of episodes [67, 122].

Another important aspect linked to the use ML models is that often data from multiple
centers are grouped together to reach a more consistent and reliable amount of samples.
However, EMRs are heterogeneous across hospitals and for this reason it is difficult to
run AI systems without a deep integration process and the support offered by standards.
So, the criteria that I used to build the system able to organize, transfer and store the data,
are guided by the aim of making it suitable also for future collaborations. Therefore, I
created a system which relies on the mandatory standard format at national level for clinical
document exchange, i.e., the CDA R2. The implementation guideline "Referto di Medicina
di Laboratorio", produced by HL7 Italy, identifies as mandatory the translation of the code
of the laboratory exam tests in an international vocabulary. Among all the available ones, I
chose LOINC according to national regulations. This will constitute the basis to allow the
participation in multi-center clinical trials because it completely describes a test result and
therefore makes it comparable with others.

Finally, the lack of a standardized format in patient information collected day by day, is
one of the major problems in the successful application of predictive modeling to routinely
collected data [19]. The presented system exploits the CDA R2 which is the same standard
document format used within the National Electronic Health Records (NEHRs). So, this will
enable a future re-use of the architecture to directly read data contained in the NEHRs by
performing only minimal modifications.

The second main problem in information retrieval is that about the 80% of available
data are in an unstructured form [39]. Dealing with this kind of data is not straightforward
because a manual inspection requires a lot of time and human effort and so usually they
are not used for research. However, unstructured data contain rich information that could
not be find anywhere else. Therefore many research projects further investigated automatic
techniques to extract meaningful information from natural language text. This is especially
true for those branches of medicine where EMRs does not contain sufficient and/or suitable
analytical sections to store patients data [203, 126].
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In recent years, many research projects focused on the use of NLP techniques to identify
and discriminate patients based on textual documents contained in their EMRs [85, 38, 42,
148].

Considering the epilepsy medical field, to the best of my knowledge, no other research
project addressed the problem of localizing the EZ by automatically analyzing the semio-
logical description of seizures, but [203] summarizes results obtained in several other text
classification tasks in this medical area.

For example, considering the problem of identifying patients candidates to surgery,
[32] addressed a binary text classification problem in identifying patients candidates to
surgery. The study involved a sample of 200 patients, balanced between the two classes, and
several text models built with different combinations of features uniquely extracted from
text (unigrams, bigrams and information about drugs). The best performance, presented in
terms of F1 score, is obtained with SVM in cross-validation process and it is 0.82. [198] on
the contrary combined structured information, selected according to literature and experts’
opinion (it was not specified if they were extracted automatically of manually from EMRs),
and unigrams of the most frequent words, represented as Boolean value, extracted from
different unstructured data sources. The study involved two datasets, one for pediatric
patients and one for adults, both highly unbalanced. Best performance was obtained with
random forest and was AUROC = 0.92. These results suggest that the combination of both
structured and unstructured data may have a positive impact on the outcome, but it is highly
dependent on the source of data. There are medical institutions where data are only stored in
the form of free text, so it is not easy to extract the specific information used in [198]. As
mentioned above, manual collection of data, especially when dealing with a great number of
patients can not be considered an option.

Considering the HAIs field, [161] performed a sentence classification task to automatically
identify Catheter-Related Events from clinical notes in Norwegian language. The final sample
was composed by 730 notes and five possible classes: None, no CVC use is mentioned
(predominant class); Plan, an insertion is planned within the note; Ins, the note mentions
the insertion of a CVC; Use, the note mentions for example the use of CVC for care or
the planned removal, which implies in turn its presence; Rem, the note mentions the CVC
removal. Texts were converted into numerical representations using TfidfVectorizer of
Sklearn. The SVM with linear kernel and different regularization methods were considered.
Performances were evaluated in terms of F1 score (multiplied by 100). Best performances
for each class were: 99.9 for None, 51.2 for Plan, 27.5 for Ins, 79.5 for Use and 39.1 for
Rem.
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The computational pipeline that I devised combines the use of ML and NLP-based
methods to analyze text written in Italian language, automatically extract the most relevant
features and assign a binary label.

Considering the first use case, i.e., the localization of the EZ in DRE patients, its perfor-
mances, in terms of weighted F1 score, are up to 0.853 in a cross-validation on the training set
and 0.781 on a blind testing set. These results show that NLP-based numerical representation
combined with ML-based classification models may help in localizing the origin of the
seizures relying only on seizures-related semeiological text data. Accurate early recognition
of EZ could enable a more appropriate patient management and a faster access to epilepsy
surgery to potential candidates. That is a viable option with focal onset drug-resistant patient
but a delayed or incorrect diagnosis of EZ location severely limits its efficacy.

Considering the second use case, i.e., the identification of presence and removal of the
CVC in critically ill patients hospitalized in ICUs, the best performance, in a cross-validation
on the training set, in terms of weighted F1 score is 0.98 in the identification of CVC presence
while is 0.92 in CVC removal (classification at patient level). On the blind test set, the best
performance on the first task is 0.916 and on the second one is 0.837. These results constitute
a step towards the automatic calculation of a very important score for HAIs management, i.e.,

the EQUAL Candida Score, which can be used to provide a real time feedback on clinical
practice and patient management. It could also improve the adherence to international clinical
guidelines and, as a consequence, patients’ survival [80].

Within the pipeline, two methods to produce the numerical representation of text were
considered, and one or both of them are used according to text characteristics. Specifically,
the Bag of Words technique, which is based on a measure of pattern frequency, was used with
short texts missing a complete grammar scheme. Tokens based on combinations of characters
were used in order to matched sub-words and therefore reduce the impact of misspellings
on the extraction of most frequent patterns. Then, combination of exact words were also
included to keep some context, that otherwise using the Bag of Words technique would be
lost. On the contrary, Word Embedding model, tuned on the available training sample, was
used only with complete and longer texts.

Then, the pipeline included two steps aimed at manipulating text in order to remove
uninformative patterns and on the contrary highlight important ones. Specifically, in the use
case involving texts with a complete grammar structure, i.e., the epilepsy use case, the pipeline
included a lemmatization step. It aimed at reducing the variability of the tokens by converting
each word in its base form and therefore support the generation of text representation with
both techniques. First because the frequency of the specific lemma increased, highlighting its
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eventual importance in features extraction with count-based methods, and then, considering
the model build with Word2Vec, multiple contexts containing the same word supported the
insertion of the word vector in the multidimensional space. I think that it is especially useful
for languages such as Italian, because, for example, adjectives can appear in four forms,
i.e., feminine or masculine and singular or plural, and they should not be considered as
different features. However, considering the analysis performed in the second use case and
the errors that occurred because of different way of mentioning CVC, further investigations
on the impact of a normalization process suitable for short text not following grammars will
be necessary [167]. While considering both use cases the step of stop-words removal was
included as the count-based model was generated and it automatically selects the words with
higher frequency.

Finally, the problem was addressed as a text classification task because a simple keywords
extraction was considered not effective, e.g., some keywords together may have a meaning,
but if other words are present the meaning may change. An example belonging to the
Infectious Diseases use case is: "Sostituita medicazione CVC" (which sounds like “replaced

the CVC dressing") and "Sostituzione CVC" (which sounds like “CVC replacement”), only
the second one means that CVC has been removed. So, the label should be assigned on a
combination of elements that are present in the text.

One of the main advantages of this approach is that any a-priori knowledge was used in
the features engineering process, so the pipeline is suitable for different use cases.

While, the main disadvantages relate to the building phase of the word embedding model
and the features selection process. First of all, they highly depend on the data that they are
trained on. This means, that they also depend on the specific way of writing of medical staff
present in the center, which could contain hidden pattern related to shared knowledge and
rules within the center. In addition to that, the limited amount of available data has an impact
on the performance as well, because it implies a limited vocabulary of known words. This
problem is partially addressed by the model built with the Bag of Words technique because
it combines together with exact words also patterns of characters that could at least partly
match unknown words. On the contrary the word embedding model assigns a vector of zeros
to the words not in the vocabulary. So, those words have no impact on the final numerical
representation of text because it performed as mean of words vectors or applying the tf-idf
formula to them. Another issue is that both NLP approaches included in the pipeline do
not take into account the problem of word sense disambiguation, which means that one
word may have different meanings based on the context. A possible solution could be to
include additional information while building the numerical representation of words, such as
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distinguishing words based on their role in the sentence and therefore using Part of Speech
tagging techniques.

While, to address the problem of limited number of samples which implies limited
vocabulary, a larger amount of text should be collected. However, in this context is still not
possible to design an automatic transfer system as, differently from structured data, it is not
easy to remove sensitive information. First because data are not organized in columns, that
could be easily included or excluded, and second because a manual pseudonymization or
de-identification would require many resources. To overcome this problem some research
projects focused on the building of an automatic de-identification system, but this, in turn,
is linked with language and also privacy issues because no stand alone open sources tools
specific for Italian language is available.

A possible solution could be to move towards deep learning based architectures such as
the Bidirectional Encoder Representations from Transformers (BERT) [141, 91]. It belongs
to the family of masked-language models and it first appeared in 2018 when it was published
by researches at Google [45]. The main advantages are that models pre-trained on Italian lan-
guage are available, unknown words are automatically addressed by splitting them into tokens
of known sub-words, and each word can be represented by more than one vector depending
on the context. In addition to that, BERT-based models could also address the problem of
word sense disambiguation as each word is mapped with more than one vector within the
model and the most suitable one is used based on the word context in the text. However, there
are also some issues linked to the use of this kind of architectures. Among all, the size of
the vectors is fixed to 512 tokens and this means that their usage is not straightforward with
long texts. Then, as they are trained on texts that are not specific, they require a fine-tuning
phase on data belonging to the research context. However, this could raise again the problem
mentioned above of dependence to specific hospitals and clinicians. For this reason, fur-
ther investigations on the benefit of involving texts from more than one center will be required.

Finally, another advantage of the presented approach, that became even more evident
while going forward in the project, is the use of a database. It has been used not only to
deal with structured data but also to support the management of the unstructured ones. A
considerable effort was necessary at the beginning of the work as unstructured data could
not be automatically collected in a ready to use way and they required an additional pre-
processing phase. However, once that unstructured data were contained into a fixed database
structure, their usage was decidedly simplified. For example, in the epilepsy use case,
the storing of text belonging to the different sections of the EMRs (such as anamnestic
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information, seizures descriptions and conclusions) into different datatables, supported the
training phase of word embedding model. In effect, it was easy to include or exclude sections,
while it could be a heavy operation to perform manually if data where only stored in text
files.

Another important aspect is that the storing of unstructured data into a database allowed
to link them together with the structured ones. Therefore, a more complete picture of the
patient was build and this allowed further investigations.

In conclusion, the presented approach constitutes a solid basis in creating a more complete
picture of the patient useful to conduct other further analysis and to improve the differential
diagnosis process. The results highlight the potential of using the unstructured data. First of
all, as it involves clinical RWD already stored into the EMRs, it is not expensive in terms of
resources necessary for data collection and it is reproducible with new patients. Then, the
devised computational pipeline is easily applicable on different kind of texts and it showed
good results on both use cases.

Finally, I suggest to further investigate automatic de-identification techniques to allow the
automatic retrieval of unstructured data [15, 25]. This will further enhance research because
it enables the retrieval of larger samples of data combined from different data sources. Then,
since I analyzed the importance of using standards both for collecting and mapping structured
data, another future work that I consider worth investigating is develop a system able to
address the same problem but processing unstructured data. For example, to guarantee the
semantic interoperability in the classification process, e.g. for future studies with more than
one centre involved, it could be important to develop a system able to automatically map each
seizure description and clinical note with the following main standards used in literature [86,
31, 154]: International Classification of Diseases 9th and 10th edition (ICD9 and ICD10);
ILAE codes [168]. At last, it should also be noted that terminology standards evolve over
time, so in order to guarantee the correct management of the terminology mappings as new
versions will be release, the approach described in [64] could be considered.
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