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Summary  

The thesis deals with the problem of the multidisciplinary design optimization 
of thermally stressed turbomachinery components, with focus on a turbocharger 
radial turbine impeller for automotive applications.  

Thermal analyses are usually excluded from standard optimization 
frameworks because of their high computational cost. Therefore, significant 
engineering margins are applied to the design process, in order to avoid any 
unexpected failure related to thermal events appearing during the component 
validation phase. The shortcoming about this practice is related to the highly 
constrained problem the optimizer is requested to deal with, resulting in reduced 
opportunities of identifying the truly optimal solution. Hence, the work herein is 
devoted to the introduction of the thermal analysis within the scope of the 
optimization of complex geometries, by the development of a computationally 
affordable framework based on the discrete adjoint method.  

 
The first part of the manuscript addresses the problem of the thermo-

mechanical stresses that develop in the turbomachinery components operating in 
steady state conditions. The thermal Fluid-Structure Interaction phenomenon is 
numerically described by the Conjugate Heat Transfer (CHT) method. In 
particular, a partitioned coupling technique is adopted to separately solve the fluid 
and the solid domains with dedicated meshes and specialized solvers. The 
conjugate coupling is based on the heat transfer Forward Flux Back (hFFB) 
method, which offers stability properties particularly suited to the turbine impeller 
problem investigated in the present work.  

The interaction between the fluid and the solid domains is established by the 
development of an interface, aimed at allowing the exchange of information 
between a multiblock structured mesh and an unstructured grid of second order 
tetrahedral elements. A distance-weighted interpolation technique is adopted 



 

herein because of its robustness in treating meshes of any complexity, as well as 
cases of locally overlapping grids. The original procedure is revised by multiple 
improvements addressing the accuracy and the memory footprint of the method.  

A heat transfer model based on a FEM linear solver is developed for the 
evaluation of the energy balance within the solid. Concerning the fluid side, the 
in-house CFD solver available in CADO is integrated in the present framework. 
The solid temperature field returned by the iterative hFFB process is transferred to 
a FEM linear mechanical solver in order to compute the thermal strains in the 
material, contributing to the prediction of the thermo-mechanical stresses. The 
latter represent the cost function of the problem, which is seeded for its 
introduction in an adjoint workflow aimed at computing the sensitivities of the 
maximum von Mises stress w.r.t. the fluid and the solid grid points coordinates.  

The adjoint framework is developed by the manual differentiation of the 
primal workflow in reverse mode through an Algorithmic Differentiation 
approach, with the goal of optimizing its memory footprint. In this respect, the 
perturbations to the state variables are propagated throughout the workflow by 
walking the primal development in opposite direction, till the original location of 
the grids generation routines. During the evolution in reverse mode, the relevant 
adjoint variables are exchanged at the interface of the two domains and the grid 
sensitivities are accumulated at any call to the fluid and the solid solvers. Finally, 
those gradients, once multiplied by the sensitivities of the grid coordinates w.r.t. 
the CAD parameters, are transferred to a Sequential Quadratic Programming 
algorithm. 

The framework is successfully applied to a turbine rotor test case previously 
optimized under the assumption of adiabatic walls. Hence, it is demonstrated that 
the thermal evaluations are a necessary means to improve the structural robustness 
during the design optimization of such components. 

 
The second part of the thesis expands the outreach of the thermal analysis to 

unsteady conjugate problems with the aim of optimizing the Thermo-Mechanical 
Fatigue (TMF) lifetime of components experiencing cyclic operations. The 
transient phenomenon is numerically described by a quasi-dynamic approach 
leading to the decomposition of a transient manoeuver in separate stretches, each 
one analyzed by an iterative hFFB approach. The loose coupling framework 
developed for steady state problems is revised for the scope of the analysis of 
transient operations by introducing an unsteady FEM non-linear heat transfer 
solver interfacing with the in-house steady state CFD solver. The mutual 
exchange of information between the two domains is iterated at each stretch of the 



 

manoeuver till the achievement of convergence of the conjugate coupling. The 
resulting transient temperature field is transferred to an unsteady FEM linear 
mechanical solver for the evaluation of the solid thermo-mechanical response 
along the manoeuver. A set of constitutive equations is included in the prediction 
of the unsteady displacements field in order to capture any accumulation of local 
plasticity, under the assumption of the operations in the small-strains region. The 
evolution of the strains and the stresses in the solid is finally conveyed to the 
Morrow model, a strain-life method aimed at computing the fatigue lifetime under 
cyclic conditions.  

The durability of the component represents the new cost function, which is 
seeded to kick off the adjoint workflow. Consistently with the development in 
steady state conditions, the primal workflow is manually differentiated by a 
reverse Algorithmic Differentiation technique and the adjoint variables are 
propagated in opposite direction.  

The novel framework is evaluated in the case of a radial turbine impeller 
experiencing different transient manoeuvers, and proves its effectiveness in 
capturing the impact of the thermal non-equilibrium during the unsteady 
computations, thus leading to the development of thermal strains and thermal 
stresses not present in steady state operations. Finally, the adjoint framework 
returns the sensitivities of the component lifetime, providing the directions for the 
perturbations of the grid coordinates necessary to enhance the impeller TMF 
fatigue resistance. 
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Chapter 1 

Introduction 

1.1 Background 

The mobility and energy sectors are currently experiencing a profound 
transformation in response to the common goal of developing a sustainable 
economy reducing the footprint on the global resources [1]. The aviation industry 
committed to halve their CO2 emissions worldwide by 2050 compared to what 
they were in 2005 [2], while the automotive business declared the mission of 
hitting net-zero carbon connectivity even earlier. The transition towards these 
high-end goals requires industry to accelerate the development of new 
technologies contributing to the climate action mission. However, it is recognized 
there are different speeds to the decarbonization. In fact, before radical new 
concepts are developed and brought to readiness to the market, a collaborative 
effort to a sustainable transition could be played by the evolutionary development 
path of readily available technologies, which is expected to continue and to 
contribute to a further 20% improvement in fuel efficiency in the aviation 
business [3]. A similar advancement is seen in the automotive sector in the pursuit 
of releasing new lean combustion solutions [4]. In addition to that, new propulsion 
systems based on synthetic sustainable fuels [5] and hydrogen-powered 
architectures are under investigation. Hence, while technology improvements are 
prioritized, a common goal in all the sectors is to maintain a trend of sensible 
efficiency increase.  

A broad scope of different subsystems contributes to the fuel efficiency, but a 
leap forward in the thermal and propulsive efficiency for the turbomachinery-
related technologies is still expected. In such respect, this class of products 
already exhibits a high level of maturity. For instance, the aerospace business has 
already achieved about 85% efficiency improvement w.r.t. the jet products 
released in the 50’s [3]. A similar evolutionary trend has also characterized the 
automotive sector. Hence, the possibility of achieving any further advancement in 



 
the turbomachinery area would reside in a comprehensive review of the design 
processes, among other means.  

 
Nowadays, the development cycle of turbomachinery components takes 

advantage of the extensive use of multidisciplinary design optimization 
techniques [6, 7]. Such methods support the experts in the identification of the 
most suitable product shape within large design hyperspaces, offering exploration 
capabilities beyond the human intuition, while fulfilling a diversified set of project 
targets and requirements [8 – 10]. The increasing complexity in geometries and in 
flow conditions, along with the need of balancing the machine performance in 
design and off-design conditions, and of satisfying competing requirements of 
cost and durability, boosted the development of concurrent design techniques [11, 
12]. Their function is to provide a comprehensive view on the problem through 
the synergic analysis of multiple disciplines, thus capturing their mutual 
interactions and the impact on the shape under consideration [13, 14]. In fact, a 
holistic description of the physical phenomena involved in the operations of the 
product favors the exploration of its design space, thanks to the higher accuracy in 
the prediction of performance and constraints. 

Such approach to the design operations differs from traditional staggered 
techniques accounting for mono-discipline optimizations performed in cascade. In 
essence, these simplified computational methods mimic the design procedures 
widely applied till the twentieth century, in which new designs were generated 
from the experience gained from previous samples, with an expensive trial-and-
error approach relying on iterative prototyping and testing sessions. Similarly, 
staggered optimization techniques are capable of satisfying a single objective or 
constraint per time and, therefore, typically lead to longer development cycles to 
achieve a satisfactory solution. Moreover, the missing interactions among the 
different disciplines requires the adoption of larger safety margins and may not 
guarantee the identification of the same solution as the holistic approach, thus 
leading to suboptimal shapes. 

 
Although the established multidisciplinary optimization methods proved their 

effectiveness in industrial problems, the new market request for severe reductions 
in fuel consumption and emissions addresses new challenges to the research 
community and the need for further advancements in these techniques. The NASA 
vision for 2040 [15] is expressed in a roadmap of integrated multiscale modelling 
techniques, and considers the multidisciplinary optimization methods as one of 
nine core areas of development for the efficient design, manufacturing and 
certification of future aerospace systems. Similarly, the automotive business 
requires continuous improvements in efficiency and performance for their 
turbocharger solutions in order to fulfill the requests of the novel combustion 
strategies [16, 17].  

In order to address these needs, on one side performance enhancements in 
turbomachinery components are searched for by increasing the details in the 
geometrical description of the domains and, therefore, through the adoption of a 



 
richer set of design variables during their optimization [18]. In fact, the finer 
resolution achieved in the discretization of the components allows the exploration 
of more complex shapes, disclosing hidden interactions among features now 
present in the design space, hopefully more favorable to performance and 
constraints aspects.  

On the other hand, an improved accuracy in the physical description of the 
multidisciplinary problem is highly regarded and the aim is twofold. First, the 
optimizer deals with lumped information concerning the evolution of the response 
function that is more reliable, as resulting from computations involving a more 
comprehensive set of physical disciplines and their related interactions. Thus, the 
optimization benefits from adhering more to the real behavior of the component, 
and the related output shape requires less validation testing, for the sake of a 
reduced cost and roll-out time to market. Second, a sophisticated physical 
description of the multidisciplinary problem allows the introduction of more 
specific constraints and the relaxation of the safety margins, thus favoring 
performance-oriented design choices. The optimizer, now enabled by a detailed 
interpretation of the behavior of the component, may target new exploration paths 
towards the optimal solution, showing a reduced stiffness in performing the shape 
modifications. 

While such means could support the achievement of the abovementioned 
advancements in the turbomachinery technology, the benefits herein listed come 
at the price of more computationally intensive evaluations. Therefore, a feasibility 
assessment for the adoption of a suitable optimization strategy has to be 
considered with respect to the two major classes, denoted as Gradient-Free and 
Gradient-Based optimization methods.  

 

1.2 Optimization methods 

1.2.1 Multi-objective optimizations 

Optimization problems in the turbomachinery business are typically multi-
objective and multi-disciplinary by nature. The reason for the multi-objective 
description resides in the request of fulfilling competing targets (for instance, 
performance and durability) at the same time by a unique shape. This condition is 
formulated by Eq. (1.1): 

 Minimizewhile satisfying���ℎ 
��( !!⃗ )$%( !!⃗ ) ≤ 0()_+�, ≤ () ≤ ()_+-.

� ∈ (1, 2)3 ∈ (1, 4)5 ∈ (1, 6)   (1.1) 

 
 

in which fi represents the i-th objective function, Cj is the j-th equality or 
inequality constraint, and () ∈  !!⃗  is the k-th design variable whose range of 
variation is limited by a minimum and a maximum value. A design improvement 
is attainable through the minimization of the set of objective functions, while its 
feasibility is guaranteed by the simultaneous fulfillment of all the constraints. 



 
Since the objectives may be conflicting, it is unlikely a single design could satisfy 
the entire problem. Instead, a so-called Pareto front [19] can be described with the 
scattering of non-dominated solutions, from which a sample can be selected by 
trade-off among the obtained cost functions. Figure 1.1 shows an example with 
only two objectives reported on the axes: it is understood an improvement in f1 
corresponds to a deterioration in f2.  

According to [20], an established method for the selection of the best 
candidate in an optimization is by the reduction of the multi-objective problem 
into a single-objective formulation, as reported in Eq. (1.2): 

 7�4�2�89:        ;�(⃗# < = ∙ �? @ �1 A =# ∙ �B (1.2) 
 
 

with = ∈ �0,1# as weighting parameter between the two objectives fi. 
The compounded function ;�(⃗# appears in Figure 1.1 as a set of lines whose 

inclination is determined by the weighting parameter. Therefore, the location of 
the best solution is uniquely identified by the intersection between the line 
returning the lowest value of the function F and the Pareto front itself.  

The formulation reported in Eq. (1.2) can be generalized to any number of 
objective functions fi, each one associated to a corresponding weight ωi, whose 
sum equals unity. 

 

 

Figure 1.1 Exemplary Pareto front for optimization problem with two 
objective functions. 

 
For more details, the reader interested in optimal control theory is addressed 

to [21 – 24]. 
 



 
1.2.2 Multidisciplinary optimizations 

The multidisciplinary footprint of the optimization problems in the 
turbomachinery space is defined by the mutual interactions between the fluid and 
the solid domains. In fact, while a pure aerodynamic shape optimization focuses 
on fluid aspects only, the geometrical impact on the structural mechanics of the 
component cannot be overlooked to generate a sound design fulfilling the set of 
constraints. Ultimately, a Fluid Structure Interaction (FSI) problem is instantiated 
[25, 26], and a suitable computational framework addressing CFD and FEM 
analyses has to be identified in order to support the numerical formulation of the 
problem. 

In general, the computational effort associated to the solution of a 
multidisciplinary problem can be expressed in relation to the selected coupling 
strategy. These techniques are grouped in three major families: 

1. Fully decoupled approach: The multidisciplinary problem is split in 
multiple single-discipline sub-problems, each one addressing the solution 
of the corresponding physical domain through a specialized solver [27]. 
This class of methods is by far the less demanding from computational 
perspectives, because each discipline is treated separately from the others 
and contributes to the compounded function ;((⃗) with its own objective 
function fi. Such approach may be deemed correct in case of unrelated 
physical aspects (e.g. the computation of the fluid dynamic performance of 
a blade and the numerical evaluation of its first natural frequency), while it 
would represent a simplification of the reality in all the other cases. 

2. Loose coupling approach: The multidisciplinary problem exhibits a series 
of disciplines exchanging information at their domains interface, whose 
combined solution results in the evaluation of the objective function fi. 
This class of methods is suitable for the solution of FSI problems, among 
others. In its simplest form, a relation is expressed by a “one-way 
coupling” between two solvers, the first one passing some information to 
the second one, but not the other way around [28]. An example is 
represented by a thermo-mechanical problem, in which the heat transfer 
solver calculates the thermal field within the domain and passes the 
temperature information to the structural solver for the calculation of the 
thermal strains. No information is returned to the heat transfer solver (for 
instance, the thermal deformation of the structure is supposed to yield a 
negligible impact on the heat transfer solution), and the exchange of 
physical variables is performed only once. A more complex framework is 
instead represented by the “two-way coupling” technique, in which the 
solvers are iteratively engaged in multiple loops and physical quantities 
are mutually exchanged till achieving their continuity at the boundaries 
[29]. Such method reveals a trade-off between the computational effort in 
performing the iterative process till convergence, and the possibility of 
adopting specialized meshers and solvers for each domain, resulting in a 
higher robustness of the solution process for the numerical problem. 



 
Moreover, this approach is convenient in the case of physical phenomena 
presenting very different time scales, as explained in Chapter 4. 

3. Tight coupling approach: The problem is treated by a single multi-physics 
solver dealing with the different media through a unique large system of 
equations, and the whole domain is discretized by a single meshing 
strategy (either structured or unstructured) [30]. This method implicitly 
exchanges boundary conditions between the involved domains (e.g. fluid 
and solid), and directly solves the global system of equations avoiding any 
iterative cross-discipline workflow, unlike the loose coupling case. The 
advantage resulting from the shorter computational time has to be 
evaluated w.r.t. the more involved development of the solver and the 
robustness of the selected meshing strategy when dealing with domains of 
complex shape. Moreover, this method is less suited for FSI problems 
involving phenomena with very different time scales. 

 

Figure 1.2 Workflows for numerical solution of multi-disciplinary problems. 
 
 

The finalization of the multi-objective and multi-disciplinary aspects of the 
design problem would eventually lead to the selection of a suitable optimization 
technique between two classes, known as Gradient-free and Gradient-based 
methods. The following sections provide a concise description of such two 
families, as complementary information to the remaining portion of the chapter. 

 



 
1.2.3 Gradient-free optimization methods 

Gradient-free optimization methods, also known as “zero-order” methods 
from the order of the derivatives of their cost functions, represent a wide class of 
techniques for the solution of optimization problems, as described in Eq. (1.1) and 
Eq. (1.2). The commonality among the different algorithms existing in literature 
resides in the evaluation of the objective function ;((⃗) through the screening of a 
large population of samples, each one represented by a vector (⃗ of design 
variables.  

The simplest method is the “random search” [31], which proposes the 
evaluation of individuals with characteristics that are randomly distributed within 
the ranges of the selected design space. The higher the complexity of the 
optimization problem, the larger the population of candidates to be analyzed in 
order to identify a sample that simultaneously satisfies all the constraints, while 
minimizing the objective function. Therefore, this method may be inefficient in 
case of computationally expensive FVM or FEM simulations invoked for the 
characterization of each candidate, because of the prohibitive number of solutions 
necessary to identify the optimal sample. 

Such technique opposes to other methods, like the random walk [32], the 
simulated annealing [33] or the Particle Swarm Optimization [34], which present 
an evolution of individuals based on the promotion of the most fitting samples. At 
each iteration, the new design replaces the previous one if it is considered to be a 
better solution in terms of objective function and feasibility w.r.t. the constraints. 
The algorithm benefits from this selection in the search for the optimal candidate, 
leading to a faster convergence. Additionally, the simulated annealing and the 
Particle Swarm algorithms introduce some randomness in the selection process, 
with the aim of preserving the diversity in the population and therefore the 
possibility of escaping local optima to seek a better solution. 

Of particular interest are the optimization methods in the class of the 
Evolutionary Algorithms [35, 36], because of their wide acceptance in 
turbomachinery design problems. Such techniques mimic the Darwinian theory of 
natural evolution and, in this respect, evaluate the fitness of each candidate w.r.t. 
the optimization objectives and constraints, in order to promote the best samples 
to the creation of the next generation of individuals. This process involves a 
crossover of the characters of pairs of candidates, called “parents” and represented 
by binary vectors (⃗, and returns new vectors, called “offspring”, exhibiting 
different binary combinations. The selection process of the parents is based on 
mechanisms aimed at identifying the pair of fittest samples at each iteration, till 
having exhausted all the individuals in the population. Despite the elitism in the 
process of mating two candidates for the generation of new samples, the 
possibility of coupling a promising individual with another one showing a low 
fitness value is maintained, with the goal of preserving the diversity in the 
generation of the new population. This aspect is also enforced by some mutation 
mechanisms, introducing a random alteration of a character in the binary vectors 
of the offspring at the completion of the crossover. Finally, during the transition 



 
from a generation to the following one, the fittest candidate from the previous 
iteration is recovered if it overcomes the performance of the best offspring. This 
entire framework allows the population to progress in the direction of 
improvement, maintaining a historic knowledge of the evolution process and 
guaranteeing the possibility of escaping the local optima in favor of a wide 
screening of the design space. 

Although the Evolutionary Algorithms proved their robustness in industrially 
relevant optimizations, it is recognized that thousands of generations are 
necessary in order to identify the global optimum. Since in turbomachinery 
problems the fitness of each individual has to be characterized through FVM and 
FEM analyses, the simple execution of the method would bring a considerable (or 
even unacceptable) computational budget. Therefore, low fidelity models, also 
called “surrogate models”, have been combined with the accurate three-
dimensional analyses in the wider framework of the Metamodel Assisted 
Evolutionary Algorithms [37].  An exemplary workflow is reported in Figure 1.3, 
from the in-house multidisciplinary design optimization platform “CADO” 
developed at the von Karman Institute for Fluid Dynamics [38].  

Such low fidelity models, for instance represented by heuristics like Artificial 
Neural Networks [39] or Kriging [40, 41], are non-physical approximations of the 
design hyperspace performed through the information of the previously analyzed 
samples. Their intrinsic advantage is in the fast execution of the evaluation of the 
fitness of the individuals, which allows considering them as a convenient means 
for the screening of a large population [42]. However, the lower computational 
involvement is contrasted by a reduced accuracy in the estimation of a candidate’s 
performance w.r.t. the high fidelity simulations. Therefore, some compensation 
techniques, like the “offline training”, are introduced. With reference to the 
workflow in Figure 1.3, the Evolutionary Algorithm invokes the metamodel for 
the investigation of the fitness of the population during its evolution. After 
evaluating a predetermined number of generations, only the best candidate 
identified by the metamodel is analyzed through the three-dimensional solvers. 
Therefore, the resulting accurate information is added to the database, comprising 
only the candidates evaluated by the high-fidelity simulations. Hence, a new loop 
of the evolutionary process starts.  

During the execution of this workflow, the error between the fitness estimated 
by the metamodel and the high-fidelity results is tracked. Such difference may be 
large at the first iterations, but tends to progressively decrease in the following 
loops. In fact, the information continuously added to the database favors more 
accurate interpolations of the design space by the surrogate model: this process is 
called “adaptivity”.  

In conclusion, the Metamodel Assisted Evolutionary Algorithm enables a vast 
exploration of the design space through thousands of generations, while only few 
tens or hundreds of individuals are processed by the expensive three-dimensional 
simulations.  



 

 

Figure 1.3 Workflow for Metamodel Assisted Evolutionary Algorithm 
developed in CADO. Source [38]. 

 

Despite the efficacy of this optimization strategy, the technique suffers from 
the limitation in the maximum number of design variables. In fact, a common 
drawback affecting the Gradient-free methods is known as “curse of 
dimensionality” [43], which indicates the exponential growth of the dimensions of 
the design space with the increase of the number of optimization variables. 
Therefore, the higher the number of design parameters, the wider the hyperspace, 
the higher the number of evaluations (or generations) required by the 
Evolutionary Algorithm to correctly locate the global optimum. Since high-
fidelity simulations are invoked at each generation, a typical limit of few tens of 
design variables is recommended to ensure the exploration of the design space 
within an acceptable computational budget. In case the component under 
optimization presents a complex geometry not suitable for the abovementioned 
limitation, it is common practice to split the entire domain in sub-regions, each 
one treated with a dedicated optimization process, with frozen boundary 
conditions. The underlying approximation, missing the interactions between the 
evolving sub-components, results in some performance deviations once the full 
assembly is analyzed for validation purposes. The extent of such difference is 
case-dependent and up to the experience of the designer. Therefore, this aspect 
intrinsic of zero-order methods poses a severe constraint to the attempt of further 
improving the design optimization procedures by increasing the level of detail in 
the geometrical description, as requested in the introduction. 

Moreover, the iterative nature of Gradient-free methods demands efficient 
high-fidelity solvers in order to saturate the exploration of the design space within 
an acceptable timeframe. Despite the existence of hybridized [44] and parallelized 



 
[45] techniques aimed at accelerating the search for the global optimum, the 
introduction of multidisciplinary analyses (such as the FSI) would anyhow imply 
more involved computations. This scenario could potentially impact the time 
necessary to complete the evaluation of each generation, along with the 
complexity of identifying the path to convergence of the optimization process. 
Hence, the sustainability of this framework in the effort of increasing the fidelity 
of the domain analysis is a critical aspect to be considered with regards to the 
expected advancements in the design of turbomachinery components.  

Concerning the identification of an exhaustive answer to this problem, the 
second class of optimization methods, known as Gradient-based methods, is 
briefly described in the next section. 

 

1.2.4 Gradient-based optimization methods 

Gradient-based methods make use of the sensitivity information of the 
function of interest in the search of the optimal solution [46, 47]. In the course of 
this manuscript, we focus on “first-order methods”, from the order of the 
derivatives of the cost functions. Since these algorithms do not need to sample the 
entire design space, but evolve a geometry following the direction of descent 
towards the minimum as indicated by the gradients, they are deemed more 
computationally efficient than Gradient-free methods (Figure 1.4). In particular, 
for each design iteration the derivatives, computed by one of the techniques 
described hereafter, are provided in input to the gradient-based optimizer, which 
identifies a direction of search and a corresponding step length to be followed for 
the modification of the candidate design through the alteration of its input 
parameters. Several different optimizers are available in the literature for the 
interested reader [48], which mostly differ in the algorithms determining the 
search direction. 

 

 

Figure 1.4 Search for local optimum by a Gradient-Based optimization 
method. 

 



 
 

The procedure adopted for the computation of the gradients is a distinctive 
aspect of the Gradient-based methods. [49] provides a summary of the available 
techniques. The application of Finite Differences is the simplest approach to the 
evaluation of the derivatives, but on the other side their accuracy is strongly 
dependent on the step size adopted for their computation. Moreover, the method 
implies the execution of a dedicated field solution for the perturbation of each 
design variable in order to compute the correspondent sensitivity of the cost 
function. Therefore, the computational cost scales up with the number of design 
parameters and the number of iterations required to identify the optimum. The 
evaluation of the gradients by the Complex Step method [50] shares the same 
drawback, despite the fact it produces accurate results because it is not affected by 
any round-off error. Similarly, the tangent linearization method may be adopted 
for the computation of the sensitivities, but a field solution would be required for 
the perturbation of each optimization parameter. Hence, it is obvious that the 
computational cost of such methods would likely become prohibitive in design 
optimization problems of complex components, especially in the presence of a 
large number of design variables and in case of disciplines involving expensive 
computations. Therefore, they may be less suited to address the issues previously 
raised for turbomachinery products. However, if the number of objective 
functions is lower than the number of optimization parameters, an efficient 
calculation of the gradients can be obtained by the adoption of the adjoint 
methods [51, 52]. 

This family of Gradient-based techniques was first introduced by [53] for 
fluid problems, and is characterized by a cost for the computation of the 
sensitivity derivatives of the objective function that is essentially independent 
from the number of design variables. Hence, it is particularly suited for problems 
requiring detailed geometrical descriptions with many degrees of freedom. 

 
Among the different techniques available in literature for the development of 

an adjoint framework, one of the two methods recurrent in this thesis is the 
computation of the adjoint equations through the linear algebraic approach 
discussed in [54], and herein repeated for sake of convenience.  

Given a cost function J, such as �C(, D(()E, (1.3) 
 

with x as the vector of input variables (for instance, the nodal grid 
coordinates) and y representing the state variables, a set of governing equations 
can be defined as follows: FC(, D(()E = 0 . (1.4) 

 

Eq. (1.4) relates a change in the values of the state variables y to the 
perturbation of the input parameters x, for instance determined by a modification 
of the component shape. The derivatives of the cost function w.r.t. the input 
variables resulting from the application of the chain rule of differentiation is the 
following: 



 ���( = H�H( + H�HD �D�(  . (1.5) 
 

The evaluation of the last term on the RHS of Eq. (1.5), dy/dx, could be 
computationally involved because requiring a field solution (for instance, through 
a differentiation of a CFD or a FEM simulation) to characterize the perturbation 
of each input variable x. Therefore, the computational cost would scale up with 
the number of degrees of freedom. In order to circumvent such limitation, the 
adjoint method eliminates the dependence of the cost function sensitivities on the 
term dy/dx. In particular, starting from the differentiation of the governing 
equations, �F�( = HFH( + HFHD �D�( = 0 , (1.6) 

 �D�( = − IHFHDJK? HFH(  . (1.7) 
 

Eq. (1.7) is introduced in Eq. (1.5) returning ���( = H�H( − H�HD IHFHDJK? HFH( , (1.8) 
 

from which the adjoint variable ψ is defined: 

LM = H�HD IHFHDJK?      →      IHFHDJM L = IH�HDJM . (1.9) 
 

Eq. (1.9) describes the adjoint system of equations whose solution would 
finally lead to the computation of the cost function sensitivities w.r.t. the input 
variables: ���( = H�H( − LM HFH(  . (1.10) 

 
 

Therefore, Eq. (1.9) and Eq. (1.10) demonstrate that the computational cost of 
the calculation of the objective function sensitivities is essentially independent 
from the number of input variables. In fact, the evaluation of the terms H� H(⁄  and HF H(⁄  appearing in Eq. (1.10) does not require any expensive field solution. 
Instead, the calculation of the adjoint variables in Eq. (1.9), whose size is the same 
as the vector of the state variables, implies a system solution of similar complexity 
as the standard primal (but then linearized) field problem. Hence, the cost of the 
calculation of the sensitivities is reduced to an additional system solve only, 
irrespectively from the number of input parameters. For this reason, the adjoint 
methods are addressed as a promising means for the advancement of the 
optimization techniques in case of complex physical problems demanding rich 
domain spaces and more involved numerical models, yet at an affordable 
computational cost. 

 
A second methodology available for the computation of the adjoint 

sensitivities, widely adopted in the framework of the present work, refers to the 



 
Algorithmic Differentiation (AD) technique [55]. Starting from Eq. (1.3) and 

introducing the design variables α such that � = � P�, DC((�)EQ, by applying the 
chain rule of differentiation, the “forward mode” of AD is obtained as follows: ���� = H�H� + H�HD HDH(  H(H� . (1.11) 

 

Since H( H�⁄  appears at the last term at the RHS of Eq. (1.11), a perturbation 
to any design variable would propagate throughout the entire differentiation chain. 
Therefore, for each variation of a design parameter α, a re-evaluation of HD H(⁄  through a dedicated field solution is necessary to compute the 
corresponding sensitivity of the cost function �� ��⁄ . 

The adjoint approach is realized by the application of the “reverse mode” of 
AD, consisting in a rearrangement of Eq. (1.11) by transposing its terms: 

I ����JM = I H�H�JM + IH(H�JM IHDH(JM IH�HDJM . (1.12) 
 

Eq. (1.12) presents as rightmost term of the chain of differentiation the 
sensitivity of the cost function J w.r.t. the state variables y, which needs to be 
computed only once if the cost function is unique. Now the derivative w.r.t. the 
design variables α appears only in the leftmost position of the transposed product 
and, therefore, has no influence on the other terms in the chain. Hence, consistent 
with the demonstration of the linear algebraic method, the evaluation of the 
sensitivities of the cost function w.r.t. the design parameters �� ��⁄  requires only 
one additional system solve to address the term HD H(⁄ , while the computational 
effort for the calculation of the other derivatives in Eq. (1.12) is almost negligible. 

A remarkable aspect of the reverse mode AD is the back-tracing of the 
perturbations, from the formulation of the objective function in backward 
direction till the original locations in the mesh, where the nodal coordinates are 
stored, and finally to the design parameters. Therefore, differently from the 
previous technique and the formulation in Eq. (1.9), in this case the adjoint 
variables ψ do not explicitly appear anymore. Instead, the sensitivities of the cost 
function w.r.t. the design variables are directly computed, as reported in Eq. 
(1.12). The new solver addressing the reverse mode computations mirrors the 
primal solver, as thoroughly discussed in Chapter 3. 

 
The implementation of the adjoint field equations can be performed in two 

different ways: 

- Continuous adjoint method: This approach relies at first on the 
linearization of the system of equations and their recombination through 
the Lagrange multipliers [56], while their discretization follows. This 
technique is the one adopted in the pioneering works of [53, 46] and its 
main advantages consist in the accurate linearization of the system of 
equations and the high performance of the code in terms of runtime. 

- Discrete adjoint method: Opposite to the previous method, this approach 
requires the discretization of the primal system of equations at first, 



 
followed by its linearization to formulate the adjoint equations [57]. The 
main advantage of this technique resides in the full consistency between 
the primal and the adjoint system of equations (i.e. considering their 
discrete framework, the adjoint equations are exact w.r.t. their primal 
version). Moreover, it is open to the possibility of verifying the accuracy 
of the derivatives line-by-line in the code by comparison with the 
Complex Step method, and eventually it allows also adopting automatic 
procedures for the development of the adjoint code [58]. 

Both methods present their own advantages and disadvantages and there is an 
almost equal share in the community of adjoint code developers. The work 
presented herein is executed by adopting the discrete adjoint approach and, more 
precisely, by developing the whole adjoint framework by “manual 
differentiation”.  

 
Despite the advantages of the adjoint methods are now evident to the reader, 

their large scale adoption for the solution of industrial problems has been limited 
so far. In fact, among the drawbacks of such technique, there is the requirement of 
having a well-conditioned design space in order to enable the calculation of the 
derivatives. This limitation may interfere with the need of evaluating complex 
geometries in off-design operative conditions, which is usually the case in internal 
aerodynamics problems for turbomachinery applications, like in the turbocharger 
field. In order to cope with the continuous demand of enhancements of the 
operative range and the efficiency of such machines, complex flow fields 
characterized by large flow separations must be tackled. Since the adjoint 
equations inherit the stiffness of the primal system, their solution may be 
challenging in such situations. In this respect, recent advancements in the 
robustness of the solvers are attributed to [59, 60], whose work on the JT-KIRK 
scheme allowed to expand the usability of the method. This new solution strategy, 
embraced in the recent development of the CADO flow solver by [54] (integrated 
in the framework of this thesis), proved its effectiveness in the design 
optimization of turbines and compressors for industrial applications [61 – 64], 
paving the way to a larger adoption of the adjoint techniques in the engineering 
community. 

 

1.2.5 Hybrid optimization frameworks 

Gradient-free optimization methods are also known as “global search” 
methods, because their explorative capability offers the opportunity of identifying 
the global optimum in the design space, provided that a sufficient number of 
candidates is evaluated. Instead, gradient-based methods, despite their efficient 
identification of the minimum of the objective function, may stagnate in local 
optima (cf. Figure 1.4), whose distance from the global optimum depends on the 
characteristics of the baseline candidate. The exploration capability of the adjoint 
method is investigated by [54] in comparison with a Differential Evolution 



 
algorithm in the framework of the optimization of a radial turbine impeller. The 
author shows how three different initial geometries scattered in the design space 
could all convergence to the same optimal solution by application of the adjoint 
method, and even extend the Pareto front constructed by the Gradient-free 
counterpart. Another example leading to a similar outcome is reported in [65] for 
the optimization of a turbine inlet guide vane. Therefore, it is possible to conclude 
that the actual performance of the adjoint method depends on the “morphology” 
of the design hyperspace of the problem under consideration, which is not known 
a priori. 

In order to support the designers in the early stages of a design optimization, 
hybrid techniques were recently explored, like in [66], proposing the combination 
of a Gradient-free algorithm with a Gradient-based method. The advantage of this 
set-up is the preservation of the exploration capabilities of the Gradient-free 
technique, while a Gradient-based method invoked at each iteration allows 
accelerating the convergence of the optimization. [67] presents a more efficient 
framework combining a Differential Evolution algorithm with an adjoint method, 
which is dynamically invoked during the evolution process with a number of calls 
progressively increasing as the candidate design approaches the region of the 
global optimum. Such new algorithm shows improved convergence performance 
for the optimizer. 

 
In case a hybrid optimization method is not available, a pragmatic approach is 

represented by the early investigation of the optimization problem through a 
Gradient-free method, for instance a Differential Evolution algorithm, followed 
by the switch to an adjoint framework. The transition from the first to the second 
method is recommended as soon as the rate of exploration of the gradient-free 
technique tends to saturate, thus focusing on a mature baseline design in input to 
the gradient-based framework. This transition point can be recognized by 
visualizing the history of the design variables and the performance parameters 
along the iterations of the optimization, stopping the DE as soon as the amplitude 
of the oscillations (qualitatively reported in Figure 1.5) decreases and a quasi-
monotone path of convergence is identified. At this point, the last individual could 
be considered as the initial design for an adjoint optimization, with the benefit of 
addressing this second step by a much higher number of design variables, along 
with augmented objective function and constraints obtained with more involved 
physical disciplines (like the FSI). Hence, the goal of increasing the level of detail 
in the shape modifications and to improve the fidelity of the physical predictions 
is achieved, while reducing the risk of being trapped in local optima, as it may 
happen instead with the direct application of an adjoint method since the early 
stages of the design exploration. 

 
The proposed framework may be a suitable means to respond to the needs of 

the turbomachinery community introduced at the beginning of this chapter.  



 

 

Figure 1.5 Qualitative history of a performance parameter during a Gradient-
free optimization and suggested switch to a Gradient-based optimization. 

 
However, the full exploitation of the adjoint methods still requires significant 

developments in the field of multidisciplinary simulations. In particular, the 
following section analyzes the problem of the design of a radial turbine impeller 
for turbocharger applications, exposing some critical gaps requiring further 
advancements in the technique. Hence, this thesis focuses on the expansion of the 
adjoint method to more involved physical disciplines with the aim of directly 
addressing some sensible aspects of the product robustness throughout its 
optimization. 

 

1.3 Turbocharger turbine technology 

Turbochargers are highly engineered components essential for the 
achievement of the future emissions regulations in the field of internal combustion 
engines, despite the selected fuel. Their introduction in a reciprocating 
architecture allows achieving improved power and efficiency, along with the 
actuation of more refined control strategies aimed at limiting soot formation and 
NOx emissions, while enhancing the powertrain transient response for increased 
elasticity at vehicle level [68 – 70]. The range of applications comprehends 
passenger cars, naval, rail and light-aviation products, large off-highway 
machines, and stationary power plants. These turbomachines consist of a radial 
turbine driving a radial compressor through its connecting shaft. The compressor 
is aimed at dynamically increasing the pressure level in the engine intake system 
in order to modulate the mass flow rate entering the cylinders. On the exhaust 
side, a turbine is demanded to convert the enthalpy of the exhaust gases in 
mechanical energy to the shaft [71]. [72] offers an interesting overview of the 
early stages of the development of a charging system and its matching w.r.t. the 



 
engine requirements for a light application of the general-aviation industry. In 
particular, the integration process of the turbomachine in the reciprocating 
architecture is described following the steps of the preliminary performance and 
fuel consumption estimates. The trade-off studies guiding the stage layout 
selection and its conceptual design, the evaluation of the materials, control 
mechanisms and bearing technology, the aerodynamic and structural design of the 
wheels, and finally the definition of the technology impact on the market are 
analyzed, as well as the technological contents necessary to achieve a cost-
effective large scale production. Nowadays, the analytical methods reported in the 
paper are replaced by multi-scale modelling techniques aimed at simulating the 
engine behavior in steady state operative conditions and transient manoeuvers, 
and therefore predicting the interactions between the turbocharger and the 
surrounding systems [73 – 75]. Therefore, the performance of the turbomachines 
are evaluated at engine or vehicle level and such information results in a set of 
requirements for the detailed machine design [76]. 

 

1.3.1 Turbines for automotive applications 

The engineers dedicated to the development of turbines for the automotive 
business are continuously demanded to provide cost-effective technologies with 
increased operative range and improved efficiency all over the engine map. In 
fact, differently from the aeronautical applications, the typical duty cycles for 
passenger cars span the whole envelop of the engine performance curve, from 
very low mass flow rates in urban driving conditions, up to peak power. The 
capability of delivering the required boost pressure in any of those operative 
points is a key ingredient for the emissions control and the responsiveness of the 
engine. In order to cope with these requests, the Variable Geometry Turbine 
(VGT) technology emerged in the past decades, with a recent increase in 
popularity in the new gasoline applications adopting Miller cycle-based lean 
combustion strategies [4]. This turbine architecture, exemplarily reported in 
Figure 1.6, mainly consists of three elements:  

- A volute collecting the entire mass flow from the combustion chambers, 
except the portion dedicated to the recirculation towards the intake 
manifold through the short-route circuit. 

- The Variable Geometry Nozzle mechanism, comprehensive of a set of 
vanes arranged in a cartridge, rotating around their pivots. The change in 
the vanes setting angle determines a variation of the flow passage towards 
the wheel with the aim of regulating the flow incidence angle at the rotor 
blades leading edge. 

- A rotor, typically a radial or mixed-flow impeller, for the conversion of the 
enthalpy of the exhaust gases in mechanical energy to drive the 
compressor. 



 
The main advantage of a VGT layout, in comparison with standard systems 

equipped with a wastegate valve, is related to the wider operative range at high 
efficiencies, since the machine is capable of managing the entire flow exhausted 
by the combustion chambers with no need of any external bypass channel. 
Additionally, it can adjust the rotor inlet flow tangential component by means of 
the inlet guide vanes. Therefore, more enthalpy is available for the extraction of 
power at the turbine wheel and near-optimal conditions are achieved according to 
Euler’s equation. This is reflected in faster accelerations of the compressor and 
higher boost targets realized by the turbocharger, finally disclosing more 
opportunities in the refinement of the calibration of the selected combustion 
package. In the specific case of a Miller cycle, [77] shows that eventually the 
VGT technology may deliver the boosting capabilities necessary to design an 
architecture for higher Miller rates, thus leading to further improvements in fuel 
consumption. 

In order to deal with the wide span of operative conditions, statistical 
approaches have been refined to synthesize the information in a discrete number 
of key points in the engine map, whose flow characteristics are extracted for the 
determination of the boundary conditions to be imposed to the turbine domain. 

 

 
 
Figure 1.6 Variable Geometry Turbine components: volute, vanes, rotor. 

Courtesy of General Motors. 

 
This information, typically represented by mass flow averaged figures 

retrieved from the engine performance models, results in a set of steady state 
operative conditions that the turbine design has to be confronted with, aiming at a 
balanced solution according to the engine requirements. Since compact layouts 
are generally necessary to fulfill the most diverse project goals (from transient 
response, to boosting capability at low mass flow rates, and reduced heat rejection 
to the external environment), the turbine is demanded to operate over a wide range 
of vane positions, increasing the complexity in the design operations. Moreover, 
this technology presents a clearance between vane-shroud and rotor-housing of 



 
the order of few hundreds of microns, whilst the typical thermal operative range 
spans from ambient temperature up to 1050°C in gasoline applications, this 
without the possibility of any dedicated blade cooling circuit. These 
considerations add up to other targets for a production-intent design, like the 
structural integrity to centrifugal and fluid-induced stresses for operations in 
excess of 300k RPM in small applications, the robustness to the engine and fluid-
induced vibrations, creep resistance and a minimum fatigue lifetime, along with 
the fulfillment of cost, mass and packaging constraints. Such scenario clearly 
demonstrates the challenges the designer is confronted with during the product 
development process. Therefore, it is indeed recognized that a design practice 
based on the experts’ intuition alone would be likely inconvenient. Hence, 
multidisciplinary optimization methods play a fundamental role. 

 

1.3.2 Turbine design optimization 

The standard process for the design optimization of turbine components is 
multidisciplinary and multipoint, resulting in customized geometries responding 
to specific engine functional requirements [78]. Given a set of operative 
conditions (OPs), the optimization problem may be described by a compounded 
objective function, as presented in Eq. (1.2), synthesizing the performance 
information collected by the analyses executed in most (if not all) the key points. 
At the same time, a set of constraints is applied to some OPs, against which the 
turbine geometry is assessed. In general, the optimizer performs the shape 
modifications in such a way the investigation of the design space is driven by the 
need of satisfying the constraints set at first, in order to identify some feasible 
geometries, followed by a minimization of the objective function. The values of 
the weights =� in case of a single-objective function (ref. Eq. 1.2) are application 
dependent and based on the designer’s experience. Therefore, the process can 
assume different convergence paths leading to non-unique solutions, hopefully in 
proximity of the global optimum.  

Examples of optimization problems for turbocharger applications are 
discussed in [27] for the case of a centrifugal compressor, and in [79] for the 
development of a radial turbine impeller. In the latter, the novelty is represented 
by the additional constraints applied to the blade in order to respond to the flow 
vibrational excitations induced by the VGT vanes, without having the nozzles 
explicitly represented in the domain. Both the optimizations are performed by the 
direct application of an adjoint method to a baseline geometry, either obtained 
from a previous Gradient-free optimization or from a diligent manual design. 
These efficient processes prove that an optimal solution can be achieved in few 
iterations (respectively 18 and 20), resulting in a significant time saving w.r.t. a 
Gradient-free optimization performed on the same baseline turbine rotor [80], 
which leads to a computational budget of about nine times higher. Therefore, it 
follows the opportunity of trading the less expensive optimization by the adjoint 



 
method with the implementation of more involved physical disciplines. The 
benefit is twofold:  

- On one side, the optimizer equipped with more comprehensive models 
would be influenced by their predictions and may select a different path of 
convergence towards a solution which is deemed the “truly optimal 
candidate”, as affected by less assumptions and simplifications. In this 
regard, the best shape would behave consistently during the validation 
process performed after the completion of the optimization, as most of (if 
not all) the relevant disciplines, even the more computationally 
demanding, were already considered by the optimizer itself. Therefore, the 
risk of incurring in unfeasible shapes is drastically reduced. 

- On the other side, the reliability of such models would support a wider 
adoption of numerical simulations in place of the experimental testing, 
thus limiting it to the final stage of the validation only. This scenario 
would give access to a significant cost saving and a faster product roll-out 
to the market. Moreover, the higher the model accuracy, the lower the 
safety margins applied to the design and, therefore, the higher the chance 
of identifying promising solutions. 
 

Since the advantages of surcharging the adjoint method with more complex 
disciplines are known, it is necessary to focus on the missing aspects in 
turbocharger radial turbines optimizations. [78, 79] present the treatment of 
aerodynamic related parameters (such as efficiency, pressure ratio, permeability, 
etc.), along with the evaluation of centrifugal stresses and vibrational modes. 
Geometrical aspects, like the inertia, are also included. [80] discusses an efficient 
implementation of Uncertainty Quantification evaluations within the framework 
of a Gradient-free optimization, with the scope of accounting for the 
manufacturing deviations and their impact on the previous performance figures. 
However, a commonality among these optimizations is the assumption of 
adiabatic walls all over their domains. This simplification (mostly inherited from 
the past, when adjoint methods were less popular and the calculation resources 
more limited) is due to the significant computational overhead implied by the 
accurate evaluation of three-dimensional heat transfer phenomena between solid 
and fluid media. 

[81] analyzes the problem of the Fluid-Structure Interaction in radial turbines, 
in relation to the thermal loads induced by the fluid in contact with the blades. 
Their effort is to accurately predict the heat transfer mechanisms between the two 
media for a reliable estimation of the loads to the rotor in dynamic operative 
conditions. The study shows the most impacted regions of the wheel are those 
ones exposed to the highest difference in Reynolds number w.r.t. the main flow in 
the blade channel, i.e. the areas affected by secondary flows like the blade leading 
edge, the tip and the trailing edge. Hence, the authors suggest considering the 
inclusion of the impact of the thermal field on the structure, on top of the standard 
computation of the centrifugal stresses. 



 
 
The integration of the heat transfer analysis within an optimization process is 

a topic of recent interest [82 – 84]. The physical phenomenon is described through 
the application of a Conjugate Heat Transfer (CHT) procedure as originally 
proposed by [85, 86], which involves the thermal interaction between a solid body 
and its surrounding fluid by a coupled solution of the two domains. The challenge 
in the implementation of this methodology within the landscape of a 
multidisciplinary optimization of a complex geometry consists in the trade-off 
between the accuracy and its computational overhead, so far limiting the thermal 
predictions only to the validation phase in industrial design procedures. In fact, it 
is a common practice during an optimization to replace such intensive 
computations with reduced order models or safety margins based on empirical 
experience. However, it is recognized that most of the previously cited benefits 
are lost with such simplifications and the competitiveness of the product might be 
impacted.  

Therefore, since the CHT analysis is less suited for a Gradient-free 
optimization framework, a new optimization approach based on a highly 
multidisciplinary adjoint method is investigated in this work.   

 
In conclusion, the introduction of thermal evaluations within the optimization 

of industrially-relevant geometries is still at an early stage of development. To the 
best of our knowledge, the literature presents only few studies considering the 
CHT analysis in adjoint-based optimizations [87, 88], a limited number of them 
adopts a discrete adjoint formulation [89 – 91], and none extends the problem to 
thermo-mechanical evaluations for complex three-dimensional geometries, with 
their consequences on the lifetime of the component. Therefore, this work is 
aimed at covering critical gaps in the design of radial turbines. 

 

1.4 Objectives of the work 

The thesis deals with the problem of the durability control with respect to the 
operative thermal loads, which is a fundamental aspect in the design of 
turbochargers for automotive applications. Because of the highly dynamic duty 
cycles of these machines, it may be inconvenient to relegate the lifetime 
assessment to the late phase of the geometry validation, as any potential failure 
might be difficult to interpret by the sole experts’ intuition. Moreover, a manual 
correction of the design could affect other figures, previously dealt by the 
optimizer (such as performance related parameters or other structural constraints). 
Therefore, this work is aimed at facilitating the integration of some aspects of the 
product lifecycle control within the established optimization process, defining a 
strategy that is self-reliant and compatible with the standard timing of industrial 
workflows. 

 



 

 

Figure 1.7 Schematic representation of the problem framework in primal 
mode, with CHT closure between the involved disciplines. 

 
 

In light of this objective, the main goals of the thesis are the following: 

1. Development of a framework for the execution of the CHT analysis, with 
the aim of predicting the temperature field in the solid domain and the 
related impact in terms of thermo-mechanical stresses. The introduction of 
the CHT analysis promotes the closure between the fluid and the structural 
disciplines, so far treated separately (Figure 1.7).  
 

2. Development of an adjoint-based optimization framework compatible 
with the requirements of such multidisciplinary analysis. With reference 
to the workflow discussed in [54], the goal is to enrich the current 
multidisciplinary outlook with an additional constraint, as qualitatively 
reported in Figure 1.8, enforcing the path of convergence of the optimizer 
to a robust solution.  

 

3. Validation of the framework and application to a turbocharger radial 
turbine rotor in steady state operative conditions. Analysis and 
interpretation of the results. 

 

4. Extension of the method to the evaluation of the Thermo-Mechanical 
Fatigue problem experienced in engine dynamic operative conditions. 

 

5. Validation of the transient adjoint framework, application to a 
turbocharger radial turbine rotor test case and interpretation of the results. 

 
The algorithm is developed in the C++ programming language and is 

integrated in the in-house optimization platform “CADO”. 



 

 
 
Figure 1.8 Simplified adjoint multidisciplinary optimization workflow in 

CADO.  

 

1.5 Thesis outline 

The remainder of this thesis describes the development of a gradient-based 
multidisciplinary optimization framework for thermo-mechanical evaluations and 
presents its application to the test case of a radial turbine rotor geometry. In 
particular, the manuscript is structured as follows. 

 

Chapter 2 introduces the mathematical framework for the development of the 
heat transfer analysis in the body of the optimization. The problem of the interface 
between the solid and the fluid domains is treated, as well as the validation of the 
CHT solver in steady state operative conditions and the definition of the most 
convenient mesh settings for a radial turbine rotor test case. The calculation of the 
thermal field allows the inclusion of the thermal strains in the solid domain and 
the prediction of their impact on the stresses, which are computed in demanding 
engine operative points. Hence, the field of thermo-mechanical stresses is 
compared to a similar prediction following the adiabatic walls assumption, as a 
demonstration of the implications of the thermal loads on the robustness of the 
structure. 

  

Chapter 3 addresses the development of a discrete adjoint framework tailored 
to the implementation of the thermo-mechanical analysis in steady state operative 
conditions. Concerning the adoption of a gradient-based method, the development 
of a system supporting the calculation of the constraint function sensitivities w.r.t. 
the solid and the fluid grids coordinates is discussed, along with the validation of 
the gradients, with the aim of including this analysis in a Sequential Quadratic 
Programming-based optimizer [92].  

 

 



 
Chapter 4 expands the evaluation of the thermal stresses to engine transient 

operative conditions, such as in cyclical manoeuvers representative of real-driving 
conditions. In this respect, the problem of the Thermo-Mechanical Fatigue (TMF) 
in the turbocharger turbines is addressed, with the aim of optimizing the turbine 
impeller durability. The primal and the adjoint solvers treating the conjugate 
problem in transient conditions and the structural-mechanic history of the 
component are discussed with focus on the requirements of computational budget, 
with the aim of creating a framework suitable for industrial applications. 

 

Finally, Chapter 5 presents the conclusions drawn from this study, along with 
some proposals of possible future steps complementary to the current findings. 



 

Chapter 2 

Thermo-mechanical stresses in 
primal solver 

2.1 Turbocharger thermal analysis 

Thermal analyses of turbocharger components are typically executed to 
address two different scopes. 

The first one is related to the improvement of the accuracy of the performance 
predictions by the engine models, influenced by the approximated interactions of 
the turbocharger with the surrounding subsystems. In fact, a cause of mismatch 
between simulated and measured performance resides in the simplified treatment 
of the thermal losses within the turbomachine, which is imported in the one-
dimensional engine model in the simplified form of maps containing lumped data, 
measured in nominal conditions [93 – 95]. In order to increase the reliability of 
those predictions, [96] offers an extensive overview of the state-of-the-art 
research activities aimed at characterizing the heat transfer phenomena in 
turbochargers, considering both one-dimensional and three-dimensional 
modelling techniques. The goal is to create thermal maps of the prototype part or 
its virtual mock-up in steady state and transient operative conditions. Such 
extensive dataset enables the exploration of enriched one-dimensional approaches, 
capable of reacting to the variations of the boundary conditions from the engine 
model, yet still preserving the advantage of a low computational budget [97 – 99]. 
Hence, the expensive three-dimensional thermal simulations are replaced by 
efficient zero- or one-dimensional models (Figure 2.1-a) improving the fidelity of 
the engine performance estimations at an affordable cost.  

The second approach to the turbocharger thermal analysis follows an opposite 
direction, consisting in a two-step process starting at system level and ending up 
with detailed evaluations (Figure 2.1-b). At first, the turbomachine is analyzed 
with reference to the engine performance envelop, and its operations are 
synthesized in a discrete number of characteristic points from the engine map. The 



 
relevant boundary conditions at the inlet and at the outlet of the turbocharger 
component, extracted from the one-dimensional engine model, are applied to its 
three-dimensional representation. Hence, a thermal analysis of the turbomachine 
is performed with the coupling of the three-dimensional fluid and solid domains 
through a Conjugate Heat Transfer (CHT) technique, with the goal of generating a 
detailed virtual thermal map. This data is directly evaluated against the constraint 
of maximum temperature (aimed at avoiding the formation of any severe local hot 
spot), or addressed to secondary analyses of critical subcomponents requiring the 
characterization of the temperature field as input [100, 101]. 

 
Concerning these two scenarios, the thermal FSI problem undertaken in this 

thesis pertains to the second area of focus. In particular, the scope herein is to 
address detailed thermo-mechanical evaluations of a turbocharger turbine impeller 
by means of an optimization framework, with the aim of enhancing its robustness 
against any critical thermal event possibly encountered along its duty cycle. 

 

 

Figure 2.1 Workflows for turbocharger thermal analyses. 

 

2.2 Thermal evaluations by the Conjugate Heat Transfer 
analysis 

2.2.1 The conjugate problem 

Heat transfer phenomena in a solid surrounded by a fluid occur any time a 
temperature gradient is established between the two media (Figure 2.2). The 
thermal exchange in the fluid domain develops through the convection 



 
mechanism, which involves diffusion processes at molecular level and advection 
at macroscopic scales due to the motions in the bulk flow. Instead, the solid field 
exhibits only diffusion mechanisms by conduction processes, which account for 
the energy exchange within the material through particles collisions at 
microscopic level [102]. The heat transfer between the two domains takes place at 
their interface. This is the case for instance in turbomachinery applications, and in 
particular in turbine blades, experiencing a convective loading RST from the hot 
exhaust gases, and developing a thermal conductive path within the solid towards 
the inner cooling elements. 

The numerical description of this problem of fields coupling is performed 
through the Conjugate Heat Transfer method, as originally proposed by [85, 86]. 
Such technique, either formulated as a two-way loose coupling approach or a tight 
coupling approach, opposes to simplistic methods referring to a one-way coupling 
philosophy. In fact, the latter usually computes the convective heat transfer 
coefficient by means of the sole fluid solution, by running dedicated CFD 
analyses with imposed wall temperatures. It follows a Robin boundary condition, 
which is assigned to the solid for the determination of its inner temperature field. 
This technique, despite the advantage of a rather inexpensive computational 
framework, offers only a rough estimate of the development of the thermal 
boundary layer [103], since it neglects the local temperature evolution in the solid. 
Instead, a more accurate representation of the heat transfer phenomena is offered 
by the coupling method known as the “conjugate problem” [104].  
 

 

Figure 2.2 Heat transfer phenomenon between fluid and solid media in 
contact. 

 
With reference to this last approach, the work herein presented adopts a two-

way loose coupling technique for the development of a CHT framework 
according to [105], in which a fluid and a solid solver are sequentially called in an 
iterative process with mutual exchange of boundary conditions, till reaching the 
convergence of the temperature at their interface. As anticipated in Section 1.2.2, 
the advantages of this partitioned coupling technique are related to the efficient 
solution of each domain by the use of specialized solvers, and the flexibility 
offered by the adoption of the most suitable meshing strategy for each medium. 
Moreover, in case of an unsteady operating condition, a faster convergence of the 
thermal coupling is achieved through the partial decoupling of the two fields, 



 
which show very different characteristic time scales, as will be discussed in 
Chapter 4. 

 
The literature offers many numerical techniques to describe the conjugate 

problem. [106] adopts the Finite Volume Method (FVM) with structured meshes 
for both the fluid and the solid domains. [107] develops a coupling procedure 
between a research CFD code using FVM structured meshes and a commercial 
code adopting a FVM unstructured grid on the solid side. [108] analyzes a CHT 
problem in turbomachinery applications through FVM unstructured grids over the 
entire computational domain. Hybrid methods are presented by [109, 110] 
modelling the convection by a FVM and solving the solid through a Boundary 
Element Method (BEM), while [111] makes use of a scheme comprehensive of a 
Finite Difference Method (FDM) and a BEM. [112] presents a localized Radial 
Basis Function (RBF) meshless method extended to the fluid-solid coupling in 
CHT problems. [113] develops a conjugate model using a Volume Average 
Technique (VAT) applied to the momentum and energy equations in the domains 
coupling, solving the system of equations by a Galerkin method.  A recent 
contribution from [114] presents a coupled lattice Boltzmann FVM for the 
solution of this problem. 

The present work addresses the solution of the fluid domain through a FVM, 
while a Finite Element Method (FEM) is adopted for the analysis of the solid 
medium. 

 

2.2.2 Domains discretization 

The problem under investigation is represented in Figure 2.3, in which a 
turbine rotor is analyzed considering a periodic sector. A multi-block structured 
fluid grid with boundary layer refinement is interfaced to an unstructured solid 
mesh of second-order tetrahedral elements for the computation of the heat fluxes 
between the two domains. 

The choice of discretizing the fluid domain with a structured grid is justified 
by the higher accuracy returned in the flow solution, in particular in the region of 
the boundary layer. Moreover, since the turbine impeller presents a highly 
staggered shape, a multi-block mesh [115] supported by a topology-based 
approach is adopted to split the domain in fourteen sub-regions. The benefit is 
twofold: maintaining a conformal curvilinear grid at the periodic boundaries, and 
preserving the flexibility necessary to generate a high quality mesh throughout the 
domain by a Transfinite Interpolation technique [116].  

The solid domain, instead, is discretized with an unstructured grid of 
tetrahedral elements generated by a three-dimensional Delaunay method [117]. A 
hierarchical approach is adopted for the grid generation, starting from the vertices, 
edges and faces laying on the CAD surface, followed by the distribution of inner 
nodes in the volume. This technique allows approximating the original blade 
shape with high fidelity, regardless its complexity, thus supporting the accuracy of 



 
the structural computations in the most stressed regions, like the hub fillet. 
Moreover, it ensures the conformity of the solid grid with the geometry, which is 
updated at each iteration during an optimization. 

 

 

Figure 2.3 Radial turbine rotor: Fluid and solid meshes. 
 

While the solid mesh is tightly coupled to the original CAD surface, the fluid 
grid approximates the region of the blade hub fillet, as shown in Figure 2.4, 
because not significantly impacting the aerodynamic results. On the contrary, the 
blade tip clearance w.r.t. the housing is rigorously discretized in order to compute 
the secondary flows developing in the shroud region. This set-up determines the 
generation of locally overlapping non-matching grids, as discussed in the next 
section. 

The reader interested in the details of the mesh generation process is 
addressed to [54, 118]. 

 

 

Figure 2.4 Locally overlapping fluid and solid meshes at blade hub fillet. 



 
2.2.3 Fluid-Solid interface mapping 

The conjugate problem is determined by the iterative exchange of information 
between the fluid and the solid domains at their interface. Since the two grids are 
non-matching and even overlapping in certain regions, a suitable technique must 
be implemented for the identification of the correspondences between fluid cells 
and solid nodes. An eligible method has to be robust w.r.t. the fluid mesh 
stretching in regions of high velocity gradients, and the solid nodes refinements at 
thin edges. Moreover, it has to be capable of dealing with quadratic finite 
elements, which present curvilinear edges. 

[119] discusses four interpolation approaches: three techniques imply the use 
of projection methods in the three-dimensional space, while the fourth one adopts 
a generic search algorithm. The latter is adopted in the present work because of its 
demonstrated robustness in treating meshes of any complexity, despite being a 
non-conservative technique introducing some small losses in accuracy [119]. In 
its original formulation, this method, named Distance-Weighted Interpolation 
(DWI) [120], implies the definition of a search radius drawing a circular area in 
2D or a sphere in 3D, whose origin is placed in correspondence of a reference cell 
center (or solid node). All the nodes (or cells) trapped into the search region are 
mapped as “the closest neighbors” of the target cell (or node). Hence, the 
exchange of information between the two grids takes place through a weighted 
average of the data from the population captured into the search region. The 
weighting function is based on the mutual distance of each node w.r.t. the target 
cell (or viceversa): 

U% = ∑ U(�)��W�(�)BX�Y?∑ 1��W�(�)BX�Y?  (2.1) 

 

with X representing the information to be exchanged between the two grids, j 
indicating the target cell center or node, dist standing for the distance between 
each node i within the search region and the target cell center j (or viceversa). 

Although this approach benefits from its generality, it presents two 
weaknesses. First, the construction of a spherical search region in the three-
dimensional space may lead to intercepting neighboring nodes (or cells) belonging 
to wrong regions of the physical domain. It is the case of a search sphere in 
proximity of thin walls, like at the blade tip (Figure 2.5-a): in the proposed 
example, the simplistic application of the method would mate the solid node at 
pressure side with some fluid cells located on the suction side, leading to a 
corrupted data averaging. In principle, a proper calibration of the search radius 
may help avoiding such circumstances, but this workaround loses generality at the 
hub fillet, where the two grids, detached from each other (ref. Figure 2.4), could 
create missing intersections preventing the data exchange. In order to address this 
problem, the solid and the fluid domains are split in sub-regions (named blade 



 
pressure side, suction side, hub, tip, etc.). Therefore, the search algorithm is 
activated only between corresponding fluid-solid zones, instead of attempting the 
coupling of the two fields through a global search within the entire domain, thus 
avoiding any wrong averaging (Figure 2.5-b). This approach brings also a 
reduction in the computational cost for the mapping of the interface, as for each 
fluid cell (or solid node) the search of the neighbors is limited only to the nodes 
(or cells) belonging to the corresponding sub-space, instead of invoking the entire 
mesh. 

 

Figure 2.5 Search region shortcomings (a) and application of domain split (b). 

 
The second issue refers to the application of the method in locations with high 

mesh stretching on fluid side. Figure 2.6-a shows a cut of the scene in a direction 
perpendicular to the wall: the target solid node, laying far from the cell centers, 
would intercept a search region involving fluid cells not in direct contact with the 
surface, as a result of the aspect ratio returned by the stretching. Since the thermal 
boundary layer is a region presenting high temperature gradients, the weighted 
averaging among cells not in direct contact with the wall could induce a locally 
false estimation of the heat fluxes. In order to compensate for this situation, only 
the fluid cells belonging to the domain layer in actual contact with the solid 
surface are invoked in the mapping procedure (Figure 2.6-b), and their 
temperature at the face in contact with the wall is considered (as discussed in the 
next section). Thus, a positive side effect is the further reduction of the 
computational overhead of the DWI because of the smaller number of mating 
elements. Moreover, the concept of “search radius” is dismissed in favor of a 
ranking assigned to each node or cell according to their mutual distance. This 
approach avoids the need of any local adjustment of the size of the search region 
based on the different meshes refinements. 



 

 

Figure 2.6 Search region across the thermal boundary layer (a) or through the 
first layer of the fluid domain (b). 
 

Despite such improvement, the fluid mesh stretching could also take place in 
a direction parallel to the wall, as also discussed in [119]. This scenario would 
lead to solid nodes capturing information from cells located along the stretching 
direction, hence not being on top of them (Figure 2.7-a).  

 

 

Figure 2.7 Search region across fluid mesh stretching parallel to the wall (a). 
Search through isotropic virtual fluid points distribution (b). 



 
Because of the possibility of large temperature gradients also in this direction, 

the interpolated information would suffer in accuracy. This issue is tackled by the 
construction of a “virtual fluid grid” aimed at creating a locally isotropic 
distribution of virtual points around each solid node. The distance between two 
neighboring cell centers is covered by a distribution of virtual points, whose 
number depends on the cells aspect ratio. Each virtual point contains the 
information obtained through linear interpolation from the closest cell centers. 
Indeed, the goal is to increase the density of the attractors in proximity of each 
solid node, avoiding possible inconsistencies generated from gathering the 
information from fluid cells located too far away. Therefore, the search algorithm 
applied to the target solid node would intercept a majority of close virtual points 
from the isotropic pattern, bringing higher accuracy in the DWI procedure (Figure 
2.7-b).  

The result of such implementations is shown in Figure 2.8, describing the 
pattern of fluid temperatures at the wall as resulting from the CFD computation 
(Figure 2.8-a), and the corresponding interpolated temperatures applied to the 
solid surface as returned by the DWI procedure (Figure 2.8-b).  

 

Figure 2.8 Distance-weighted interpolation method applied to the exchange of 
information between solid and fluid domains: (a) fluid temperature at walls, (b) 
interpolated fluid temperature assigned to the solid surface. 

 

2.2.4 Coupling method  

The partitioned coupling method separately solves each field involved in the 
multidisciplinary problem, generating boundary conditions for the other one. The 
non-synchronous solutions of the two domains determine numerical stability 
problems associated with the interface treatment, which are specific for the 



 
method adopted in the coupling process. This characteristic distinguishes the 
loose coupling approach from the monolithic one, which is essentially 
unconditionally stable [121].  

In the case of the conjugate problem, [122] discusses the stability properties 
of four coupling techniques, reported in Table 2.1, which rely on the Dirichlet or 
the Neumann boundary conditions at fluid and solid side, or on the Robin 
boundary condition applied to the solid. In summary, the convergence rate 
depends on the local Biot number, which expresses the ratio between the 
conductive over the convective thermal resistances: 

Z� =  ℎ �5  (2.2) 

with h indicating the convective heat transfer coefficient, L the characteristic 
length at the wall, and k the solid thermal conductivity coefficient, while L/k is the 
conductive thermal resistance.  

In complex geometries, as in the case of a radial turbine impeller, the Biot 
number may locally change to values greater or lower than unity, according to the 
variations in the blade thickness (affecting L) and in the local flow conditions 
(mostly contributing to the variations in h). This situation is inconvenient for the 
Flux Forward Temperature Back (FFTB) method [123] or the Temperature 
Forward Flux Back (TFFB) method [124], because their stability regions hold 
respectively for |Z�| < 1 and |Z�| > 1. Therefore, such techniques are unsuitable 
for locally swapping conditions around unity. Instead, the methods characterized 
by a Robin boundary condition, either the heat transfer Forward Temperature 
Back (hFTB) [125] or the heat transfer Forward Flux Back (hFFB) [126], exhibit 
a wider stability region. In fact, they provide the possibility of controlling the Biot 
number ranges in which stability is obtained through a user-imposed “virtual heat 
transfer coefficient” ℎ̂ (introduced later), thus promoting the convergence of the 
fluid-solid coupling. Finally, [127] presents a recent development with Robin 
boundary conditions applied to both the domains, demonstrating the technique in 
a one-dimensional incompressible test case. 

 

Method Fluid BCs Solid BCs 

FFTB Dirichlet Neumann 

TFFB Neumann Dirichlet 

hFTB Dirichlet Robin 

hFFB Neumann Robin 

hFRB Robin Robin 
 

Table 2.1 Partitioned coupling methods for the conjugate problem. 
 

The hFFB method is selected in the present study since a heat flux boundary 
condition imposed to the fluid domain would generally improve the convergence 
stability of the CFD computation compared to an imposed wall temperature 



 
boundary condition. The corresponding workflow is presented in Figure 2.9 and 
discussed hereafter. 

 

Figure 2.9 hFFB coupling method for the CHT analysis. 

 

The conjugate problem is addressed with an initial CFD computation considering 
adiabatic walls. The fluid temperature _̀ a and the heat flux normal to the walls R`a are retrieved at the boundaries in contact with the solid, and a virtual fluid 
bulk temperature _ST is calculated as: 

_ST =  _̀ a A R`aℎ̂  (2.3)

with ℎ̂ indicating a constant user-defined virtual heat transfer coefficient. 

Since the initial fluid simulation is adiabatic, Eq. (2.3) returns a virtual fluid bulk 
temperature equal to the fluid temperature at the walls. The DWI procedure 
computes the interpolated _STb  field associated with the solid grid nodes. 

Consequently, ℎ̂ and _STb  are assigned to the FEM heat transfer model, such that 
the convective load to the solid results from the following boundary condition: 

Rca < ℎ̂C_ A _STb E (2.4)

with T as the unknown solid nodal temperatures.  



 
After solving the FEM heat transfer problem, the temperature and the heat 

flux distributions at this boundary are known. Therefore, the heat flux at the 
interface is calculated from the solid temperature field T by means of the Fourier’s 
law applied to all the finite elements exposing at least one face to the fluid: 

Rca = −5 �_�4 (2.5)

with �_ �4⁄  indicating the temperature gradient normal to the wall and k the 
thermal conductivity coefficient. 

The heat flux Rca is processed by the DWI routine, returning the heat flux R`a 
assigned to the fluid cells at the interface. A new CFD simulation, now accounting 
for an external heat flux at the viscous walls, is recomputed and the entire 
workflow is re-iterated for several loops, till the achievement of the continuity of 
the temperature at the interface between the two fields. [122] demonstrates that 

�� dR`a�e? − R`a� d → 0    �ℎ94  fd_ca� − _̀ a� d → 0  dRca� − R`a� d → 0  . (2.6)

 

The user-imposed virtual heat transfer coefficient ℎ̂ does not affect the final 
solution of the coupling problem, but it influences the predicted wall heat fluxes at 
any intermediate cycle of the conjugate procedure, thus determining the 
convergence path of the thermal analysis. In the case of the hFFB method, [119] 
shows that a suitable choice of the virtual coefficient ℎ̂  < 2ℎ, with h as the 
physical value of the convective heat transfer coefficient, would guarantee the 
convergence of the CHT problem for any local value of the Biot number. The 
higher the value of ℎ̂ within the stable region, the faster the convergence of the 
partitioned coupling method. A discussion about the determination of a suitable ℎ̂ 
value for a problem of industrial relevance is reported in Section 2.4.2. 

 

2.3 Primal solvers 

2.3.1 Solid heat transfer solver 

The heat transfer phenomena within the solid domain are modelled through a 
steady linear FEM solver, developed according to [128]. 

The governing equation for the energy balance in a solid medium is defined 
as: 

hi �_�� =  ∇ ∙ R + k (2.7)

with T indicating the solid temperature and q the heat flux, ρ is the material 
density, c is the heat capacity, t is the time, and Q is the internal heat source. 



 
The weak form of Eq. (2.7) is obtained by multiplying each term by a small 

perturbation of the unknown temperature l_, and integrating it over the entire 
volume [129]: 

m hi �_�� 
n l_ �o =  − m ∇ ∙ R l_ �o 

n + m k l_ �o 
n  . (2.8)

Since the conjugate problem under analysis is about a steady state operating 
condition and there is no internal heat source, Eq. (2.8) reduces to 

p ∇ ∙ R l_ �o n = 0  . (2.9)

Eq. (2.9) is integrated per parts, resulting in the following: 

p R l_ �q c − p R ∇(l_)�o n = 0  . (2.10)

The heat flux q is described by the Fourier’s law: R = −5∇_. Concerning the 
surface integral at the first term, if the solid surface consists in q =  Hr? + HrB +Hrs, the relevant boundary conditions will be distinguished in the following 
families: 

 Dirichlet – Constant temperature applied to the reference surface r?: 

_|t? = iu4W� . (2.11)

 Neumann – Heat flux q imposed to the reference surface rB: 

−5∇_|tB = R . (2.12)

If q=0, an adiabatic wall boundary condition is defined. 

 Robin – Convection boundary condition applied to the reference surface rs: 

−5∇_|ts = ℎ̂C_|ts − _STb E . (2.13)

Here, the heat flow is proportional to the temperature difference 
between the wall and the surrounding fluid. For sake of consistency with 
the hFFB coupling method presented in Section 2.2.4, the virtual 
convective heat transfer coefficient ℎ̂ and the interpolated virtual fluid bulk 
temperature _STb  are reported in Eq. (2.13). 

The implementation of such boundary conditions is discussed in Section 2.5 
through the modelling of a radial turbine test case. 

On the boundaries where the heat transfer between the fluid and the solid is 
established through the application of a Robin boundary condition, Eq. (2.10) can 
be reformulated as 

p 5∇_  ∇(l_)�o n = − p ℎ̂C_ − _STb E l_ �q c  . (2.14)



 
The solid domain is discretized through an unstructured mesh of second order 

tetrahedral elements. The temperature is interpolated in the domain by an 
isoparametric formulation based on the shape functions v [130], such that 

_ =  w v�_�
X

�Y?
l_ =  w v%l_%

X
%Y?

 (2.15)

with N as the number of nodes in a finite element. 
Therefore, Eq. (2.14) is discretized as follows: 

w w w x m k ∇v�∇v%
 

nz
�o{|}~~~~~�~~~~~������

 _�l_%%�{
=  − w w w x m ℎ̂v�v%�q{

 
cz

|}~~~�~~~������
_�l_%%�{

+ w w x m ℎ̂_STb v%�q{
 

cz
| l_%%{  

(2.16)

 
with e representing the number of finite elements comprised in the domain. 
Therefore, Eq. (2.16) results in the following linear system: 

� � = � . (2.17)

T indicates the unknown temperature field. The LHS matrix A, comprising the 
conductive and the convective terms � = ����,� + ���,�� ∈ F,,,, is symmetric 
positive definite (SPD). Finally, the RHS vector � ∈ F, accounts for the fluid 
boundary condition. 

Further details about the domain discretization are reported in Section A.1 and 
A.2.  

The system in Eq. (2.17) is solved through an iterative Conjugate Gradient 
method [131], returning the temperature field in the solid domain.  

Finally, for each finite element in contact with the fluid, the normal 
component of the heat flux at the solid surface is computed by applying Fourier’s 
law (cf. Eq. 2.5). Such heat fluxes are imported in the DWI procedure for an 
interpolation and later assignment to the neighboring fluid cells.  

 
 
 



 
2.3.2 Fluid solver 

A sensible aspect in the choice of a loose coupling scheme is the possibility of 
adopting already existing and well-established solvers. It is the case for the fluid 
dynamic analysis, relying on the three-dimensional compressible Reynolds-
Averaged Navier–Stokes solver developed by [54].  

The fluid domain is discretized through a cell-centered finite volume scheme 
defined on a multi-block structured grid. The solver computes the convective 
fluxes by Roe’s upwind scheme with MUSCL extrapolation, while a central 
discretization is applied to the calculation of the viscous fluxes. The eddy 
viscosity hypothesis is adopted for the treatment of the turbulence, which is 
represented by the negative Spalart–Allmaras model. The N-S equations are 
solved through an implicit integration scheme resulting in the linear system 
formulated in Eq. (2.18): 

� o∆� � + HFH��,� ∆� = −F(�,) (2.18)

with R indicating the flow residuals, U the conservative variables, and V the 
cells volumes. 

The implementation of the time marching technique follows the JT-KIRK 
scheme proposed in [61], whose convergence rate to a fully steady state solution 
is pivotal to the achievement of an improved stabilization of the discrete adjoint 
solver. Acceleration techniques are implemented through the local time-stepping 
and the multigrid approaches. 

In order to attain a conjugate coupling, the original adiabatic walls assumption 
is replaced by a Neumann boundary condition weakly imposed to the viscous 
walls. The heat fluxes, computed in the solid domain and interpolated through the 
DWI procedure (cf. Eq. 2.1), are assigned to the relevant cells centers on the fluid 
block boundaries in contact with the solid, leveraging the concept of the dummy 
cells [132]. Figure 2.10 shows the two layers of ghost cells, named G1 and G2, 
present in the finite volume discretization with the aim of facilitating the 
computation of the inviscid and viscous fluxes at the interfaces. D1 is the first 
layer in the inner (physical) domain. 

According to the thin shear layer approximation [133], the fluid temperature 
in D1 is detected from the previous solver iteration, and the ghost cell temperature 
in G1 is updated as follows: 

_�? =  _�? − R`a ∆45ST (2.19)

with Δn as the characteristic length represented by the distance of the two 
adjacent cells centers, and 5ST as the locally computed fluid conductivity. 
Similarly, the temperature in G2 is updated in cascade, following Eq. (2.19) with 
the newly computed _�?in place of _�?, and a consistent value for the thermal 
resistance. 



 

 

Figure 2.10 Heat flux through ghost layers at wall boundaries. 

 
The thermal field computed in the ghost cells supports the computation of the 

corresponding densities by means of the ideal gas law, under the assumption of a 
zero-order pressure extrapolation in wall-normal direction. Additionally, the no-
slip condition at the walls is satisfied by reversing the components of the flow 
velocities in the ghost layers w.r.t. the first two inner layers. 

In order to preserve the unconditional stability of the integration scheme, the 
boundary condition in Eq. (2.19) is linearized, providing contributions to the 
linearized flow residuals HF H�⁄  at the LHS of the system in Eq. (2.18). In this 
respect, [54] reports that the Jacobian matrix of the inviscid and viscous fluxes at 
a boundary ;�,� can be computed with the chain rule of differentiation as follows: 

�;�,����? =  �H;�,�Ho�? @ H;�,�Ho�?
Ho�?Ho�?� Ho�?H��? (2.20)

with o. indicating the primitive variables, and Ho�? Ho�?⁄  as the 5x5 flow 
transformation matrix from the ghost cell to the first inner layer. In the case of 
viscous fluxes at a solid wall, its formulation is the following: 

 

Ho�?Ho�? <
⎣⎢⎢
⎢⎡� 0 0 0 00 A1 0 0 00 0 A1 0 00 0 0 A1 00 0 0 0 1⎦⎥⎥

⎥⎤ (2.21)

The central terms on the diagonal reflect the no-slip condition. The last term 
refers to the zero-order pressure extrapolation. The first term, indicated with a, is 
equal to unity in case of an adiabatic wall assumption. However, because of the 
newly implemented Neumann condition, this term is computed as 



 

� = Hh�?Hh�? =  11 − R`a∆45ST_�?
 (2.22)

Eq. (2.22) is discussed in Section A.4 
 
The rate of convergence of the integration scheme in presence of a Neumann 

boundary condition is influenced by the actual value of the heat flux appearing in 
Eq. (2.19). Since the current implementation relies on the hFFB method, no 
under-relaxation factors are necessary for the update of the ghost cells 
temperatures, because they are replaced by a suitable choice of the virtual heat 
transfer coefficient ℎ̂, determinant for the stability of the coupling process [119].  

 

2.3.3 Solid mechanical solver 

The workflow presented in Figure 2.9 completes with the achievement of the 
continuity of temperatures and heat fluxes at the fluid-solid interface. Hence, the 
thermal field in the solid domain is exported for the computation of the thermo-
mechanical stresses. 

The mechanical solver in primal mode is based on the work of [134] and 
consists in a FEM linear elastic solver with volume discretization through 
quadratic tetrahedral elements. The problem is described according to the 
following equilibrium equations in a three-dimensional Cartesian coordinates 
system [130]: 

⎩⎪⎪
⎨⎪
⎪⎧H¤..H( + H¤¥.HD + H¤¦.H8 + �. = h HB§H�BH¤.¥H( + H¤¥¥HD + H¤¦¥H8 + �¥ = h HB¨H�BH¤.¦H( + H¤¥¦HD + H¤¦¦H8 + �¦ = h HB�H�B

 (2.23)

with ¤�% indicating the normal and the shear stresses, (§, ¨, �) as the three 
components of the displacements, h as the density, and �� corresponding to the 
loads in the x-y-z directions. 

Because of the constitutive equation, the stresses ¤ can be formulated as a 
function of the strains tensor ©, following Hooke’s law: 

¤ = ª © (2.24)

with E representing the elasticity matrix. 
Moreover, the relation between strains and displacements is expressed by Eq. 

(2.25):  



 

⎩⎪⎨
⎪⎧©..©¥¥©¦¦«.¥«¥¦«.¦ ⎭⎪⎬

⎪⎫ =
⎣⎢⎢
⎢⎢
⎡H H(⁄ 0 00 H HD⁄ 00 0 H H8⁄H HD⁄ H H(⁄ 00 H H8⁄ H HD⁄H H8⁄ 0 H H(⁄ ⎦⎥⎥

⎥⎥
⎤

f§̈
�¯

=
⎣⎢⎢
⎢⎢
⎡H H(⁄ 0 00 H HD⁄ 00 0 H H8⁄H HD⁄ H H(⁄ 00 H H8⁄ H HD⁄H H8⁄ 0 H H(⁄ ⎦⎥⎥

⎥⎥
⎤

⎩⎪⎪
⎨⎪
⎪⎧w v�§��w v�¨��w v���� ⎭⎪⎪

⎬⎪
⎪⎫ = Z �    

(2.25)

Eq. (2.25) presents the isoparametric formulation discussed in Section A.1. 
Thus, the strain-displacements relation is established through the strain matrix B 
in a finite element formulation.   

Hence, the system of equations (2.23) can be described in compact form as: 

7�° + q� = � (2.26)

with 7 ∈ F,,, indicating the mass matrix at the RHS of (2.23), � ∈ F, as the 
force vector, � ∈ F, enclosing the whole displacements field, and q ∈ F,,, 
representing the derivatives matrix also known as stiffness matrix. Both the 
matrices M and S are SPD. 

The thermo-mechanical problem under consideration pertains to a steady state 
operative condition. Thus, the mass matrix term is neglected. After applying a 
small perturbation l� to Eq. (2.26) and interpolating the displacements field 
through an isoparametric formulation like in Eq. (2.15), the integration of the 
system (2.23) over the solid domain by the finite element method results in the 
following explicit form [129]: 

w w w x m ZME B 
nz

�o{|}~~~�~~~�cz
 ��l�%%�{

=  w w x m hv%�(=)�o{
 

nz
| l�%%{

+ w w x m ZMª©³´�o{
 

nz
| l�%%{

+ w w x m v%� �q{
 

cz
| l�%%{  

(2.27)



 
 
Eq. (2.27) presents a load vector f at the RHS comprising three contributions. 

The first term refers to the centrifugal forces, function of the wheel rotational 
speed ω. The second term introduces the thermal strains ©³´, defined as: 

©³´ = �(_)C_ − _µ{SE (2.28)

with α(T) indicating the thermal expansion coefficient of the material 
(dependent on the local temperature), T as the temperature field returned by the 
heat transfer solver, and _µ{S as a reference temperature at which no thermal 
stresses are present in the solid. In the current work, we refer to _µ{S as the 
ambient temperature. Through the thermal strains, the stresses in the material 
depend on the outcome of the CHT computation, which increases the complexity 
of the gradients calculation, as presented later on. 

The last term at the RHS of Eq. (2.27) is the boundary condition of imposed 
displacement or traction (for instance, a pressure loading) which is assigned to the 
solid surface. 

It is worth mentioning the solid mesh adopted by the heat transfer solver is 
shared with the mechanical computations in order to avoid any temperature re-
interpolation. This choice is particularly convenient during the development of the 
adjoint solvers, as discussed in Chapter 3.  

Finally, once the displacement field U is computed, the workflow is 
completed by the calculation of the maximum von Mises stress, which takes place 
through a p-norm function: 

¤¶·¸ _n¹ ≈ lim»→¼ ½p ¤n¹» �op �o¾  . (2.29)

A value of 6 = 75 is selected herein in order to avoid any numerical overflow 
issue induced by too high values of the exponent. Moreover, it is interesting to 
note Eq. (2.29) establishes a weighting over the spatial extent of the stress 
concentration as well. In fact, in case two regions of the domain exhibit the same 
peak value of ¤, but one of them is much smaller than the other, the p-norm 
function gives priority to the location where the peak stress is spread over a wider 
area, hence addressing the focus of the optimizer on the most severe location first. 

Eq. (2.29) is a continuous function and is globally differentiable, hence 
fulfilling the requirements for an adjoint development.  

In conclusion, instead of an elastic solution accounting only for the 
centrifugal loading, the present framework allows considering also the impact of 
the thermal stresses, whose contribution is non-negligible in solid regions 
experiencing high temperature gradients. This statement is consolidated by the 
assessment offered in Section 2.5. 

The outcome of Eq. (2.29) represents the cost function (or constraint) of the 
optimization problem, whose gradient computation kicks off the adjoint 
framework in reverse mode, as discussed in Chapter 3. 



 
2.4 Applications 

2.4.1. Flat-plate 

The CHT workflow discussed in Section 2.3 is validated with reference to the 
conjugate problem of a flat plate, whose analytic solution is offered by [86]. The 
thin plate experiences an incompressible flow with zero incidence angle and 
temperature _¼, while the bottom face presents a constant sink temperature _� <_¼. The thermal coupling of the two domains takes place at their interface, 
identified in the plate upper surface. A thermal boundary layer develops in 
correspondence of it and the flow imposes its convective loading, while a 
conductive path develops within the material. 

Table 2.2 summarizes the domains dimensions, the corresponding mesh 
settings and the boundary conditions. The fluid domain is discretized by a 
structured mesh comprising two blocks. The mesh stretching in correspondence of 
the blocks interface and on the flat plate upper surface (Figure 2.11) provides a 
proper representation of the boundary layer. A no-slip condition is assigned to the 
flat plate top face, while all the other surfaces are treated as symmetry planes. The 
solid domain is discretized by an unstructured mesh of second order tetrahedral 
elements. Therefore, the non-conformal meshes rely on the DWI procedure for the 
exchange of information at their interface.  

The thermal conductivity coefficient k adopted for the solid phase is aimed at 
obtaining an average Biot number around unity, while the virtual heat transfer 
coefficient ℎ̂ is selected as a compromise between convergence rate and stability. 

Figure 2.12 shows the convergence history of the conjugate problem, 
determined by the maximum temperature difference �¼ between two consecutive 
fluid-solid interactions. 

�¼ <  d_Á�e? A _Á�d+-. (2.30)
 
 

Domain Settings Value 

Fluid domain length/height 0.25 m/0.1 m 

Fluid mesh cells count 365,000 

Plate thickness/length 0.01 m/0.2 m 

Solid mesh nodes count/elements count 35,000 

Fluid type Air 

Inlet flow total pressure 6°¼ 1.03 × 105 Pa 

Inlet flow total temperature _°¼ 1000 K 

Outlet flow static pressure 6�Ã³ 1.029 × 105 Pa 

Plate temperature at bottom face _� 600 K 

Plate thermal conductivity k 0.29 W/m K 

Virtual heat transfer coefficient ℎ̂ 100 W/m2 K 
 

Table 2.2 Flat plate domain characteristics and boundary conditions. 



 

 

Figure 2.11 Heat flux through ghost layers at wall boundaries. 
 

 
In the present case study, a threshold of 1K is selected as stabilization 

criterion for the model. 
 
The comparison of the temperature distribution at the domains interface w.r.t. 

the analytic solution obtained through Luikov’s differential heat transfer (DHT) 
method is reported in Figure 2.13-a. Figure 2.13-b shows the temperature profiles 
in a vertical section along the plate in correspondence of the axial coordinate x = 
0.05m. In both cases, the conjugate computation returns a solution in sufficient 
agreement with the analytic one, and within the limits of the DHT approach, 
which cannot account for the lateral conductivity in the solid domain, and the 
consequent impact on the temperature evolution in streamwise direction, as 
discussed in [127]. 

 

 

Figure 2.12 Convergence history of Ä¼. 

 
 



 

 
 

Figure 2.13 CHT problem for flat plate: a) temperature at the domains 
interface, b) temperature profile at x=0.05m. Numerical Vs. analytic solutions. 

 

2.4.2. Radial turbine mesh sensitivity analysis 

A sensitivity study is conducted with the goal of defining the settings for the 
execution of the CHT analysis on a three-dimensional test case, i.e. a radial 
turbine impeller presented in [54]. The wheel is characterized by a diameter of 
50.0mm, an axial length of 25.0mm, and ten blades with a tip clearance w.r.t. the 
housing of 0.3mm. Figure 2.14 reports a projection of the rotor on its meridional 
plane, highlighting the locations where the boundary conditions are imposed. 



 

 

Figure 2.14 Turbine rotor meridional view and location of the boundary 
conditions. 

 
The method of the characteristics [133] is adopted to establish the number of 

physical conditions to be assigned at the inflow and outflow boundaries. The total 
upstream temperature and pressure are specified at the inlet of the domain, along 
with the flow velocity components in the corresponding coordinate system. At the 
subsonic outflow boundary, a single flow variable is imposed, specifically the 
downstream static pressure. The boundary conditions applied to the problem are 
summarized in Table 2.3, in which the impeller rotational speed is also included. 

 

Boundary conditions Value 

Inlet total pressure 6Å  173 kPa 

Inlet total temperature _Å  1080 K 

Inlet flow angle α from radial direction 62 deg 

Outlet static pressure 6Á  101 kPa 

Blade rotational speed ω 140000 RPM 
 

Table 2.3 Turbine rotor boundary conditions. 

 
The sensitivity analysis is performed through the method of the Orthogonal 

Array [135]. Three variables relevant for the solution of the conjugate problem are 
considered herein: the fluid mesh size, the solid mesh size, and the virtual heat 
transfer coefficient ℎ̂. Each “factor” is explored over three levels of refinement 
(cf. Table 2.4), generating nine combinations according to the L9 Orthogonal 



 
Array scheme, as presented in Table 2.5. Such matrix of test cases favors the 
exploration of the mutual interactions of the parameters, with the goal of 
identifying for each of them the most suitable value, in accomplishment of the 
minimization of an objective function presented hereafter. The target is the 
achievement of an optimal trade-off between computational cost and accuracy 
with the aim of introducing the CHT analysis into the optimization process. 

All the simulations are run till convergence at a relative residuals drop of 10−8 
for the CFD solver and 10−10 for the FEM solver, while the CHT workflow is 
stopped for a maximum deviation in wall temperature between two successive 
fluid-solid iterations L∞ below 1K. y+ values below unity are obtained for the 
“mid” and “fine” levels of the fluid grid refinement, while the coarsest one 
exhibits a peak in y+ around 2.5 at the blade leading edge. 

 
 

Factors Levels Value 

Fluid domain “coarse”—cells count 0.8 M 

Fluid domain “mid”—cells count 1.3 M 

Fluid domain “fine”—cells count 2.1 M 

Solid domain “coarse”—nodes count 105 k 

Solid domain “mid”—nodes count 295 k 

Solid domain “fine”—nodes count 1.1 M ℎ̂ low–mid–high (W/m2 K) 800–1000–1300 
 

Table 2.4 Fluid and solid mesh refinements, ÆÇ levels. 

 

Test case 

number 
CFD Mesh FEM Mesh ÆÇ �È/Ê^Ì Í� 

1 coarse coarse 800 

2 coarse mid 1000 

3 coarse fine 1300 

4 mid coarse 1000 

5 mid mid 1300 

6 mid fine 800 

7 fine coarse 1300 

8 fine mid 800 

9 fine fine 1000 
 

Table 2.5 L9 Orthogonal Array applied to the turbine rotor CHT analysis. 

 
The results of the nine simulations are presented in Table 2.6. In general, the 

prediction of the maximum temperature in the solid domain reveals a low 
sensitivity w.r.t. the factor levels under investigation, except in the first case, in 
which coarse meshes are considered for both the media. In fact, the quality of the 
interpolation of the information at the interface of the domains may suffer in case 
of too coarse grids, despite the presence of virtual nodes on the fluid side, as 



 
described in Section 2.2.3. On the contrary, finer solid meshes increase the 
resolution of the convective loads imported in the FEM computations, resulting in 
more accurate predictions of the temperature field and the heat fluxes. Figure 2.17 
compares two solid grids of different quality, the first one set at a coarse level (cf. 
Figure 2.17-a), and the second one with elements of medium size (cf. Figure 2.17-
b) and with the addition of a local refinement at the trailing edge, as discussed 
hereafter. In the case of the finer solid grid, the interpolation procedure returns a 
richer temperature pattern at the interface, closely mirroring the fluid conditions at 
the walls; instead, the coarsest one approximates the thermal loading distribution, 
with the highest deviation localized in the blade tip region – where large 
secondary flows and leakages are present – and at the trailing edge. 

 

Table 2.6 Fluid-solid grid sensitivity: summary of CHT computations. 
 
 

 

Figure 2.15 Temperature contours for test case 1 and test case 9 at the planar 
cross section on the blade. 

 

 



 
An analysis of the temperature distribution on the blade surface is performed 

considering a cross section located at roughly 25% of the chord. This is a 
challenging location for the interpolation routine because of the presence of high 
convective perturbations due to the severe flow detachment at the blade leading 
edge and the high local mixing. Figure 2.15 shows the plane where the surface 
temperature distributions are detected for the nine test cases, as well as a 
comparison of temperature profiles for two extreme set-ups. For each candidate 
model, the integral of the temperature deviations w.r.t. the case 9 (elected as 
reference because showing the finest grids) is evaluated and reported in Table 2.6. 
It is possible to conclude the FEM coarsest mesh overestimates the temperature 
drop. This assessment is supported by the comparison of the two temperature 
contours in Figure 2.15, showing the case 1 with a more pronounced temperature 
decay, despite the high thermal gradients revealed by both the models around the 
thin region of the blade tip exposed to the flow vorticity. 

The computational time associated to each set-up of the model is recorded and 
compared in Table 2.6. The data is normalized w.r.t. the total duration of the CHT 
analysis, therefore including also the hFFB procedure. All the tests are compared 
w.r.t. case 1, showing the coarsest fluid and solid meshes. The data post-
processing reveals that, while the CFD simulations largely determine the cost of 
the thermal analysis, a noticeable rise in the computational timing is associated to 
the FEM when adopting the finest grid level. Such information enters the 
evaluation of the cost function, expressed as:   

q =  =� + (1 − =)Z, (2.31)
 

with the term A enclosing the normalized difference between the maximum 
temperature predicted by the test case of interest and test case 9, B representing 
the normalized computational time, and ω as the weighting coefficient. In the 
current study, ω = 0.7 in order to bias the objective function towards the accuracy 
of the coupling process. Indeed, the factor levels finally expected from this study 
are the ones minimizing the signal S. 

Figure 2.16 summarizes the outcome of the analysis of the Orthogonal Array, 
revealing the dependence of the signal S on the three factors and their 
correspondent levels. The goal is to identify the combination of parameters 
minimizing the cost function. In this respect, the chart illustrates that the virtual 
heat transfer coefficient ℎ̂ is chosen at the highest possible level within the region 
of stability of the Biot number, as discussed in [119]. In fact, this parameter 
influences the B term in Eq. (2.31) by determining the rate of convergence of the 
CHT coupling process. In this study, ℎ̂ = 1000 W/m2K is the optimal value, since 
the highest factor level approaches the limit of the stability region, with incipient 
oscillations in the heat flux exchanged at the interface, before reaching 
convergence.  

The solid mesh size determines the quality of the interpolation of the 
information exchanged at the domains interface and contributes to the cost 
function mainly through the A term in Eq. (2.31). The analysis favors the finest 



 
grid levels, despite a negligible deterioration of the B term induced by the 
increased computational time. On the contrary, the sensitivity to the fluid mesh 
refinement reveals an opposite trend, because its influence on the A term is less 
pronounced since the coarsest grid level already provides good quality results. In 
this case, the driver for the selection is the computational budget, severely 
impacted by the finest fluid mesh.  

 

 
Figure 2.16 Normalized signal S dependence from factor levels in the 

Orthogonal Array. 

 
Since the weighting coefficient ω in Eq. (2.31) privileges the accuracy of the 

CHT coupling process, the final selection of the factor levels results in the 
intermediate values for the refinements of both the grids and for the virtual heat 
transfer coefficient. However, it is recognized that smaller sizes for the solid finite 
elements improve the stability of the CHT coupling process, since they avoid any 
local poor quality in the discretization of the blade surface in correspondence of 
thin regions. For instance, Figure 2.17-a exhibits a coarse representation of the 
blade trailing edge, with sharp edges and local spikes. Such scenario generates a 
local alteration of the characteristic length L in Eq. (2.2), potentially inducing 
drops in the local Biot number and, therefore, inconsistencies with the selected ℎ̂ 
value from a stability standpoint, even in the case of the hFFB method. Hence, 
this issue is addressed by the generation of a “hybrid” mesh configuration (cf. 
Figure 2.17-b), envisaging a local solid mesh refinement in correspondence of the 
blade tip surface and the trailing edge, whilst maintaining the intermediate 
elements size in the rest of the domain.  

This last setup increases the mesh density to a total count of about 420k 
nodes, leading to a satisfactory trade-off between convergence rate of the 
conjugate problem and computational accuracy. 

The analysis of the L9 Orthogonal Array is re-evaluated by modifying Eq. 
(2.31) with the assignment of the integral of the temperature deviations to the A 
term. The outcome is reported in Figure 2.18 and confirms the previous factors 
selection, except for the fluid mesh size, which promotes a trend towards the 
coarsest level because still providing sufficiently accurate results. However, since 



 
the timing penalization on the signal S between the coarse and intermediate 
meshes is moderate, the previous choice of a medium size grid will be pursued for 
the sake of an improved prediction accuracy. 

 

Figure 2.17 Comparison of solid mesh refinements: (a) coarse grid, (b) 
hybrid-mid grid. 
 
 

 

Figure 2.18 Normalized signal S dependence from factor levels in Orthogonal 
Array – integral of temperate deviation assigned to term A. 

 
 

Based on such considerations, the settings returned by the analysis of the 
Orthogonal Array are considered for the further assessments of the coupling 
problem. 

 



 
2.5 Closure 

The thermo-mechanical workflow herein discussed is applied to the three-
dimensional test case of the radial turbine impeller introduced in Section 2.4.2.  
The goal is to compare the resulting pattern of von Mises stresses w.r.t. the 
correspondent one computed with a fully decoupled structural mechanic approach 
insensitive to the convective loading. 

The rotor operative condition is described in Table 2.3, along with an 
additional Dirichlet boundary condition of 500K assigned to the turbine shaft end 
section, with the aim of emulating the heat sink represented by the oil cooling 
system in the bearing housing of the real turbocharger application. The domain 
discretization is compliant with the conclusions of the mesh sensitivity analysis in 
the previous section. In particular, the fluid domain is represented by a multi-
block structured mesh of about 1.3M cells with boundary layer refinement. The 
solid domain accounts for an unstructured grid of approximately 420k nodes and 
second-order tetrahedral elements.  

 

 

Figure 2.19 Solid temperature distribution with rotor experiencing convective 
loading from the exhaust gases and shaft cooling. 

 
The CHT analysis results in the steady state temperature field reported in 

Figure 2.19. The highest thermal gradient is located in the region of the 
connection of the rotor back-plate with the shaft. The local thermal footprint is 
responsible for a variation in thermal strains according to Eq. (2.28) enhancing the 
generation of localized stresses. This statement is confirmed by the outcome of 
the mechanical computations performed with and without thermal loading, as 
reported in Figure 2.20. The normalized view of the distribution of von Mises 
stresses in the domain reveals a significant deviation in correspondence of the 
bulky area of the rotor, and in particular around the connection with the shaft. 
Therefore, it demonstrates that the analysis considering only the centrifugal forces 



 
(cf. Figure 2.20-a) lacks in accuracy as it underestimates the local stresses with a 
maximum error of about 20%. Moreover, the material properties and the structural 
limit are temperature dependent parameters. Hence, the lack of knowledge about 
the temperature field would not allow accurately estimating the robustness of the 
component. 

 

Figure 2.20 Normalized von Mises stresses pattern comparison in baseline 
layout: (a) mechanical versus (b) thermo-mechanical. 

 
In conclusion, the test case under investigation demonstrates the need of a 

CHT evaluation during the design optimization of such critical component. In 
fact, the current impeller shape results from a previous optimization neglecting the 
thermal loading. Since the original stress pattern in Figure 2.20-a is at the limit of 
the elastic region for the material, it turns out the robustness of this design is 
impaired by the actual input of its own operative environment. In absence of any 
sophisticated framework, it is a common practice to assign large safety margins to 
the structural constraints. However, this approach poses a severe limitation to the 
optimization algorithm in the search for a viable solution. Starting from these 
considerations, the next chapter is devoted to the development of an adjoint 
framework capable of efficiently handling this class of problems.  



 

Chapter 3 

Thermo-mechanical stresses in 
adjoint solver 

3.1 Adjoint gradients evaluation 

The CHT analysis discussed in the previous chapter is an involved process 
because of its iterative nature in the achievement of the convergence of the 
conjugate problem. Therefore, it is recognized this discipline is less suited for 
gradient-free optimization methods, since the coupling technique presented in 
Section 2.2.4 would be associated to the assessment of each individual of a 
prohibitively large population, in the search for the global optimum.  

An opportunity for the introduction of accurate thermal predictions in the 
optimization process arises from the adoption of a gradient-based technique. In 
fact, this family of methods accounts for a significantly lower number of 
candidates evaluations before reaching the locally optimal solution, since they 
rely on a more guided search in the design hyperspace. Moreover, this approach is 
particularly appealing when associated to an adjoint method for the computation 
of the derivatives of the state variables, as this technique is almost insensitive to 
the number of design variables. Therefore, it is suited to answer the new design 
requirements presented in the introduction. 

The development of an adjoint method for the evaluation of the sensitivities 
of a cost function J w.r.t. the design variables � ∈ F, is a two-step process. 
Figure 3.1 shows a general workflow applicable to any fluid or structural analysis. 
The first step involves the generation of a mesh with points coordinates U ∈ F+, 
referred to the geometry resulting from the set of design variables �. It is followed 
by the execution of the primal solver(s) and the related post-processing routines, 
returning the response function J. Starting from this outcome, the second step is 
devoted to the computation of the sensitivities of the cost function w.r.t. the grid 
coordinates �� �U⁄ , as well as the evaluation of the sensitivities of the grid 
coordinates w.r.t. the design variables �U ��⁄ . Therefore, the sensitivities of the 



 
cost function w.r.t. the CAD parameters can be expressed by the chain rule of 
differentiation as: 

���� =  ���U �U�� . (3.1) 
 

The first term at the RHS of Eq. (3.1), i.e. the sensitivities of the cost function 
w.r.t. the grid coordinates, is computed through a discrete adjoint method, as 
anticipated in Section 1.2.4. The next sections will be devoted to the discussion of 
the related differentiation scheme developed in reverse mode.  

The second term at the RHS of Eq. (3.1), i.e. the sensitivity of the grid points 
coordinates w.r.t. the design variables �U ��⁄ , is traced back to the CAD-based 
parametrization approach implemented in CADO. In fact, during an optimization 
the grid coordinates are subjected to a perturbation based on the values of the term H� HU⁄ . However, such local gradients may lead to very irregular shapes that 
could be in violation of some manufacturing constraints. Moreover, the 
conversion of the optimal geometry into a CAD model during the post-processing 
phase is inconvenient because it may induce some approximations, with a 
potential loss of details that may be detrimental for the achievement of the 
component performance. Therefore, a more robust approach consists in keeping 
the CAD parameters within the optimization loop [118]. 

 

 

Figure 3.1 Workflow for primal and adjoint evaluations in fluid and solid 
analyses. 

 



 
As described in Figure 3.1, any candidate geometry during the optimization is 

originated by the set of CAD parameters �, which can also be adopted to define 
some geometrical constraints aimed at supporting the fulfillment of the 
manufacturing requirements. The CAD kernel uses the design variables to create 
the CAD model through Bezier and B-spline curves [136]. Hence, the accurate 
computation of the derivatives �U ��⁄  is performed by differentiating the CAD 
kernel and the grid generation tool through an Algorithmic Differentiation 
technique in forward mode [137]. 

The CAD surface determines the interface between the fluid and the solid 
domains, respectively discretized by a structured mesh and an unstructured grid. 
Therefore, in case of a FSI problem in which both domains collaborate to the 
determination of the cost function, the sensitivities w.r.t. the CAD parameters 
involve both the grids. Hence, Eq. (3.1) can be reformulated as follows:  

 I����J`cÎ =  ���UST  �UST�� +  ���UÁT  �UÁT��  , (3.2) 
 
 

with UST indicating the fluid grid points coordinates, and UÁT as the 
corresponding solid grid points coordinates. Despite Eq. (3.2) appears as a 
combination of sensitivities separately computed in their own domains, the terms �� �UST⁄  and �� �UÁT⁄  are mutually influenced by the exchange of some adjoint 
variables through the interface, as will be thoroughly discussed in the next 
sections. 

Finally, the cost function sensitivities w.r.t. the design variables are evaluated 
by an SQP-based algorithm, providing the descent direction for the 
multidisciplinary optimization problem and addressing the necessary shape 
perturbations. At every optimization iteration, instead of generating a completely 
new solid mesh, the update is executed by application of a morphing technique to 
the original FEM grid, with the aim of preserving the number of nodes and the 
original elements connectivity. Such means guarantees a more pronounced 
continuity in the variation of the sensitivities along the execution of the 
optimization and, therefore, a gradual evolution of the shape. The reader 
interested in the details of the different morphing techniques is addressed to [118] 
for a review of the Inverse Distance Method, and to [62] for the alternative 
concept of the Linear Elastic Analogy. Conversely, the structured fluid grid is 
recreated for any new geometry because self-preserving the finite volume mesh 
characteristics.  

 

3.2 The adjoint thermo-mechanical workflow 

The development of the adjoint workflow for the thermo-mechanical 
evaluations is consistent with the choice of a loose coupling approach performed 
in primal mode. The method differs from the tight coupling technique discussed in 
[138] accounting for the cross-discipline Jacobian terms to implicitly exchange 



 
the boundary conditions between the two domains, and therefore directly solving 
the global adjoint system at once. Instead, the selected partitioned coupling 
method, despite being an iterative technique, is less intrusive in the structure of 
the fluid and solid solvers, allowing the integration of the adjoint CFD solver 
developed by [54] in the present workflow. This approach is advantageous in case 
of continuously growing multidisciplinary optimization platforms, and 
particularly suited to the treatment of transient operative conditions, as will be 
clarified in Chapter 4. 

The complete thermo-mechanical workflow is shown in Figure 3.2. The 
iterative structure of the solution of the primal solver is maintained by the adjoint 
counterpart represented by the branch on the right. 

The sensitivities of the cost function �M¹ are computed by an Algorithmic 
Differentiation technique in reverse mode, as discussed in Eq. (1.12). The adjoint 
workflow is developed through the manual differentiation of the primal code. 
Even if more involved from development standpoint, the choice of the manual 
differentiation allows optimizing the memory footprint for the gradients 
evaluation, as no recording on tapes is necessary (as typically done by any 
automatic differentiation software [139]). This aspect is peculiar in case of 
extensive iterative workflows like the present one. Moreover, any incompatibility 
issue arising from the interactions between such software and the existing solvers 
is avoided. 

 
The most computationally demanding terms in Eq. (3.2) are the sensitivities 

of the response function w.r.t. the grid points coordinates, �� �U⁄ . In case 

� = �(U, §(U)) , (3.3) 

with u denoting the vector of the state variables, the application of the chain 
rule of differentiation to Eq. (3.3) results in the following: ���U = H�HU + H�H§ �§�U . (3.4) 

 

The second term at the RHS is the partial derivative of the cost function w.r.t. 
the state variables. Because of the multidisciplinary nature of the FSI problem in 
Figure 3.2, the output state variables contributing to the calculation of the 
maximum von Mises stress depend on the intermediate states resulting from the 
previous CFD and FEM computations, such that  

� = � P§sC§B(§?)EQ . (3.5) 
 

According to the “principle of the reverse differentiation” [140], we choose 
the output variable §s, whose sensitivity �� �§s⁄  is known, and calculate its 
sensitivities w.r.t. each intermediate state, till reaching the initial one: 

 



 ���§s  54u�4���§B < ���§s  �§s�§B���§? < ���§B  �§B�§?
 (3.6) 

 

Therefore, the sensitivity of the cost function w.r.t. the initial state variable is 
finally obtained by Eq. (3.6).  

 
 

 

Figure 3.2 Workflow for the primal and adjoint computations of steady-state 
thermo-mechanical constraints. 



 
If we rename the cost function J with y, we can associate to any state variable §� a corresponding adjoint state variable §Ï� such that: 

§Ï� = �D�§�  . (3.7) 
 

The upper bar notation presented in Eq. (3.7) reflects the convention adopted 
by [140] for the adjoint variables. 

 
The concept expressed by Eq. (3.6) is expanded to the entire workflow in 

Figure 3.2. Hence, the chain rule of differentiation is applied walking through the 
original trace in backward mode, propagating the adjoint variables in opposite 
direction w.r.t. the physical ones computed from the primal solvers.  

In case a physical variable is provided as input to multiple routines along the 
workflow, in reverse mode each routine returns a contribution to the 
correspondent adjoint variable (Figure 3.3). All the contributions to the adjoint 
variable are summed up, a process also known as “accumulation”. For instance, 
the wall heat flux R`a entering the CFD solver and the hFFB routine in Figure 3.2 
is reflected in two perturbations in reverse mode which are accumulated in the 
adjoint variable RÏ`a. 

 

Figure 3.3 a) Physical variable contributing to multiple solvers. b) 
Accumulation of perturbations to the adjoint variable. 

 
 

In primal mode, the fluid and the solid grids, which are generated upfront, are 
invoked by the CFD and the FEM solvers at any intermediate step along the 
convergence history of the conjugate problem. Moreover, since the structural 
solver adopts the same mesh as the heat transfer solver, the solid grid 
contributions extend till the computation of the cost function by the p-norm. 
Hence, in reverse mode any perturbation of the fluid grid or the solid grid 
contributes to the correspondent adjoint vector, either �� �UST⁄  or �� �UÁT⁄ , and is 
accumulated throughout the workflow, till achieving the final grid sensitivities at 
the top of Figure 3.2. The next section discusses in detail the process of 
accumulation of the adjoint grids sensitivities. 

Despite the adjoint solid and fluid grids contributions are separately 
accumulated in the respective vectors, their evaluation is influenced by the 



 
contributions of the other domain. In fact, the exchange of heat fluxes and fluid 
bulk temperatures through the interface in the physical domain corresponds in the 
reversed FSI problem to the backpropagation of the respective adjoint quantities. 
Thus, the fluid and the solid domains influence each other in the evaluation of the 
sensitivities of the cost function w.r.t. the grids coordinates.  

Finally, the convergence of the conjugate coupling in primal mode is achieved 
through multiple loops of the hFFB workflow discussed in Section 2.2.4. Each 
loop is linked to the next one through the exchange of heat fluxes at the interface. 
Therefore, the adjoint workflow resembles the same structure with the 
propagation of the adjoint heat fluxes in the opposite direction, thus generating a 
bridge between two consecutive stages of the adjoint CHT process. Conversely, 
any physical variable showing only a local influence during the execution of the 
primal workflow appears in reverse mode in the corresponding position, but is not 
affected by any accumulation. 

The adjoint flowchart in Figure 3.2 ends up with the final sensitivities of the 
cost function w.r.t. the solid and fluid grids coordinates, respectively released 
after the completion of the adjoint heat transfer solver and the adjoint CFD solver 
at the last CHT iteration in reverse mode. Such sensitivities account also for the 
contributions from the adjoint interface from the hFFB process in reverse mode, 
as will be discussed in the next section. Hence, the final sensitivities enter Eq. 
(3.2) for the calculation of the gradients of the cost function w.r.t. the CAD 
parameters. 

 

3.3 Adjoint solvers 

3.3.1 Adjoint response function 

The adjoint workflow is initiated by seeding the cost function, i.e. the 
constraint of the maximum von Mises stress ¤¶·¸_n¹. Since ¤¶·¸_n¹ =  �M¹ = D, 
from the definition of the adjoint variable in Eq. (3.7), it turns out the input to the 
adjoint trace is 

¤Ï¶·¸_n¹ =  �M̅¹ = �D��M¹ = 1 . (3.8) 

 

The maximum von Mises stress is expressed by the continuous p-norm 
function from Eq. (2.29) and repeated here for convenience: 

 

¤¶·¸_n¹ ≈ ½p ¤n¹» �op �o¾  . (3.9) 

 

The solution of Eq. (3.9) in primal mode is achieved through the application 
of the numerical integration technique discussed in Section A.2. Therefore, the 
integrals at the numerator and the denominator result from the sum of the 



 
contributions of each finite element. Hence, the element-wise adjoint von Mises 
stress is obtained as follows: 

¤ÏÑ_n¹ =  �D�¤{_n¹ = ��M¹�¤{_n¹ �M̅¹ =  ��¤{_n¹ Ò∑ p ¤{_n¹» �o nz{∑ p �o nz{
¾  . (3.10) 

The von Mises stress is a function of the components of the Cauchy stress 
tensor. It follows that for each element the adjoint components of the stress tensor 
are computed as: 

 ¤ÏÓ,Ô = �D�¤�,% =  ¤ÏÑ_n¹  �¤{_n¹�¤�,%
= ¤ÏÑ_n¹  ��¤�,%  Õ½12 �(¤?? − ¤BB)B + (¤BB − ¤ss)B + (¤ss − ¤??)B + 6(¤?BB + ¤BsB + ¤s?B )�× 

(3.11) 

 
Moreover, the explicit dependence of the two volume integrals in Eq. (3.9) on 

the solid grid coordinates results in the accumulation of the related sensitivities: 

UÏÁT =  �D�UÁT +=  ��M¹�UÁT  �M̅¹ =  ��UÁT  ½p ¤n¹» �op �o¾  . (3.12) 

 
In Eq. (3.12) the operator “+=” is reported to emphasize the concept of 

accumulation of the cost function sensitivities w.r.t. the solid grid coordinates that 
are back-propagated throughout the adjoint workflow, till the grid generation 
procedure. Herein, the UÏ notation is adopted for sake of simplicity, while in reality 
the sensitivities over the three dimensions (x,y,z) are accounted in the 
development.  

In the remaining portion of the chapter the notations �D �§�⁄  and �D �U⁄  will 
be replaced by the more convenient notations §Ï� and UÏ. 

 

3.3.2 Adjoint mechanical solver 

The mechanical solver described in Section 2.3.3 receives as input the solid 
grid originally developed by the grid generation tool and adopted by the heat 
transfer solver, as well as the temperature field in the solid domain. Since the 
same mesh of second order tetrahedral elements is implemented in the two FEM 
solvers, the temperature field T and the correspondent adjoint temperature field _Ï 
are exchanged with no need of re-interpolations. The execution of the structural 
solver in primal mode returns the displacements field, which is processed to 
compute the distribution of stresses. Figure 3.4 illustrates the primal process and 
addresses the correspondent adjoint workflow evolving in reverse mode. 



 

 

Figure 3.4 Evaluation by mechanical solver: primal and adjoint modes. 

 
The back-propagation of the adjoint variables starts from the adjoint stress 

tensor developed in Eq. (3.11). In the physical domain the stress tensor is a 
function of the elasticity matrix E characteristic of the material under 
consideration, as well as of the strain components, respectively of mechanical 
nature ©+ and of thermal nature ©³´:  ¤Ó,Ô <  ª�_# P©+_�% A ©³´ØÙ�_#Q . (3.13) 

Hence, three contributions are derived in reverse mode: 

ÚªÏ�_# <  ¤Ï�,%  P©+_�% A ©³´ØÙ�_#Q©+̅_�% <  ¤Ï�,% ª�_#©³̅´_�% <  A¤Ï�,% ª�_#  . (3.14) 

 

Since the elasticity matrix depends on the nodal temperatures, the adjoint 
elasticity matrix ªÏ provides the contributions to the adjoint temperature field _Ï by 
walking in opposite direction through the matrix assembly process.  

_Ï@<  ªÏ�_# �ª�_#�_   . (3.15) 
 

Similarly, the thermal strains defined as 

©ÛÜ_ÓÔ �_# <  ��_#C_ A _µ{SE (3.16) 

with α(T) indicating the thermal expansion coefficient, convey their relative 
contributions to the adjoint temperature field _Ï as follows: 

Ý _Ï @<  ©³̅´_�%  ��_#_Ï @<  ©³̅´_�%C_ A _µ{SE ���_#�_    . (3.17) 

 

Thus, the resulting temperature sensitivities are back-propagated to the adjoint 
CHT process. 

 
The mechanical strains in Eq. (3.14) are a function of the strain matrix B and 

the displacement field u [141]: 

©+��# <  Z��, 3# §�3# . (3.18) 



 
In reverse mode, the following adjoint terms are derived: ÞZÏ(�, 3# <  ©+̅��# §�3#§Ï�3# <  ©+̅��# Z��, 3#  . (3.19) 
 

The strain matrix assembly process is walked in opposite direction in order to 
accumulate the contributions to the solid grid sensitivities: 

 UÏÁT @<  ZÏ  �Z�UÁT . (3.20) 
 

Eq. (3.20) is discussed in detail in Section B.1. 
 
The adjoint nodal displacements §Ï in output of the reversed post-processing 

routine (cf. Figure 3.4) are provided as input to the adjoint mechanical solver. 
The iterative linear system solver presented in Eq. (2.26), and limited to its 

steady state formulation, is not directly differentiated. In fact, such approach 
would require the same Krylov subspace and the same number of inner iterations 
as the primal solver, leading to possible errors in the computation of the adjoint 
variables, that would eventually propagate throughout the adjoint CHT workflow. 
Instead, the following adjoint formulation of the linear system is adopted [142], 
with the adjoint nodal displacements appearing at RHS: 

qM�̅  <  §Ï  . (3.21) 

The system in (3.21) is solved for the adjoint load vector � ̅ by an iterative 
Conjugate Gradient method. The transposed stiffness matrix at the LHS equals the 
stiffness matrix S previously calculated in primal mode, because of its symmetric 
form. Therefore, the adjoint system matrix q̅ is obtained from Eq. (3.22), where 
the nodal displacements computed in primal mode appear at the RHS: q�̅% <  A§%  ��̅  . (3.22) 

The process leading to the definition of Eq. (3.21) and Eq. (3.22) is 
demonstrated in Section B.2. 

 
Finally, the system assembly process is algorithmically differentiated, 

returning the contributions of the mechanical solver to the grid sensitivities 
accumulation: 

UÏÁT @<  q ̅  �q�UÁT @  �̅ ���UÁT . (3.23) 
 

The differentiation process in Eq. (3.23) is presented in Section B.3. It is 
important to notice the adjoint matrix q̅ is no more symmetric. Such consideration 
is relevant for the derivation of its contributions to the sensitivities of the solid 
grid coordinates. Moreover, the system differentiation accumulates also the 
contributions to the adjoint Single and Multiple Point Constraints (introduced in 
Section A.3) which will be propagated till the grid generation routine. The 



 
algorithmic differentiation of the system assembly provides also further 
contributions to the adjoint temperature field _Ï, as discussed in Section B.3. 

 

3.3.3 Adjoint heat transfer solver 

The adjoint temperature field _Ï establishes a link between the adjoint 
mechanical solver and the adjoint CHT workflow.  

In primal mode, the heat transfer solver is invoked multiple times during the 
convergence history of the conjugate coupling, receiving in input the virtual bulk 
fluid temperature _STb  and the virtual heat transfer coefficient ℎ̂ defining the Robin 
boundary condition. Concerning the output, the thermal solver delivers the heat 
flux to the hFFB routine during an intermediate loop to convergence, and the 
temperature field to the mechanical solver once the continuity of the heat fluxes at 
the interface is achieved. Hence, while walking the flowchart in Figure 3.2 in 
opposite direction, at the kick-off of the adjoint CHT process the temperature field 
is seeded. Figure 3.5 shows the input and output variables to the heat transfer 
solver at the last loop of convergence of the CHT process. Since the solid grid is 
invoked by the primal solver for the system assembly, a contribution is 
accumulated in reverse mode. 

 

 

Figure 3.5 Evaluation by the heat transfer solver at convergence of the CHT 
process: primal and adjoint modes. 

 
In case an intermediate CHT loop is considered instead, the temperature field 

returned by the thermal solver is processed by a routine with the aim of computing 
the heat flux that is to be interpolated and assigned as boundary condition to the 
CFD solver. Thus, in adjoint mode the post-processing routine is evaluated in 
opposite direction, as represented in Figure 3.6, resulting in the adjoint 
temperature field that is assigned to the adjoint thermal solver. The differentiation 
of the post-processing routine for the computation of the heat fluxes is reviewed 
in Section B.4.  

Consistently with the approach discussed in the previous section, the iterative 
linear system solver from Eq. (2.17) is not directly differentiated. Instead, a two-
step method is undertaken, first addressing the computation of the adjoint load 
vector �Ï and then evaluating the adjoint stiffness matrix �̅. 



 

 

Figure 3.6 Evaluation by the heat transfer solver at an intermediate loop of the 
CHT process: primal and adjoint modes. 

 �M  �Ï <  _Ï  (3.24) 

�̅�% < A_% �Ï� (3.25) 
 

Eq. (3.24) shows the transposed stiffness matrix �M accounting for the 
conductive and convective terms previously calculated in primal mode. Since the 
stiffness matrix is SPD, it follows that �M < �. The adjoint temperatures _Ï are 
imposed at the RHS. The system is solved by an iterative Conjugate Gradient 
method, returning the adjont load vector �Ï that is assigned to Eq. (3.25), together 
with the temperature solution stored at the correspondent CHT loop in primal 
mode. Hence, the adjoint stiffness matrix �̅ is computed.  

The process leading to the definition of the two previous systems is compliant 
with the demonstration reported in Section B.2 for the structural solver.  

Similarly to Eq. (3.23), the system assembly process is algorithmically 
differentiated and the adjoint contributions to the solid grid coordinates are 
accumulated. Since the thermal solver and the mechanical solver share the same 
grid, a unique vector of solid grid sensitivities is accumulated and propagated 
backwards throughout the CHT workflow. 

 UÏÁT @<  �̅  ���UÁT @  �Ï  ���UÁT . (3.26) 
 

The computation of the derivatives in Eq. (3.26) is discussed in Section B.5. 
 
The adjoint load vector �Ï computed in Eq. (3.24) is invoked to link the adjoint 

thermal solver to the adjoint hFFB procedure. In primal mode, the Robin 
boundary condition is imposed to the heat transfer solver, with the virtual bulk 
fluid temperature appearing at the RHS in Eq. (2.17). Hence, in reverse mode it 
follows that �� < ℎ̂ _STØb      →      _ÏSTØb <  �Ï� ℎ Ç . (3.27) 



 
The adjoint virtual bulk fluid temperature _ÏSTb  is not accumulated along the 

adjoint CHT workflow, but recomputed at every loop in reverse mode and then 
passed to the adjoint hFFB process, consistently to the primal mode. 

 

3.3.4 Adjoint hFFB procedure (solid → fluid) 

The hFFB method presented in Section 2.2.4 is invoked in primal mode for 
the coupling process transferring information from the fluid domain to the solid 
one. The heat flux and the fluid temperatures at the walls, together with the virtual 
heat transfer coefficient ℎ̂, are introduced in Eq. (2.3) for the computation of the 
virtual fluid bulk temperature _ST. The latter is processed through the DWI 
routine, assigning an interpolated _STb  field to the solid nodes.  

 

Figure 3.7 hFFB procedure between fluid domain and solid domain: primal 
and adjoint modes. 

 
In reverse mode, the adjoint virtual fluid bulk temperature field _ÏSTb  from Eq. 

(3.27) is introduced to the DWI procedure, which is treated by algorithmic 
differentiation in order to obtain the adjoint virtual fluid bulk temperature field _ÏST  
associated to the fluid cells. In primal mode, the temperature associated to the 
solid node j is calculated through a weighted interpolation of the temperatures 
contained in the cluster of � ∈ �1, ß# fluid cells identified as close neighbors. The 
backward differentiation of the interpolation expressed by Eq. (2.1) is the 
following: 

_STb �3# <  ∑ _ST��#C��W���#EBX�Y?
∑ 1C��W���#EBX�Y?     →      _ÏST��# @<  _ÏSTb �3# 1���W���##B∑ 1���W���##BX�Y?  (3.28) 

 

 

The operator “+=” in Eq. (3.28) stresses the fact each fluid cell i may belong 
to multiple “neighboring clusters” associated to different solid nodes j. Hence, the 
accumulation of the adjoint variables in reverse mode follows. 



 
Eq. (3.28) suggests also that a contribution to the accumulation of the 

sensitivities of the fluid and solid grids coordinates derives from the adjoint vector 
of the mapped distances between each solid node and its neighboring fluid cells. 
Therefore, it follows that: 

�àW�(à)ÏÏÏÏÏÏÏÏÏ  <  _ÏSTb �3# �_STb �3#����W���##  . (3.29) 

 
Such adjoint distances are accumulated along the CHT workflow, till 

achieving the routine dedicated to the interface generation. 
Finally, the algorithmic differentiation of Eq. (2.3) results in the adjoint 

temperatures at the fluid walls _Ï`a, which are used as input to the adjoint CFD 
solver, and in the adjoint heat flux RÏ`a, which is stored for a later accumulation. 

 

_ST <  _̀ a A R`aℎ̂       →       Ý _Ï`a < _ÏST RÏ`a <  _ÏST  IA 1ℎ̂J   . (3.30) 

 

3.3.5 Adjoint fluid solver 

The choice of a partitioned coupling technique, as discussed in Section 2.2.4, 
discloses the possibility of non-intrusive calls to the in-house adjoint CFD solver.  

In primal mode, the fluid grid, the wall heat flux and the converged flow 
solution from the previous CHT loop ��K? are invoked by the fluid solver, which 
provides as output the updated flow solution �� and the temperature at the walls _̀ a (cf. Figure 3.8). In reverse mode, the linearization is performed around the 
converged flow solution �� previously stored at the correspondent system solve in 
primal mode. The viscous wall temperatures in the ghost cells layers are updated 
imposing the Neumann boundary condition reported in Eq. (2.19).  

 

 

Figure 3.8 Fluid solver: primal and adjoint modes. 
 



 
In accordance with the linear algebraic approach adopted for the computation 

of the adjoint equations, the vector of the adjoint variables ψ derives from the 
solution of the system (1.9), here repeated for convenience: 

 IHFH�JM L = I H�H�JM
 (3.31) 

 

with U indicating the conservative flow variables, R as the non-linear 
residuals of the primal flow solver, and J the objective or constraint function. 
Since the primal solver is initialized with the converged flow solution at the 
previous CHT iteration, the adjoint system in (3.31) is initialized with the vector 
of the adjoint variables ψ computed at the previous CHT step in reverse mode. 

The adjoint fluid temperature _Ï`a, obtained from the reversed hFFB 
procedure at the previous section, contributes to the linearization of the cost 
function. Thus, the term at the RHS of Eq. (3.31) is linearized at the viscous walls 
exposed to the heat flux, as follows: 

 H�H� = H�Ho�,�
Ho�,�Ho��+-�,

Ho��+-�,H���+-�, =  H�H_̀ a
H_̀ aHo�,�

Ho�,�Ho��+-�,
Ho��+-�,H���+-�,= _Ï`a H_̀ aHo�,�

Ho�,�Ho��+-�,
Ho��+-�,H���+-�, 

(3.32) 

 

 

with o�,� as the primitive variables computed at the wall boundary of 
interest, o��+-�, as the corresponding variables from the interior of the fluid 
domain, and the last term Ho H�⁄  indicating the transformation matrix from 
primitive to conservative variables. Hence, H_̀ a Ho�,�⁄  indicates the derivatives 
of the face-centered temperature w.r.t. the primitive variables at the face center 
point of those cells laying at the wall. Moreover, the flow transformation matrix Ho�,� Ho��+-�,⁄  is compliant with the definition reported in Section A.4.  

Since in primal mode the response function J is affected only by the 
temperature values detected at the first layer of the inner domain and of the ghost 
cells, from Eq. (3.32) it turns out in adjoint mode only the correspondent cells 
around a non-adiabatic wall are seeded to a non-zero value.  

The solution of the system in (3.31) returns the adjoint vector ψ allowing the 
computation of the cost function sensitivities w.r.t. the fluid grid coordinates: 

 ���UST = H�HUST − LM HFHUST  . (3.33) 

 

Here, the linearization of the cost function at the viscous walls with heat flux 
is affected by the contribution of the adjoint fluid wall temperatures from the 
hFFB procedure: 

 H�HUST =  H�Ho�,�
Ho�,�HUST =  H�H_̀ a

H_̀ aHo�,�
Ho�,�HUST = _Ï`a H_̀ aHo�,�

Ho�,�HUST   . (3.34) 
 

 



 
The sensitivities in Eq. (3.33) are referred to the face centers at the walls. 

Therefore, their contribution to the fluid grid takes place by summing up the 
values collected at the four cells surrounding each grid vertex (cf. Figure 3.9). The 
resulting grid perturbations UÏST are accumulated along the entire adjoint CHT 
workflow, till the grid generation process. 

 
 

 

Figure 3.9 Two-dimensional view of cells faces at non-adiabatic wall 
boundary on (j,k) plane: Cost function sensitivities at each fluid grid vertex (red) 
from the surrounding four cells face centers (black). 

 

 
Finally, for the principle of the reverse accumulation, the wall heat flux term, 

entering in primal mode as the update of the boundary conditions in Eq. (2.19), 
results in an adjoint fluid wall heat flux RÏ`a that is computed once the adjoint 
CFD solver approaches full convergence. This contribution is summed up with the RÏ`a returned in Section 3.3.4 by the adjoint hFFB procedure: 

 RÏ`a =  RÏ`a_´``á @ _Ï�? ∆45ST  . (3.35) 

 

A further contribution derives also from the second layer of ghost cells, not 
reported in Eq. (3.35) for the sake of simplicity. 

Moreover, the term Δn appearing in Eq. (2.19) indicates the distance between 
the cell centers of the pairs (D1-G1) and (G1-G2) according to the thin shear layer 
approximation. Therefore, such term results in additional contributions to the solid 
and the fluid grids sensitivities, which are computed by algorithmic differentiation 
of the Neumann boundary condition.  

 



 
3.3.6 Adjoint hFFB procedure (fluid → solid) 

The partitioned coupling scheme in reverse mode completes by transferring 
the adjoint terms from the fluid to the solid domain (cf. Figure 3.10). The 
accumulated adjoint heat flux RÏ`a obtained in the previous section and referred to 
the fluid cells is processed through the DWI routine by application of the 
algorithmic differentiation technique. Consistently with the reverse interpolation 
call discussed in Eq. (3.28), the adjoint heat flux associated to the solid nodes is 
obtained as follows: 

 

R`a �3# <  ∑ Rca��#���W���##BX�Y?∑ 1���W���##BX�Y?  → RÏca��# @<  RÏ`a �3# 1���W���##B∑ 1���W���##BX�Y?   . (3.36) 

 

 

The “+=” operator in Eq. (3.36) highlights the accumulation justified by the 
fact each solid node i may belong to multiple clusters of “neighboring points” 
associated to different fluid cells j. 

Similarly to Eq. (3.29), further contributions to the interface sensitivities 
result from the adjoint terms of mapped distances �àW��à#ÏÏÏÏÏÏÏÏÏ that are obtained by 
differentiating the interpolation procedure. Such sensitivities are accumulated 
throughout the adjoint CHT workflow, till the grid generation procedure, 
discussed at the next section.  

 
Figure 3.10 hFFB procedure between fluid domain and solid domain: primal 

and adjoint modes. 
 

 
Finally, the adjont heat flux RÏca is passed to the solid domain (cf. Figure 3.6), 

in which the differentiated post-processing routine returns the new field of adjoint 
solid temperatures _Ïca in input to the system solve in Eq. (3.24). Since the adjoint 
heat flux accounts only for the solid nodes laying on the interface, consistently 
with the case of the adjoint fluid solver, only the temperatures in the nodes of the 
finite elements belonging to the surface are seeded, while the remaining portion of 
the adjoint field is posed to zero. The interested reader may find more details 
about the algorithmic differentiation procedure in Section B.4. 

Hence, the whole adjoint CHT loop completes with the closure offered by the 
adjoint thermal solver described in Section 3.3.3. The workflow is repeated in 



 
reverse mode for as many loops as the one performed during the history of the 
primal computations till the convergence of the conjugate coupling. 

 

3.3.7 Adjoint interface sensitivities to fluid and solid grids 

The completion of the adjoint CHT workflow results in the two grid 
sensitivities H� HUST⁄  and H� HUÁT⁄  accumulating the contributions from the 
respective fluid and solid solvers calls and appearing on top of Figure 3.2.  

The intermediate calls to the differentiated DWI routine accumulate the 
sensitivities of the response function w.r.t. the interface perturbations, as 
represented by the adjoint clusters of distances between the neighboring fluid-
solid and solid-fluid pairs introduced in Section 3.3.4 and 3.3.6. In fact, in primal 
mode any perturbation to the solid or fluid grids, determined by the optimizer’s 
modifications to the component shape, would lead to some differences in the 
definition of the interface. Thus, the alteration of the fluid-solid mating process 
would be reflected in some differences in the exchange of heat flux between the 
two domains, finally affecting the evaluation of the response function. In reverse 
mode, the impact of these perturbations must be captured, providing further 
contributions to the grids sensitivities UÏST and UÏÁT by walking the interface 
generation process in backward direction, including the displacement of the 
virtual fluid grid points, as discussed in Section B.6. 

Finally, the grids sensitivities, enclosing the contributions of the entire 
multidisciplinary chain, are imported in Eq. (3.2) for the computation of the cost 
function sensitivities w.r.t. the CAD parameters. Hence, �� ��⁄  is evaluated by 
the SQP-based optimizer in order to operate a geometry update, opening the path 
to a new thermo-mechanical assessment within the history of the gradient-based 
shape optimization problem.  

 
 

3.4 Gradients calculation 

3.4.1 FEM solvers gradients validation 

The heat transfer solver and the mechanical solver presented in the previous 
section rely on the manual differentiation of their own processes to provide 
accurate computations of the sensitivities of the response function by the reverse 
Algorithmic Differentiation technique. Hence, the validation of the computed 
gradients is discussed herein, with reference to the turbine rotor test case 
introduced in Section 2.4.2. 

The cost function J considered for the thermal solver is the maximum 
temperature in the solid domain, calculated through a p-norm function, similarly 
to Eq. (2.29). Instead, the mechanical solver refers to the maximum von Mises 
stress, including the contribution of the thermal strains. In both cases, the list of 



 
design variables α adopted for the evaluation of the sensitivities �� ��⁄  is reported 
in Table 3.1 and referenced in Figure 3.11. 

 

 
 

Table 3.1 Design variables adopted in the �� �	⁄  gradients validation. 
 

 

Figure 3.11 Design variables from Table 3.1. 
 

 
The sensitivities computed by the adjoint method are compared to the 

correspondent gradients calculated by the Finite Differences (FD) technique. The 
latter adopts a central differencing scheme for sake of improved accuracy, while 
the optimal step size is searched for each design variable with the aim of accurate 
gradient computations. An exemplary case is reported in Figure 3.12, referred to 
the seventh variable from Table 3.1 evaluated in the framework of the thermal 
solver: a suitable step size is identified at a value of 10-6 m. The curve indicating 
the gradient evolution derives from the computation of the cost function 



 
sensitivities at each step size, by solving the linear system obtained after applying 
a perturbation of the mesh through the morphing technique described in [118]. In 
general, the magnitude of such perturbations must avoid too-small values because 
turning in round-off errors; at the same time, they have to avoid too-large values 
as well, because potentially introducing significant truncation errors.  

 

 

Figure 3.12 Step size evaluation for the computation of �� �	⁄  by Finite 
Differences: Heat transfer solver, variable #7.  

 

 
The sensitivities of the maximum solid temperature to the perturbations of the 

ten design variables are summarized in Figure 3.13-a, which shows a close 
agreement between the two methods, both in sign and magnitude.  

To understand the sensitivity analysis in detail, let us consider the thermal 
paths in the turbine rotor experiencing the convective loading resulting from the 
operative condition reported in Table 2.3. Additionally, a convective condition is 
imposed on the back-plate surface with a uniform fluid temperature of 950K, and 
a Dirichlet boundary condition of 500K is assigned to the extreme section of the 
shaft.  

According to Figure 3.14, the maximum solid temperature is detected at the 
nodes in the hub region, in proximity of the leading edge. The computation of the 
gradients of this constraint reveals a marked sensitivity to the back-plate thickness 
(i.e. variable #3), whose enlargement would reduce the cooling influence of the 
convective boundary condition imposed at the back-plate outer surface. Similarly, 
an increase in blade height at the leading edge (i.e. variable #7) would extend the 
thermal path to the colder areas highlighted at the tip, while an elongation of the 
shaft (i.e. variable #5) would reduce the gradient field by locating the heat sink 
with the Dirichlet boundary condition further away from the rotor hub surface. 
Conversely, an increase in the shaft diameter (i.e. variable #4), an advancement of 
the axial position of the intersection point between the back-plate and the shaft 
(i.e. variable #8), and an enlargement of the blade hub thickness (i.e. variable #9) 
would favor the cooling of the hub upper region. Such sensitivities provide the 



 
direction of descent for a constrained optimization problem aimed at limiting the 
maximum rotor temperature for sake of extended lifetime. 

 

 
 

 
 

Figure 3.13 Comparison of the �� �	⁄  sensitivities of the solid maximum 
temperature (a), and of the maximum von Mises stress (b): Gradients computed 
by the adjoint method vs. Finite Differences. 

 
The sensitivities of the maximum von Mises stress w.r.t. the ten design 

variables are shown in Figure 3.13-b. The accuracy of the adjoint structural solver 
is assessed by comparison with the same gradients computed by the Finite 
Differences, confirming the suitability of the manually differentiated framework.  



 

 

Figure 3.14 Close-up of solid temperatures in turbine rotor (operative 
condition from Table 2.3). 

 
Finally, the performance of the two adjoint FEM solvers was investigated by 

measuring the computational time required for the evaluation of the sensitivities 
fields. Given X as the time required to perform the computation of the 
multidisciplinary workflow in primal mode, if the problem involves n design 
variables, the gradients evaluation by FD would approximately cost 4 ∙ U. On the 
contrary, the application of the adjoint method herein described costs about 8.6X 
for the heat transfer solver and 2.3X for the structural module. Hence, the choice 
of an adjoint method proves its advantage in the case of problems defined by a 
rich design space, as presented in the introduction. The cost figures herein 
presented mostly depend on the assembly process of the differentiated system (cf. 
Eq. (3.23) and Section B.3), rather than the solver itself. Thus, the thermal solver 
is the most impacted in terms of upscaling because accounting only for one d.o.f. 
in primal mode (i.e. the vector of unknown temperatures), while dealing with 
three adjoint variables in reverse mode (the three-dimensional coordinates 
sensitivities).  

 

3.4.2 CFD solver convergence history 

The loose coupling approach herein adopted allows the direct integration of 
the in-house adjoint CFD solver in the multidisciplinary framework under 
discussion. Hence, the present work benefits from the accuracy of the computed 
gradients as was already demonstrated by the same author. 

The focus of this section is in the verification of the convergence rate of the 
solver, being the adiabatic walls assumption dismissed in favor of the wall heat 



 
fluxes. The test case under consideration refers to the radial turbine impeller 
presented in Section 2.4.2, in which all rotor surfaces exchange heat with the 
surrounding fluid, while the turbine housing contour is considered adiabatic (since 
the scroll metal domain is not included in the model). The whole CHT workflow 
in Figure 3.2 is run in primal and adjoint modes and the performance data of the 
CFD solver is extracted at an intermediate hFFB cycle for a closer assessment. 

Figure 3.15 presents the rate of convergence of the density residuals for the 
primal flow solver and the adjoint flow solver. As thoroughly discussed in [54], 
the two convergence rates are similar because the LHS matrices adopted by the 
respective solvers contain the same eigenvalues. However, such traces do not 
coincide because, consistently with the approach adopted for the FEM solvers, the 
JT-KIRK scheme [61] herein adopted is not directly reversed in adjoint mode. 

In order to achieve a consistent path of convergence for the adjoint solver, the 
primal flow solver with heat fluxes has to be run till approaching a relative 
residual drop around machine level accuracy. In this respect, Figure 3.15 reveals a 
final residual value of about 10-15 with the appearance of “white noise” at the 
multigrid cycle 700. Hence, a smooth convergence path for the adjoint fluid solver 
is achievable. 

 

Figure 3.15 Convergence rate of the density residual for the primal and the 
adjoint CFD solvers with wall heat fluxes. 



 
3.5 Closure 

The radial turbine rotor analyzed in Section 2.5 is considered herein for the 
evaluation of the sensitivities of the response function, i.e. the gradients of the 
maximum von Mises stress accounting for the thermal strains w.r.t. the CAD 
parameters. 

The geometry under assessment is about a turbine rotor previously optimized 
with a simpler decoupled approach, in which the aerodynamic performance and 
the structural constraints were separately treated. The later verification of the 
impact of the thermal operative environment, as resulting from Figure 2.20, 
highlights the presence of a region of concentrated stresses, not visible in the 
original optimization results and now exceeding the limit of safe operation for the 
component. Hence, the purpose of the current investigation is to address a second 
step in the optimization process, while accounting for a more holistic perspective 
on the problem. 

For sake of simplicity, only the most critical operative condition is addressed 
to the thermo-mechanical constraint assessment. In order to identify such key 
point, at first the list of rotor working conditions reported in Table 3.2 is 
investigated by means of the workflow in primal mode (cf. left side branch in 
Figure 3.2). The points represent turbine steady state working conditions extracted 
from a set of ascending loads in the engine map, with the variable geometry vanes 
progressively opening while considering higher loads, as demonstrated by the 
variation in inlet flow angles. The maximum von Mises stress for each case is 
summarized in Table 3.3, in accordance with the stress patterns shown in Figure 
3.16. The normalization refers to the value obtained in the test case #1. It is then 
confirmed that case #5, already analyzed in Chapter 2, is the most severe 
condition; hence, it is eligible for the application of the adjoint workflow. 

 

 
Table 3.2 Boundary conditions for rotor operating points. 

 
 

 
Table 3.3 Normalized maximum von Mises stress for test cases in Table 3.2. 



 

 

 

Figure 3.16 von Mises stresses distributions for test cases reported in Table 
3.2. 

 
The output of the adjoint thermo-mechanical assessment in Figure 3.17 

reveals the distribution of the sensitivities  of the maximum von Mises stress w.r.t. 
the grid coordinates, identifying the most stressed region at the connection of the 
rotor back-plate with the shaft, where the highest local thermal gradients are 
present (cf. Figure 2.19). The finding is consistent with Figure 3.13-b, which 
shows a more pronounced sensitivity for the eighth design variable w.r.t. the other 
ones. In particular, the sign of the gradient illustrates a stress reduction is 
achievable by an advancement of the location of the connection point in axial 
direction. Hence, the result of the grid perturbation is reported in Figure 3.18, 
which compares the von Mises stresses distribution of the baseline geometry (left) 
and the updated layout (right). It is demonstrated that a reduction of the local von 
Mises stresses in excess of 35% is achievable in the most critical area through a 
modification of the back-plate profile. The increased curvature promotes a more 
gradual evolution of the local displacements field and a smoother temperature 
transition, thus lowering the impact of the thermal strains and returning a more 
gradual mechanical pattern at the intersection of the two elements. The new shape 
is compliant with the limit defined by the Yield strength of the material and, 



 
therefore, is in line with the goal of satisfying the thermo-structural constraint 
within an optimization problem.   

 

 

Figure 3.17 Sensitivities of thermo-mechanical constraint w.r.t. grid 
coordinates. 

  
Other areas of the blade are highlighted by the sensitivity patterns in Figure 

3.17, in particular at high blade span and in the upper portion of the back-plate. 
However, they exhibit a lower magnitude and refer to locations where the stresses 
do not exceed the constraint, because already addressed by the original decoupled 
optimization. For instance, the reddish island in the sensitivity plot at high blade 
span, in proximity of the leading edge, brings the attention to a blade section at 
25% of the chord presenting a locally mild non-radial fibered configuration, also 
visible in Figure 3.11.  

 

 

Figure 3.18 Normalized von Mises stresses distribution in radial turbine 
impeller experiencing thermo-mechanical loading: a) baseline configuration, b) 
updated geometry. 



 
This layout is responsible for the stresses at the hub fillet in the corresponding 

axial position, which however are within the elastic limit of the material. 
Therefore, the constraint is locally inactive, the sensitivity is neglected, and the 
original blade shape with its aerodynamic performance can be preserved. 

Finally, a further positive aspect of the implementation of the CHT analysis 
within the design loop is about the more accurate prediction of the actual turbine 
efficiency, as no more adiabatic walls assumptions are in place. The deviation in 
the total-to-static efficiency w.r.t. an adiabatic simulation is about 0.2% in the 
selected operative condition while considering the sole impeller. However, more 
marked differences are expected in case the CHT analysis is extended to the 
whole turbine stage, including the volute and the nozzle guide vanes. 



 

Chapter 4 

Thermo-Mechanical Fatigue 
optimization 

4.1 The Thermo-Mechanical Fatigue problem 

The optimization framework discussed in the previous chapters deals with the 
problem of the fulfilment of the multipoint performance targets and constraints in 
steady state conditions. In fact, it is a common practice to analyze the 
performance envelope of the machine in order to extract a diversified set of key 
operating points to address the shape modifications. However, such approach 
lacks of generality when transient operative conditions are prominent in the duty 
cycle of the device. It is the case of a radial turbine for automotive turbocharger 
applications, whose durability is affected by the transient loads induced by the 
dynamic change in engine working points. Figure 4.1 shows an exemplary driving 
cycle synthesized from fleet data [143].  

The highly dynamic trace, described as vehicle speed in time, suggests the 
turbine continuously operates in transient conditions, since it experiences 
variations in inlet mass flow rate, inlet temperature, and consequently in transient 
centrifugal loads determined by the varying trace of turbocharger speed.  

 

Figure 4.1 Exemplary vehicle speed trace for passenger car application. 
Source [143]. 



 
The highly dynamic trace, described as vehicle speed in time, suggests the 

turbine continuously operates in transient conditions, since it experiences 
variations in inlet mass flow rate, inlet temperature, and consequently in transient 
centrifugal loads determined by the varying trace of turbocharger speed.  

Such considerations inevitably pose the question about the fatigue lifetime 
problem in these applications. 

 
[144] defines the fatigue in metals as the consequence of repeated reversals of 

inelastic deformations. Solids temporarily operating in their inelastic regime 
accumulate non-recoverable deformations, eventually leading to a mechanical 
failure. The process is simplified through the evaluation of repeated cyclic 
operations, like the ones presented in Figure 4.2. In case the component operates 
within the boundaries of its material elastic regime, the deformations are always 
recoverable and the fatigue lifetime is quantified in tens or even hundreds millions 
cycles. Hence, the component is considered as experiencing an “infinite fatigue 
lifetime”, since each loading cycle may take from few seconds to few minutes to 
complete. However, if the cycle extends to the inelastic regime, irrespectively of 
the permanence time, some irreversible deformations occur because of the 
dislocations movement in the solid crystal structure [145, 146], determining a 
hysteresis loop in the material mechanical properties. If the deformations are 
small and localized, hundreds of thousands cycles must be accumulated to induce 
actual failure. Instead, in case of high activation energies, the deformations may 
be larger and facilitate the dislocations movements, progressively reducing the 
yield strength of the material. Hence, mechanical failure may occur earlier, even 
in few thousands cycles or less.  

 

Figure 4.2 Thermo-mechanical cyclic operations: a) elastic regime, b) elasto-
plastic regime. 

 
Thus, we refer to Low-Cycle Fatigue (LCF) to indicate the phenomena 

inducing mechanical failure in thousands or few hundreds of thousands cyclic 
repetitions, in contrast to High-Cycle Fatigue (HCF), usually appointed to fluid-



 
structure interaction problems causing failure in tens of millions cycles, but 
occurring in a short amount of time because of the high-frequency of the 
alternating process. An intuitive representation of the two regimes is offered by 
Manson’s method of the Universal Slopes [147] reported in Figure 4.3 according 
to the following formulation: 

 

∆©³�³ <  ∆©{ @  ∆©» <  â3.5 ¤äMcª CßSEKÅ.?Bå @ f�æ4 I 11 A F�J�Å.ç CßSEKÅ.ç¯ (4.1) 

 
with ε indicating the strains (total, elastic or plastic), ßS as the number of 

cycles to failure, ¤äMc as the ultimate tensile strength, E indicating the modulus of 
elasticity, and RA defined as the percentage of reduction of area (obtained from 
uniaxial tension tests). 

Eq. (4.1) results in the total strain range curve reported in Figure 4.3, whose 
elastic and plastic components are visualized as the curves A and B, each one 
characterized by its own slope. In particular, curve A defines a relation between 
the elastic strain range and the number of cycles to failure; accordingly, curve B 
reports the same relation for the plastic strain range. The point of intersection 
between the two lines, defined “transition point”, is commonly referred as the 
switching point between the LCF region on the left, where the plastic 
deformations are dominant, and the HCF regime on the right, in which the elastic 
deformations prevail.   

 
Figure 4.3 Fatigue regimes for material experiencing repeated cyclic loading. 

  
The LCF phenomena are distinguished by the type of forcing function leading 

to the deformations. The most obvious case is the one related to the isothermal 
fatigue [148, 149], characterized by the repeated application of external or body 
forces at constant temperature. It is the case, for instance, of the specimens tested 
in laboratory in controlled conditions, in order to determine the materials fatigue 
characteristics.  



 
On the other hand, thermal fatigue [150, 151] is related to the application of 

cyclic thermal loads inducing stresses because of the varying temperature 
gradients within the solid associated to its constrained differential thermal 
expansion. It is the case of high temperature structures experiencing repeated 
variations in the local thermal strains (ref. Eq. 2.28) by the alternating heating and 
cooling conditions. The deformations are facilitated at high temperatures, since 
the energy in the atoms vibrational level increases. According to [152], the 
material elastic modulus decreases almost linearly with the increase of 
temperature: thus, the cyclic elastic strain range decreases as the material weakens 
under higher and higher temperatures, enabling the generation of earlier plastic 
deformations. The thermal fatigue problems belong to the class of the LCF 
because of the low frequency characterizing the development of the cyclic 
phenomenon in the solid.  

Turbomachinery applications experience the combination of the previous two 
cases, since both alternating stresses and varying thermal loads are present in their 
duty cycles. Hence, these machines are affected by Thermo-Mechanical Fatigue 
(TMF) problems, defined by [144] as mechanical fatigue superimposed to varying 
temperature cycles. In particular, the two loads could be “in-phase” if the 
maximum (tensile) stress is experienced at the highest temperature; otherwise, 
they could be “out-of-phase” when the minimum (compressive) stress takes place 
at the maximum temperature; or any intermediate condition of stress and 
temperature may happen. In the case of a turbine blade, the critical areas are the 
zones of concentration of unit stresses, i.e. the areas of pronounced section 
variations, like at the rotor connection with the shaft, or in case of holes or joining 
of flanges. The blade leading and trailing edges are critical areas too, because 
during a transient manoeuver their heating-up and cooling-down phases are faster 
than in the mid-chord region, with a consequent larger local expansion or 
contraction. Therefore, they are prone to an accelerated crack initiation when 
experiencing alternating conditions [153]. 

 
The study of high-temperature TMF phenomena has to deal with the accuracy 

in the prediction of the component lifetime, whose complex estimation is affected 
by the correct determination of the material properties while subjected to 
controlled laboratory conditions. In the past, the TMF was evaluated by adopting 
an isothermal fatigue approach relying on some simplifications. Either the fatigue 
resistance was assumed at the maximum alternating temperature, or the lowest 
isothermal fatigue resistance identified within the range of operative temperatures 
was attributed to the whole cycle. An attempt of covering the gap between the 
isothermal fatigue and the TMF derives from the introduction of the Bithermal 
Fatigue approach [154], an experimental procedure dividing the cycle in tensile 
and compressive halves isothermally imposed at two very different temperatures. 
The highest temperature is chosen in the time-dependent creep regime of the 
material, while the lowest temperature is selected in a regime where the time 
dependencies are neglected because of the lack of thermal activation. The reader 
interested in a more detailed treatment of the problem is addressed to [155 – 161]. 



 
The reason for the abovementioned simplifications is traced back to the 

possibility of collecting reliable material data at different loading conditions, 
while during real-life operations the material experiences transient multiaxial 
mechanical and thermal states. Hence, the true evolution of those micro-
mechanisms appearing in thermal cyclic conditions cannot be accurately captured 
during the laboratory characterizations. For instance, [153] highlights that in 
alloys with strengthening precipitates the distribution of cyclic strains would 
experience localized alterations related to the thermal cycles, because of the 
differential thermal expansion between the precipitates and the matrix itself. In 
case of an isothermal test, such superimposing effect does not take place and 
therefore is neglected by the material characterization. In this respect, such 
limitations are also reflected in the traditional fatigue lifetime models [162, 163], 
as will be discussed in Section 4.3. The later introduction of more comprehensive 
macroscopic inelastic constitutive equations, like Chaboche’s lifetime model 
[164] discussed in Section C.4, allows considering alternating conditions in a 
closer fashion w.r.t the natural evolution of the mechanical stresses and the 
thermal loadings along the cycle. 

 
The reason for pursuing the prediction of LCF phenomena in the present work 

resides in the opportunity of integrating their treatment in the framework of a 
holistic multidisciplinary optimization. In fact, in the case of turbochargers for 
automotive applications, it is a common practice to perform TMF lifetime 
verifications in the post-processing phase of the design operations of a turbine 
impeller. The motivations behind this workflow are the same as discussed for the 
thermo-mechanical stresses in Chapter 1. Consistently with the previous 
argumentations, an unexpected failure revealed during the validation of a 
geometry would impair the outcome of the preceding optimization, thus requiring 
a new design loop with arbitrarily more stringent engineering margins on the 
constraints. Such an iterative scenario would be expensive because slowing down 
a development program. Moreover, the exploration capabilities of the optimizer 
may be limited if excessive precautions are taken on the standard mechanical 
constraints, which would only indirectly affect the fatigue problem. Therefore, the 
capability of tracing back the durability aspect of the component to the grid 
coordinates would expand the envelope available for the performance 
improvement, for instance by allowing an increase in maximum operative 
temperature and rotational speed, addressing the original request presented in the 
introduction of this manuscript. 

Hence, the present chapter offers an attempt in addressing this issue by 
exploiting the convenient convergence capabilities of the adjoint methods, and the 
possibility of introducing more complex disciplines in a framework suitable for 
fatigue lifetime optimizations. 

 



 
4.2 Modelling strategies 

[165] discusses the problem of TMF for different automotive components. 
The turbocharger operations respect a rotational speed limit aimed at 
guaranteeing, by design, the safe operations of the turbine and compressor rotors 
within the elastic regime of their respective materials. However, the control of 
such turbocharger speed, performed by direct or indirect sensors measurements, is 
affected by uncertainties related to the accuracy band of the sensors themselves 
(accounting for shifts and aging), as well as the dynamics of the vehicle 
manoeuvers. Hence, some limited excursions in the inelastic region of the wheel’s 
materials might occur. Moreover, on the exhaust side the impact of the thermal 
cycles is not precisely predictable, thus inducing further chances of accumulating 
plastic deformations in the turbine rotor. Therefore, even if the problem pertains 
to the category of “small strains” (or small deformations), yet the lifetime 
assessment is a fundamental aspect in the validation of such components. 

The LCF evaluation along an entire driving cycle may be inconvenient, or 
even prohibitive within the framework of an optimization. Hence, a reduction 
strategy could be implemented by breaking down the whole trace in elementary 
samples classified by their peculiar characteristics [153]. For instance, several 
stretches of the original cycle may present large excursions till the region of the 
highest stresses and temperatures, thus representing the most extreme operative 
conditions for the component. An exemplary shape for a base cycle obtained from 
such sampling process is shown in Figure 4.4. The manoeuver is conveniently 
classified in terms of engine load over time, since the former parameter provides 
the experts with an intuitive understanding of the severity of the operating 
condition. The trace starts with a plateau representing a stabilization of the initial 
conditions, followed by a load rise, which corresponds to a progressive increase in 
the turbine inlet mass flow rate and rotational speed.  

 

 

Figure 4.4 Exemplary cyclic manoeuver for the LCF evaluation of a turbine 
rotor. 



 
Hence, the impeller experiences both the highest centrifugal forces and the 

highest internal temperature field at the end of this second section. After that, a 
sudden drop in engine load follows, determining a significant reduction in the 
rotor inlet mass flow rate and inlet flow temperature: therefore, the component is 
subjected to a rapid decrease in rotational speed followed by a fast cooling-down 
in “Region-3”. Finally, a new stabilization stretch is present at the end of the 
cycle, with the aim of completing the dynamics of the thermal event. 

The duration of the sampled event is not entirely predictable, as it depends on 
the vehicle dynamics and its coupling with the engine. However, a reference 
timeframe may vary from less than ten seconds to few tens of seconds. Despite 
the actual length of the manoeuver is rather short, a suitable computational 
framework must be selected in order to affordably model this FSI problem within 
an optimization task. The goal is to treat the predicted TMF lifetime as a 
constraint, in order to maximize the turbine rotor durability under the reference 
trace. 

 
A literature review of the most relevant coupling strategies would address the 

problem of the unsteady Conjugate Heat Transfer by means of several numerical 
simplifications, since a disparity exists in the time scales between conduction and 
convection [166].  

In this respect, [167] discusses a “quasi-dynamic” coupling approach aimed at 
creating a bridge between the slow response of the metal heat conduction and the 
change in operative conditions of the turbomachinery component. A purely 
unsteady coupling between the two domains requires the CFD analysis to be run 
over the entire duration of the thermal event within the solid region. However, the 
timescale should be as small as the one characteristic of the convection in order to 
solve for the small disturbances: thus, the fluid-solid coupling would take place at 
each small time step. Such approach, despite being the most accurate, would not 
be affordable within an optimization. Hence, the author proposes an algorithm 
minimizing the computational budget by focusing on the solid dynamic response 
with information exchanged and updated at the interface with a static flow 
solution. With reference to Figure 4.5, the manoeuver is split in intermediate 
stretches, and steady state CFD simulations are performed at the two extremes 
(respectively indicated as “t1” and “t2”). Hence, the solid domain is evaluated by 
an unsteady thermal analysis executed between the two fluid instances. At any 
inner time-step tk, the solid is assigned with a boundary condition obtained by 
interpolating the two neighboring fluid states. Once the transient solution is 
available, the heat fluxes from the solid domain are imposed to the fluid domain at 
t2 and a static fluid solve is called with the updated boundary condition. Hence, 
the process is reiterated between t1 and t2 leveraging the revised convective 
loading projected to the solid domain, till achieving convergence of the conjugate 
coupling. After that, the workflow continues by invoking the next stretch of 
manoeuver from t2 to t3. It is recognized that the larger the distance between two 
consecutive flow solutions, the higher the number of iterations necessary to lead 



 
the FSI coupling to convergence at each step. Hence, the overall computational 
budget must be optimized in this respect. 

 

Figure 4.5 Quasi-dynamic approach for unsteady conjugate coupling. 

 
A slight modification to the previous approach is undertaken by [168] who 

confirms the negligible impact of the flow unsteadiness in the evaluation of this 
conjugate problem. The authors adopt a workflow similar to the one at the 
previous step, but introducing a further simplification indicated by the Energy 
Equation Only method. In fact, the re-computation of the steady state fluid 
domain with the updated boundary condition involves only the energy equation, 
bypassing the continuity and momentum equations for a further reduction of the 
computational time. The method is supported by the assumption that there are 
conditions in which the fluid properties are almost independent from the 
temperature and therefore the energy equation has no influence on the flow field. 
Moreover, an automated approach for the adjustment of the solid inner time step 
to perform the unsteady FEM analysis is proposed. In fact, given three successive 
time steps tk, a node-wise temperature interpolation is performed by a piecewise 
linear and parabolic curve fitting: in case the gap between the two interpolations 
exceeds a certain threshold, the solid time step is refined. 

A more involved method is developed by [169]. With reference to the 
workflow by [167], while the continuity and momentum equations in the fluid are 
solved through steady state simulations at the update of the heat flux at the 
interface, the fluid energy equation is invoked concurrently with the solid domain 
through a transient coupling scheme. In this case, the steady state fluid 
computations are called according to a coarser schedule, defined by a sufficiently 
large threshold in the change of the Nusselt number necessary to influence the 
flow velocity distribution. Hence, this approach, despite being more 



 
computationally expensive than the previous ones, attempts to minimize the 
number of calls to the steady state flow solver by means of empirical evaluations 
of the temperature change at the domains interface along the specific manoeuver.  

[170] proposes a simplification to the coupling problem by attempting the 
elimination of the FSI iterations presented in the first scheme herein discussed. In 
fact, in absence of such repetitions of the conjugate coupling for each stretch of 
manoeuver, the authors discuss the possibility of simply enforcing the continuity 
of energy exchanged at the interface by applying a corrective factor, according to 
their “estimation of the conservative correction” approach. Three different 
techniques are compared for the imposition of such correction, to be assigned 
either before or after the domains coupling, or even during the same domains 
integrations. Despite the significant reduction of the computational budget, the 
method demonstrates some shortcomings in terms of robustness from stability 
perspectives, especially in case of Neumann boundary conditions. 

Finally, [171] discusses a technique aimed at surpassing the quasi-dynamic 
approach in order to provide a CHT framework applicable to a wide range of time 
scales, by getting closer to a direct time-accurate integration. Starting from the 
consideration of the significant disparity in time scales between the fluid and the 
solid domains involved in the conjugate problem, the authors propose a loose 
coupling approach in which the flow is subjected to a decomposition in two time 
scales. The small temporal resolution is the typical one adopted to solve the small 
perturbations self-excited by the flow unsteadiness. The large scale is obtained by 
imposing a low-pass filtering and captures only the long-wavelengths 
disturbances. Hence, the flow domain is efficiently solved in transient mode over 
the two time scales, while the time-averaged heat fluxes computed on the larger 
scale are passed to the solid domain. On the other side, the solid provides the 
temperature information at the interface, which is imposed to the fluid domain as 
a boundary condition for the large-scale solver. Thus, thanks to the assumption of 
the milder influence of the temperature variations on the flow velocities, the fine 
scale fluid disturbances can be accurately resolved in their own time step, without 
invoking a full transient multi-domain solution.  

Despite this methodology is attractive from accuracy standpoint, the present 
work is based on the quasi-dynamic approach previously described, mainly for 
two reasons. First, the TMF analysis focuses on the solid dynamic response, and 
the literature agrees on the mild influence of the fluid domain unsteadiness on the 
solid temperature evolution in this kind of FSI problems, because of the marked 
disparity in time scales. On the other side, this scenario is supported by the high 
blade pass frequency (in the range of 5-50 kHz within the operative envelope of 
the turbine) w.r.t. a minimum duration of each stretch of manoeuver as low as 
some decimals of second: hence, from aerodynamic standpoint, the blade 
perceives the engine load transition as a sequence of steady state events. Second, 
the selected method must be affordable within the iterative framework of an 
optimization, in compliancy with the typical duration of such manoeuvers. 
Conversely, oversimplifications like in the case of the conservative correction 



 
approach are not envisaged, because the method is aimed at being applicable to 
any manoeuver, despite the local steepness of its profile. 

Hence, the previous sample manoeuver is split in several stretches, each one 
extending from ti to ti+1, according to a user-defined step in engine load (Figure 
4.6). Steady state CFD computations are called at the two extremes of each 
section, which are walked in the solid domain through an unsteady solution. Since 
each section of the cycle presents a different load gradient, the solid inner time 
step is adapted accordingly, in order to preserve the expected accuracy and 
numerical stability even in the steepest stretches. Finally, the last portion of the 
alternating profile aimed at establishing a thermal equilibrium is not considered 
anymore in the following discussion, as no considerable fatigue event occurs in 
this last time step.  

 

 

Figure 4.6 Sample manoeuver split in sub-sections. 

 

4.3 Thermo-Mechanical Fatigue evaluation: Primal 
solvers 

4.3.1 The workflow 

The quasi-dynamic approach selected for the evaluation of the TMF lifetime 
presents significant similarities with the thermo-mechanical workflow discussed 
for steady state problems. In fact, the loose coupling approach calls the static flow 
solutions at predetermined time steps: hence, the in-house CFD solver can be 
directly implemented in the new procedure. Moreover, since the conjugate 
coupling between the two domains takes place only at the end of each stretch of 
manoeuver (once the unsteady FEM computation is completed), the new 



 
framework inherits the hFFB routine presented in Chapter 2. In fact, the heat flux 
at the interface – computed at the end of each solid transient event – is assigned as 
a boundary condition to the steady state CFD, which returns the updated Robin 
boundary condition to the solid domain, while the user-imposed virtual heat 
transfer coefficient ℎ̂ is fixed. Hence, the conjugate problem is re-iterated till 
convergence, before moving forward with the following stretch of the manoeuver.  

The conjugate coupling provides the temperature field to an unsteady thermo-
mechanical solver, which shares the same mesh and inner time step with the 
transient heat transfer solver. Therefore, a one-way partitioned coupling is 
established between the two FEM solvers with no need of any interpolation, 
consistently with the steady state workflow. With reference to Figure 4.7, at each 
stretch of manoeuver, the temperature fields stored at all the inner steps tk of the 
last CHT loop at convergence are provided as input to the mechanical solver. 
Thus, the solid dynamic response benefits from a continuously updated 
temperature field at each inner step, conveying a corresponding local adjustment 
of the temperature-dependent material properties.  

At the end of the manoeuver, the entire history of stresses and deformations is 
evaluated by a lifetime model, with the goal of predicting the number of cycles to 
failure. 

 

 

Figure 4.7 Loose coupling for unsteady conjugate problem and transient 
thermo-structural prediction.  

 

 
In conclusion, the previous considerations support the initial choice of a 

partitioned coupling approach for the steady state thermo-mechanical problem, 
since the present TMF lifetime estimation develops as a natural extension of the 
original workflow. Figure 4.8 shows the flowchart updated to the alternating 
manoeuver, in which the FEM solvers are replaced by their unsteady counterparts, 
as well as a new routine for the computation of the constraint function is 
implemented.  

 



 
4.3.2 Steady state flow solver 

The steady state in-house flow solver introduced in Chapter 2 is invoked by 
the partitioned coupling workflow shown in Figure 4.8. Heat flux boundary 
conditions are assigned at the viscous walls.  

 

 

Figure 4.8 Partitioned coupling method for the TMF analysis. 

 
Since the entire manoeuver is split in several stretches extending from ti to 

ti+1, in each one the flow field has to be resolved at the two extreme points prior to 
the solid, in order to start the conjugate coupling. Therefore, at first the heat flux 
computed in ti at the end of the previous stretch is assigned to the CFD solver in 
ti+1, and the flow field is preliminarily resolved. The two flow states at the 
extremities of the stretch are linearly interpolated in order to provide the 
convective loads to the solid at each inner time step along the unsteady 
integration. At the completion of the transient computation, the solid returns a 
new heat flux to the fluid domain; thus, a new steady state flow solution is 
performed with the updated boundary condition, resulting in a more accurate 
Robin boundary condition assigned to the solid at the following hFFB loop. 



 
The conjugate coupling is iterated till convergence. After that, the calculations 

are executed at the following stretch, until the full manoeuver is processed. 
 

4.3.3 Transient non-linear heat transfer solver 

An unsteady non-linear FEM heat transfer solver is developed for the 
computation of the temperature field along the transient conjugate coupling. 

With reference to Eq. (2.7), repeated here for convenience, 

hi» �_�� =  ∇ ∙ R + k (4.2)

 

in case of a convective load and in absence of internal heat sources, it is 
possible to derive its weak form as follows: 

m hi» �_�� 
n l_ �o +  m 5∇_  ∇(l_)�o 

n =  − m ℎ̂C_ − _STb E l_ �q 
c  . (4.3)

 

The discretization of Eq. (4.3) leads to 
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|}~~~�~~~������

_�l_%%�{
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cz

| l_% .%{  

(4.4)

 
The solver non-linearity is expressed by the temperature-dependent material 

properties, i.e. the density, the heat capacity and the thermal conductivity. This 
characteristic allows achieving a higher accuracy in the unsteady computations of 
the temperature field, when deep loading or unloading manoeuvers are performed 
in a short amount of time, especially because of the more pronounced temperature 
sensitivity shown by the density and the heat capacity terms. 

The stretch of manoeuver under consideration is divided in N time steps ∆�. 
Hence, the integration of Eq. (4.4) can be written in implicit form as: 



 

7(_),e?) _),e? − _,∆� + �(_),e?) _),e? = � . (4.5)

 

Here, _),e? ∈ F, indicates the unknown temperature field at the end of the 
time step, while _, ∈ F, is the known temperature at the beginning of it. 7(_),e?) ∈ F,,, represents the first integral term in Eq. (4.4) and is commonly 
referred as the mass matrix. The matrix A comprises the conductive and the 
convective terms � = ����,� + ���,�� ∈ F,,,. Both the matrices at the LHS of 
Eq. (4.5) are SPD. Finally, the RHS vector � ∈ F, accounts for the convective 
load. Since in the hFFB method the virtual heat transfer coefficient ℎ̂ is fixed, b 
does not depend on the solid temperature.  

The non-linear system in (4.5) is solved through the application of the 
Newton-Raphson method, as discussed in detail in Section C.1. At each time step, 
the convective load is updated by a linear interpolation of the two extreme fluid 
states computed in Section 4.3.2, thus leading to a new _STb .  

The resulting temperature field integrated over the stretch of manoeuver is 
post-processed by the routine presented in Section B.4 in order to compute the 
heat fluxes at the interface. Finally, such heat fluxes are passed to the hFFB 
routine for an interpolation before being assigned to the fluid domain. 

The exchange of information between the unsteady FEM solver and steady 
state CFD is iterated multiple times. Once the thermal coupling in the reference 
stretch of manoeuver reaches convergence, the temperature field initializes the 
next loading or unloading section, while in parallel the structural solver acquires 
the thermal input to compute the evolution of the stresses. 

 

4.3.4 Transient linear mechanical solver 

The solid structural response is computed through an unsteady linear FEM 
mechanical solver. In this case, the linearity is associated to the material, which 
relies on the linear elastic hypothesis. In fact, despite the material properties are 
temperature dependent, the elasticity is expressed by stresses that are linearly 
proportional to the strains. This assumption is supported by the fact that 
turbocharger operations normally respect a limit of maximum rotational speed 
within the elastic regime of the wheel’s material (with some margins w.r.t. the 
yield strength). Hence, the machine is supposed to continuously work in the 
region of “infinite life”. However, in Section 4.2 it was anticipated that, in case of 
very aggressive manoeuvers, some limited excursions in the inelastic region might 
occur. Therefore, despite the permanence time, some accumulations of plasticity 
would follow. 

Since this phenomenon is limited, it is assumed the rotors operate in the 
“small strain” region, in which the linearized theory of elasticity holds because of 
the small deformations, and the strain is supposed to depend on the effective 
stress. For this reason, no modification to the shape of the body is operated during 
the analysis because of the effect of the local plasticity. The reader interested in 



 
more details about modelling techniques for non-linear problems with finite 
deformations is addressed to [172]. 

Hence, this assumption allows treating the cases of material yielding through 
a post-processing routine, described in the next section, which divorces the TMF 
lifetime assessment from the FEM simulation [165].  

According to such precondition, the unsteady evolution of the displacements 
field is described by Eq. (2.23) repeated here for convenience: 

⎩⎪⎪
⎨⎪
⎪⎧H¤..H( + H¤¥.HD + H¤¦.H8 + �. = h HB§H�BH¤.¥H( + H¤¥¥HD + H¤¦¥H8 + �¥ = h HB¨H�BH¤.¦H( + H¤¥¦HD + H¤¦¦H8 + �¦ = h HB�H�B

 (4.6)

 

Following the development discussed in Section 2.3.3, the weak form of Eq. 
(4.6) is discretized as  

w w w x m h(_)vMφ 
nz
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cz
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(4.7)

 

in which the first term, i.e. the mass matrix, is added to the formulation 
previously encountered in steady state. It is important to note the material 
parameters exhibit a temperature dependence, as expressed by the density, the 
elasticity matrix and the thermal expansion coefficient �(_) included in the 
definition of the thermal strains (beside their direct dependence over the 
temperature difference w.r.t. ambient). The temperature field is known at each 
time step along the transient computation, as deriving from the converged thermal 
coupling at the previous section. Hence, the material properties are continuously 



 
updated. Since the mechanical solver shares the same mesh and the same time 
steps as the thermal solver, no interpolations are necessary. This choice results 
particularly convenient in adjoint mode.  

Moreover, no damping term (related to the hysteresis of the material) appears 
in Eq. (4.6) and Eq. (4.7), because negligible in the case of low-frequency 
transient excitations as discussed in this chapter. 

 
The system of equations in (4.7) is expressed in compact form as 

7�° + q� = � (4.8)

and is solved by a discrete approximation in time through the Newmark 
method [173]. The presence of the inertial term requires the identification of three 
variables at each discrete time �,: 

ë�, �ì , �° í = î§, ¨, �ï . (4.9)

The Newmark method is a one-step technique that computes the state at �,e?, 
given its value at �,. Since there are three quantities in Eq. (4.9), the method 
adopts a system of four equations to advance the solution in time: 

⎩⎪
⎨⎪
⎧ §ð,e? = §, + ∆� ¨, + I12 − ñJ ∆�B�,�7 + ñ∆�Bq� �,e? =  �,e? − q§ð,e?¨,e? = ¨, + (1 − «)∆� �, + «∆� �,e?§,e? = §, + ∆� ¨, + I12 − ñJ ∆�B�, + ñ∆�B �,e?

 . (4.10)

 

The first equation in (4.10) describes the formulation of the predictor §ð,e?, 
whose quantities at �, are all known. The predictor is called by the second 
equation, which is a residual formulation of the equilibrium equation (4.8) and is 
solved w.r.t. the independent variable �,e?, i.e. the acceleration at time �,e?. The 
solution allows updating the velocities and the displacements fields. Hence, the 
next time step is approached.  

The system in (4.10) presents the coefficients (ñ, «) whose values determine 
the stability and the dissipation properties of the scheme. In the present work, the 
implicit formulation of the Newmark method, obtained with ñ = 1 4⁄  and « =1/2, is adopted because it is unconditionally stable and does not imply any 
numerical dissipation. This arrangement is also known as “trapezoidal rule” or 
“constant acceleration method”.  

The advantage of choosing an implicit method resides in the possibility of 
freely adopting the same time steps as the heat transfer solver, with the aim of 
avoiding any interpolation of the temperature fields exchanged between the two 
frameworks. Moreover, also the thermal solver adopts an implicit method, in 
order to guarantee the possibility of adapting the time step to the local steepness 



 
of the profile of the transient manoeuver. Thus, the efficiency of the unsteady 
computations is favored, with no constraints from numerical stability standpoint.  

At each time step, once the transient displacements field is solved, the post-
processing routine aimed at computing the strains is invoked, followed by the 
evaluation of the stresses according to the linear elastic assumption. Hence, the 
verification of the material yielding is performed by the constitutive model 
discussed in the next section. 

 

4.3.5 Constitutive model for inelastic deformations 

The constitutive model is used to characterize the material non-linearity and 
intervenes only in case of yielding. As previously mentioned, adopting the 
constitutive equations only in the phase of post-processing of the FEM solution is 
admissible because the reference application operates in the “small strains” 
region.  

The model is described in detail in Section C.2. It starts with a verification of 
inelasticity: in case any nodal stress exceeds the Yield surface, an appropriate 
evaluation of the plastic strains and stresses is operated by the method. During this 
operation, the displacements field is corrected as well, before advancing the 
solution to the following time step. 

In case no local plasticity is identified, the constitutive equations are not 
invoked, and the solver is allowed to move to the next time step. 

 

4.3.6 Lifetime evaluation model 

The alternating manoeuver is analyzed through the partitioned coupling 
workflow shown in Figure 4.8, iterating over the whole set of stretches. Once the 
trace is completed, the history of nodal stresses and strains is available: hence, it is 
possible to evaluate the TMF lifetime of the component.  

A crack-initiation model is considered in the present work. In fact, once the 
crack is originated at the free surface of the solid, the forces driving its 
propagation usually decrease as the crack grows [144]. For this reason, it is 
necessary to prevent or delay as much as possible the initiation event by design; 
hence, no attempts in modelling the crack propagation were undertaken as deemed 
irrelevant in the present scenario.  

 
The definition of the singular event leading to a cyclic crack initiation is a 

topic of debate, partially because of the difficulty in accurately characterizing the 
TMF phenomenon by controlled specimens testing. Moreover, the fatigue strength 
of the materials tends to decrease at high temperatures, and this phenomenon is 
difficult to generalize in the inelastic regime, especially in the case of the 
temperature dependence of the total strain range, which is invoked by the lifetime 
estimation models. However, considerable research was conducted to link the 



 
initiation event at the surface with the bulk properties of the material, and 
predictive correlations were established. The reader interested in a review of the 
conducted activities is addressed to [174]. 

The literature offers many TMF lifetime models [175, 176], and their 
selection cannot ignore the availability of a comprehensive characterization of the 
material properties. The present study focuses on the Morrow model [163], which 
belongs to the family of the strain life methods.  

Following the work by Manson [151], the Morrow model plots the fatigue life 
in terms of the total strain range ∆©³�³ (cf. Figure 4.3). Differently from the stress 
life analysis techniques, the adoption of the total strain range allows gaining 
further resolution in the lifetime prediction at low numbers of cyclic repetitions 
(i.e. in the LCF regime), because the strain range curves present non-unique 
solutions in that region. Conversely, the correspondent stress amplitude curves 
would exhibit an almost flat profile for low number of cycles to failure [165], 
hence making an appropriate estimation of the TMF lifetime difficult. 

 
The relation between the total strain range and the fatigue life is expressed as 

follows: 

∆©³�³ < ∆©{ @ ∆©» < 2C¤Sb A ¤+{-,Eª  C2ßSE� @ 2©Sb  C2ßSE� (4.11)

 

with 2ßS indicating the number of cyclic repetitions, the total strain range 
obtained by summing up the elastic and plastic components (as schematically 
shown in Figure 4.9), ¤Sb representing the fatigue strength coefficient and ©Sb  as the 
fatigue ductility coefficient (both tabulated as material properties), and E as the 
elastic modulus. The two terms at the RHS of Eq. (4.11) represent the elastic and 
plastic components already anticipated by the method of the Universal Slopes (ref. 
Eq. 4.1), and their slopes are determined by Basquin’s exponent b and the fatigue 
ductility exponent c, which represent respectively the material sensitivities to 
cyclic stressing and alternating straining. The relevant data adopted in the present 
study is available in [163]. Figure 4.9 offers a qualitative distinction between the 
amplitude of the plastic strain range w.r.t. the total strain range, the former 
obtained by subtracting the elastic tensile and compressive parts. 

 
Since the fatigue properties are usually defined for a zero mean stress testing 

condition, a corrective factor is adopted in Eq. (4.11) by altering the fatigue 
strength of the material by an amount corresponding to the mean stress ¤+{-, 
over the cycle. This correction allows generalizing the application of the lifetime 
estimation model to any working condition, as non-zero mean stresses are usually 
encountered in real life operations (cf. Figure 4.2).  

 



 

 

Figure 4.9 Schematic representation of strain range composition. Source [163] 

 
The application of the Morrow model in the code is performed on a nodal 

basis, i.e. by separately analyzing the strain histories along the transient 
manoeuver for each node in the FEM mesh. Therefore, each grid point brings its 
own total strain range, from which the number of cycles to failure is computed. At 
this stage of development, some approximations in the lifetime estimation have 
been accepted. In fact, each node in the mesh experiences a thermal cycle along 
the manoeuver, while the abovementioned fatigue properties (i.e. ¤Sb, ©Sb , �, i) are 
assigned w.r.t. a nodal reference temperature evaluated along the transient event. 
In case of lack of an extensive dataset, fatigue properties measured at a unique 
reference temperature may be assigned to the whole mesh, thus incurring in the 
accuracy limitations previously described in the case of the isothermal fatigue 
evaluations.  

This shortcoming was overcome by the Chaboche TMF lifetime model [164], 
whose development is discussed in Section C.4. The rest of the chapter follows 
the original approach by Morrow, as not all the experimental data necessary to 
operate the Chaboche model are available to the present work.  

 
Eq. (4.11) requires the total strain range and the mean stress in input to the 

lifetime calculation. With reference to Figure 4.9, the former is obtained by 
evaluating the whole history of the nodal strains along the alternating manoeuver, 
such that 

∆©³�³ < ©+-.³�³ A ©+�,³�³  . (4.12)
 

Eq. (4.12) presents the difference between the total strain values, which are 
obtained from the FEM solution (or corrected by the constitutive model, in case of 
plasticity), according to the von Mises equivalent strain definition. The 
formulation is repeated here for convenience: 



 

©{ó_�¹ = 23 ½32 C©..B + ©¥¥B + ©¦¦B E + 34 C«.¥B + «¥¦B + «¦.B E . (4.13)

For sake of compliance with the requirements of the adjoint implementation, 
both the terms in Eq. (4.12) are computed by p-norm functions. 

Instead, the mean stress is simply obtained by averaging the nodal history of 
von Mises stresses. 

In conclusion, since Eq. (4.11) is non-linear, it is solved by using the Newton-
Raphson method, discussed in Section C.1, as follows: 

F =  ∆©³�³ − 2C¤Sb − ¤+{-,Eª  C2ßSE� − 2©Sb  C2ßSE�
�F�ßS  ∆ßS = −F .  (4.14)

 

In order to speed up the solution process, a refinement of the initial guess is 
executed by application of a regula falsi. Hence, the nodal TMF lifetime is 
obtained eventually, and the minimum lifetime over the whole set of grid points is 

simply computed by means of a p-norm function such that 2�4 = ô∑ (�)�õ , 5 →−∞, thus completing the evaluation of the cost function �ö÷` in primal mode. 
 

4.4 Thermo-Mechanical Fatigue evaluation: Adjoint 
solvers 

4.4.1 The workflow 

The present section is devoted to the computation of the TMF lifetime 
sensitivities w.r.t. the CAD parameters � in order to impose the minimum lifetime 
as a further constraint in the turbine optimization problem. 

The workflow presented in Figure 4.10 is consistent with the trace of the 
cyclic manoeuver shown in Figure 4.6. The branch on the left presents the 
development of the primal solvers discussed in Section 4.3. It is important to note 
that at first the workflow engages the steady state thermo-mechanical algorithm 
described in Chapter 2, before moving to the unsteady counterpart. This is in line 
with the presence of a flat stretch at the beginning of the manoeuver, whose 
function is to guarantee the thermal equilibrium as an initial condition. Once the 
convergence of the steady state portion is achieved, the quasi-dynamic 
computations take place, iterating over the rest of the manoeuver. Finally, the 
Morrow model is engaged for the lifetime estimation. 

The development of the adjoint branch starts by seeding the minimum 
lifetime. Hence, the workflow shown on the RHS of Figure 4.10 propagates the 



 
adjoint variables in opposite direction, maintaining its consistency with the 
iterative framework walked in primal mode.  

Since the flow is treated by steady state simulations, the correspondent adjoint 
field is solved in steady state conditions as well, by means of the in-house adjoint 
CFD solver presented in Section 3.3.5. Moreover, the conjugate coupling in 
adjoint mode inherits the adjoint hFFB routine from the thermo-mechanical 
development: thus, adjoint variables are exchanged at the interface of the two 
domains. 

 

Figure 4.10 Workflow for the primal and adjoint computations of thermo-
mechanical fatigue lifetime constraints.  



 
The major novelty is represented by the two adjoint FEM solvers, whose 

unsteady development is discussed in the next sections. The process of 
accumulation of the adjoint variables maintains its consistency with the previous 
treatment and the fluid and solid grids, invoked multiple times along the iterative 
procedure, accumulate their sensitivities, till reaching the grid generation routine 
on top of the chart.  

Consistently with the steady state algorithm discussed in Chapter 3, the 
adjoint TMF workflow terminates with the accumulated grids sensitivities, which 
are finally processed through Eq. (3.2) for the evaluation of the constraint (�� ��⁄ )ö÷`.  

The extent of the framework presented in Figure 4.10 supports the choice of 
manually differentiating the whole branch in reverse mode, as a matter of 
achieving an optimal memory footprint. In fact, in case of adopting an automatic 
differentiation software, the entire primal workflow would have had to be 
recorded on the tape, making the process computationally inconvenient. 

 

4.4.2 The adjoint lifetime evaluation model 

The evaluation of the Morrow model in reverse mode follows the adjoint 
framework discussed in Section C.2.  

Starting from the seeded value of the minimum lifetime over the entire 
domain, the adjoint nodal lifetimes are obtained by reverse differentiation of the 
p-norm function (cf. Section 4.3.6): 

 �à�9�à29ÏÏÏÏÏÏÏÏÏÏÏÏ¶Óø =  �ö̅÷` = �D��ö÷` = 1
ßS(à)ÏÏÏÏÏÏÏ =  �D�ßS(�) =  ��ßS(�) ÒwùßS(3)ú»_+�,X

%Y?
¾_ûØ�   .  (4.15) 

 
Since at each iteration of the Newton-Raphson method in primal mode ßS)e? = ßS) + ∆ßS, in reverse mode the linearization around the converged 

solution leads to ∆ßSÏÏÏÏÏ = ßS  )e?ÏÏÏÏÏÏÏÏ
− �F�ßS  FÏ =  ∆ßSÏÏÏÏÏ  .  (4.16) 

 

Hence, for each solid grid node, the adjoint residual is computed by 
linearizing around the converged solution. Since the residual formulation in Eq. 
(4.14) involves the total strain range and the mean stress, these variables are 
respectively seeded. In the case of the adjoint mean stress, the process of seeding 
the nodal von Mises stress is trivial, and is followed by the algorithmic 
differentiation of the von Mises stress formula, in order to calculate the adjoint 
stresses ¤Ï. Concerning the adjoint total strain range, it follows that 



 ©+-.³�³ÏÏÏÏÏÏ =  ∆©³�³ÏÏÏÏÏÏÏ©+ü,³�³ÏÏÏÏÏÏ <  A∆©³�³ÏÏÏÏÏÏÏ   .  (4.17)

 

Therefore, the nodal values of the von Mises strains are seeded by 
differentiating the two p-norm formulations (like in Eq. 4.15). Finally, the nodal 
strains are seeded by algorithmic differentiation of the definition in Eq. (4.13).  

 

4.4.3 The adjoint unsteady thermo-mechanical solver 

The unsteady computations of the thermo-mechanical response of the solid 
rely on the transient temperature field and the solid grid as input, as well as the 
updated rotational speed at each time step. Section 4.3.4 discusses the motivation 
behind the adoption of a linear elastic solver, whose output is corrected by the 
constitutive equations in case of any occurrence of local plasticity. The 
corrections, affecting the displacements, as well as the strains and the stresses, are 
passed to the following time step in the advancement of the solution along the 
transient manoeuver, and finally to the TMF lifetime model. The process is 
schematically represented on top of Figure 4.11. 

 

Figure 4.11 Adjoint workflow for unsteady thermo-mechanical computations 
at time step k. 

 

 
The propagation of the adjoint variables in reverse mode starts from the 

seeded stress and strain fields released by the adjoint lifetime model. Hence, for 
each stretch of manoeuver and for every inner time step along the unsteady 
computation, the workflow on the bottom of Figure 4.11 applies. In particular, at 
the instant �,e? the grid points are checked for any occurrence of local plasticity 
(this indication is stored in a supporting vector during the primal computations). If 
the assessment is affirmative, the adjoint stresses and strains are imported in the 
adjoint constitutive model, whose development is discussed in Section C.3. The 
routine completes by seeding the original stress and strain fields, obtained by the 
linear elasticity theory, as well as contributing to the accumulation of the solid 
grid sensitivities. Instead, in case the plasticity check is negative, the adjoint 



 
constitutive model is simply bypassed, because not affecting the primal 
computations. 

Afterwards, the reverse post-processing routine computing the strains and the 
stresses from the displacements field is engaged. The discussion follows the steps 
already undertaken in Section 3.3.2. Such routine seeds the displacements field, 
which is passed to the linear elastic solver, and accumulates further contributions 
to the grid sensitivities. 

Hence, the adjoint structural solver is invoked. The unsteady structure of the 
solver in adjoint mode differs from the steady state counterpart, as the Newmark 
method is differentiated. According to the structure of the equations in (4.10), the 
following reverse schedule is deduced: 

1. The variables §,, ¨,, �,, �,e? are seeded from the third and fourth 
equations in (4.10), and their sensitivities are accumulated. 

2. A new linear system is created in (4.18), consistently with the mechanical 
solver in steady state, and the adjoint load vector is computed first. Here, ;,e? = �,e? − q§ð,e?. The computation of the adjoint LHS matrix 
follows. 

f �7 + ñ∆�Bq�M  ;Ï,e?  =  �Ï,e?�7 + ñ∆�Bq�ÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏ�% =  −�,e?(3) ;Ï,e?(�) (4.18)

 

3. The contributions to the adjoint temperatures and to the grid sensitivities 
are accumulated by differentiating the system assembly process for the 
LHS matrix and the load vector. The procedure is described in Section 
C.5. 

4. The predictor §ð,e? is seeded through the adjoint load vector ;Ï,e?, and the 
differentiation of its definition allows accumulating the sensitivities to the 
displacement, velocity and acceleration terms at the time �,. Such 
sensitivities are passed to the next time step ∆� in backward direction. 

5. The sensitivities of the temperature field are provided in input to the 
adjoint unsteady heat transfer solver, in order to contribute to its 
computations over the same time step, thus creating a reverse one-way 
coupling between the two solvers. Since the solvers share the same mesh 
and time step schedule, no interpolation of _Ï is necessary. 

The process is iterated for all the inner time steps within a stretch of the 
manoeuver, and for all the stretches in backward direction along the transient 
profile. Finally, the accumulated sensitivities of the displacements field are passed 
as input to the steady state adjoint mechanical solver to complete the workflow in 
Figure 4.10. 

 



 
4.4.4 The adjoint unsteady heat transfer solver 

The unsteady evaluation of each stretch of the manoeuver in primal mode 
requires the conjugate coupling between the solid and the fluid domains to be 
repeated multiple times, till convergence. The solution of the temperature field at 
time �, initializes the domain at the next time step. At the end of the transient 
event, a post-processing routine computes the heat fluxes at the interface, to be 
transferred to the hFFB module for an interpolation, before the assignment to the 
fluid cells. At the last conjugate loop, the converged temperature information is 
passed at each time step to the mechanical solver. The routine is schematically 
represented on top of Figure 4.12. 

 

Figure 4.12 Adjoint workflow for unsteady heat transfer solver along a stretch 
of manoeuver. 

 
 
 

In reverse mode, the algorithmically differentiated post-processing routine 
discussed in Section B.4 seeds the temperature field at the last time step along the 
stretch of manoeuver. After that, the sequence of calls to the unsteady heat 
transfer solver is walked in backward direction and at each time step the system 
solve thoroughly discussed in Section C.2 is invoked.  

During the first iteration of the conjugate coupling in reverse mode, at each 
time step the thermal solver collects also the contributions to the sensitivities of 
the temperature field derived from the correspondent adjoint mechanical 
computation. Such contributions are summed up with the one deployed by the 
adjoint heat transfer solver at the previous time step in reverse mode. For instance, _Ï , = _ÏSµ�+ ÷c¹ -³ ³�, @ _ÏSµ�+ ³´{µ+-T  Á�T�{µ -³ ³�ýþ , , thus walking in opposite 
direction through the branching in the distribution of the temperature field 
operated in primal mode. 

At every time step, the adjoint heat transfer solver increments the 
contributions to the solid grid sensitivities and to the convective loading _ÏSTb . In 
this respect, since in primal mode the convective loading at each inner time step 
results from the interpolation of the two loads computed by the CFD solver at the 
extreme points of the stretch, in reverse mode the contributions to _ÏSTb  account for 
the algorithmic differentiation of the interpolation routine. 



 
The process is repeated for all the stretches of manoeuver, until the initial 

plateau is reached. Hence, the steady state adjoint workflow is operated. In this 
respect, the adjoint unsteady heat transfer solver enables the transition by passing 
the seeded temperature field to its steady state counterpart. 

 

4.4.5 Conjugate coupling in reverse mode 

The quasi-dynamic approach implemented in the present work allows 
invoking the adjoint steady state CFD solver already discussed in Section 3.3.5, in 
compliancy with the same workflows. In return, the flow solver accumulates the 
contributions to the fluid grid sensitivities and to the adjoint wall heat flux RÏ`a. 
The latter is processed in reverse mode by the differentiated hFFB routine in order 
to close the loop with the interpolated adjoint heat flux RÏca, entering the adjoint 
workflow as shown in Figure 4.12. 

Therefore, no alteration to the adjoint hFFB procedure is necessary, either to 
pass the information from the fluid to the solid domain or vice versa, and the 
related algorithms discussed in Section 3.3.4 and Section 3.3.6 still hold. This is 
reflected also in a continuous accumulation of contributions to the sensitivities of 
the interface (identified in the clusters of distances between neighboring fluid 
cells and solid nodes), which finally convey their increments to the grids 
sensitivities UÏST and UÏÁT, as discussed in Section 3.3.7. 

 
 

4.5 FEM solvers gradients validation 

The unsteady heat transfer solver and the unsteady thermo-mechanical solver 
introduced in the previous sections rely on the manual differentiation of the primal 
code through a reverse Algorithmic Differentiation technique, in order to compute 
accurate derivatives of the response function. The validation of the two 
procedures is discussed hereafter. 

 
Consistently with the discussion in Section 3.4.1, the gradients computed by 

the adjoint method are compared to the equivalent ones derived by the application 
of the Finite Differences (FD) technique. The radial turbine rotor introduced in 
Section 2.4.2 represents the baseline geometry for the study. The comparison 
between the two techniques is performed by perturbing the ten design variables α 
previously reported in Table 3.1.  

The transient manoeuver adopted to test the two FEM solvers is defined by 
the exemplary sequence of events in Table 4.1. In particular, the boundary 
conditions assigned at the extreme points of each stretch of manoeuver are listed 
herein. 



 

 

Table 4.1 FEM solvers: Boundary conditions for rotor operating points along 
transient manoeuver. 

 
The response functions assigned to the two solvers are respectively the solid 

maximum temperature and the maximum von Mises stress evaluated along the 
transient computations, both represented by p-norm functions.  

For sake of consistency with the steady state treatment, the development of 
the cost functions sensitivities with the FD method accounts for a study 
concerning the correct step size to be assigned to each design variable. Hence, the 
evaluations avoid being misled by round-off errors or truncation errors. 

 
Figure 4.13 reports the sensitivities computed by the adjoint method and the 

FD technique for the non-linear unsteady heat transfer solver. The comparison 
results in a sufficiently accurate agreement, both in sign and magnitude.  

The physical interpretation of the gradients results in a marked influence of 
the third design variable (i.e. the back-plate thickness), whose sign is opposite to 
the steady state case. In fact, during a transient manoeuver starting from relatively 
low conditions, an increase in the thermal mass represented by this element tends 
to slow down the temperature rise at the hub surface, in proximity of the blade 
leading edge, location where the nodes exhibiting the highest temperatures reside. 

 

 

Figure 4.13 Comparison of the �� �	⁄  sensitivities of the solid maximum 
temperature for unsteady computations: Gradients evaluated by the adjoint 
method vs. Finite Differences. 



 

 

Figure 4.14 Comparison of the �� �	⁄  sensitivities of the maximum von 
Mises stress for unsteady computations: Gradients evaluated by the adjoint 
method vs. Finite Differences. 

 
Conversely, an increase in the sixth and in the seventh design variables, 

respectively the rotor diameter and the blade span at the leading edge, favors the 
build-up of higher temperature spots because this increases their distance from the 
heat sinks located at the rotor shaft and at the blade tip. 

 
Figure 4.14 shows the sensitivities of the maximum von Mises stress 

computed by the adjoint method and the FD technique for the unsteady 
mechanical solver. The gradients demonstrate a sufficient accordance, and their 
trend is aligned with the results discussed in steady state operating conditions. 
Also in this unsteady manoeuver, the axial position of the connection of the rotor 
back-plate with the shaft drives the evolution of the stresses. 

 
Finally, the computational performance of the two adjoint solvers is compared 

to the effort necessary to calculate the derivatives with the FD technique. Given X 
as the time required to evaluate the unsteady temperature field or the unsteady 
stress field by the primal solver, the application of the adjoint methods herein 
described costs about 4.6X for the heat transfer solver and 2.8X for the structural 
module. As in the steady state case, these cost figures mostly depend on the 
system assembly process in reverse mode, and in the case of the heat transfer 
solver are more impacted because of the different number of d.o.f. handled by the 
adjoint solver w.r.t. the primal one. 

However, it once more confirms the expectation of efficiently addressing the 
evaluation of the sensitivities of the cost function by the adjoint method in case of 
problems dealing with rich design spaces. 
 



 
4.6 Applications 

The radial turbine rotor presented in Section 2.4.2 is adopted to address the 
quasi-dynamic evaluations of the fatigue phenomenon through the workflow 
reported in Figure 4.10. Two different manoeuvers are discussed hereafter, in 
order to assess the algorithm response in evaluating the fatigue lifetime and the 
correspondent sensitivities w.r.t. the grid coordinates. 

 

4.6.1 Test case #1 

The unsteady trace addressed by the first test case is reported in Table 4.2. 
The manoeuver starts from a condition of low engine load and, after an initial 
stabilization time, a BMEP increase is associated to a ramp-up in turbine 
rotational speed. At the completion of the fifth stretch of the manoeuver, the 
engine load suddenly drops at a higher rate than in the ascending part of the 
profile. Such condition is associated to the evolution of the rotor inlet temperature 
and pressure. However, the wheel presents an inertial lag and the rotational speed 
decreases more significantly only from the seventh stretch onwards.  

 

 

Table 4.2 TMF manoeuver #1: Boundary conditions for rotor transient 
operating points. 

  
 
 

The manoeuver is initially assessed in primal mode, and Figure 4.15 shows 
the evolution of the von Mises stresses corresponding to different stretches from 
the previous list. Not all the stretches from Table 4.2 are visualized herein. In fact, 
the execution of the workflow demonstrates the most critical portion of the 
transient event is about the ascending branch (i.e. Region-1 and Region-2 in 
Figure 4.4), since the fatigue resistance of the material decreases at higher 
temperatures, which correspond also to the highest centrifugal forces. Instead, 
during the engine load drop, the cooling effect by the convective loading restores 
the conditions for higher values of the Young’s modulus and the Poisson’s ratio 
and, therefore, results in lower stresses.  

 



 
It is interesting to note the boundary conditions reported in Table 4.2 at the 

first five stretches correspond to the steady state boundary conditions from Table 
3.2 assigned to the rotor while exploring different steady state operative points in 
the engine map. The current test case differs from the previous one in Section 3.5 
because of the unsteady transition through such operating conditions. Hence, the 
von Mises distributions in Figure 4.15 can be compared to the ones in Figure 3.16, 
as they are plotted w.r.t. the same scale. 

 
The first three stretches in unsteady conditions show a localized region of 

high stresses in correspondence of the blade trailing edge at the hub. Such critical 
spot is not present in steady state working conditions because characterized by the 
thermal equilibrium. Instead, the sudden engine load increase experienced in the 
Region-1 of the manoeuver leads to a quicker heat-up of the thinner blade sections 
compared to the bulk. 

 

Figure 4.15 von Mises stress evolution at different stretches of the manoeuver 
described in Table 4.2. 



 
Moreover, the location of the trailing edge is the most exposed to the thermal 

gradients between the blade pressure side and suction side: hence, the uneven 
distribution of thermal strains favoring the formation of high stress spots. It is also 
noticeable that such localized stress tends to progressively decrease at higher 
engine loads, despite the increased centrifugal forces, as a consequence of the 
more homogenous thermal field developed in the rotor. Finally, in the fifth stretch 
(approaching the peak of the load), the localized spot completely disappears 
relieving the trailing edge, and a stress pattern closely resembling the one 
experienced in steady state conditions is established. A similar stress 
concentration appears again during the last stages of the descending branch 
(Region-3) because of the new influence of the thermal gradients. 

The behavior shown by Figure 4.15 finds confirmations in literature [153], 
and is discussed in detail by [81], whose application to a scalloped turbine rotor 
exhibits also a second critical spot located at the leading edge. In particular, the 
CHT analysis performed by the authors identifies the root cause of the thermal 
stresses at the trailing edge in the high flow separation and mixing between the 
blade pressure and suction sides. Hence, they found a correlation between the 
most structurally impacted regions in the blade and those ones experiencing 
significant convective loads, which are in correspondence of the fluid regions with 
the highest difference in Reynolds number w.r.t. the main flow in the blade 
channel. 

 
Beside the stress conditions at the trailing edge, the centrifugal forces exhibit 

their impact in the fourth and fifth stretch, and two critical locations are identified 
in correspondence of the hub fillet radius at mid chord on the pressure side, and at 
the connection between the back-plate and the shaft. In particular, this last region 
prevails in terms of maximum von Mises stresses (Figure 4.16), because of the 
superimposed effect of the thermal strains induced by the temperature gradients 
between the bulk of the rotor and the heat sink located at the shaft end section. 
Since the fourth and the fifth stretch present a longer duration, a condition of 
almost thermal equilibrium is achieved at the peak of the manoeuver. Thus, the 
pattern of von Mises stresses closely resembles the one developed in the fifth 
steady state operating point in Figure 3.16. 

Such considerations are in line with the discussion in [81], whose findings 
along a different transient manoeuver match the present review, and identify the 
connection with the shaft as a critical region. 

 
The next step is about the lifetime evaluation performed by the Morrow 

model. Since it pertains to the category of the strain life methods, the focus shifts 
from the evolution of the von Mises stresses to the history of the nodal total 
strains, in order to identify the location experiencing the largest total strain range. 
Because of the impact of the high thermal gradients, the region of the connection 
of the back-plate with the shaft is confirmed being the one suffering for the 
shortest lifetime to the crack-initiation event.  



 

 

Figure 4.16 Distribution of von Mises stresses in Stretch #5. 

 
Figure 4.17-a highlights also other regions of the blade potentially showing 

weaknesses to the thermo-mechanical fatigue, such as the blade hub fillet and the 
blade surface at mid span. These areas are respectively affected by the centrifugal 
stresses and by the thermal strains, thus highlighting different fatigue mechanisms 
developing in the blade. However, the current shape exhibits the minimum 
lifetime value at the connection with the shaft, and this is confirmed by the pattern 
of cost function sensitivities in Figure 4.17-b, attributing the highest priority to 
this area. During an optimization, a correction of the back-plate profile as 
presented in Section 3.5 would relieve this connection region, favoring the 
exploration of new geometrical modifications involving other locations of the 
blade affected by the fatigue phenomenon. 

 

 

Figure 4.17 TMF lifetime prediction corresponding to transient manoeuver in 
Table 4.2 (a); sensitivity of TMF lifetime w.r.t. grid coordinates (b). 



 
4.6.2 Test case #2 

The second manoeuver under investigation is about a less severe rise in 
engine load corresponding to a softer drive profile. Such a scenario is expected to 
be less critical from TMF lifetime standpoint; however, it is relevant to evaluate 
the consistency of the response of the workflow. 

The boundary conditions assigned to the rotor are summarized in Table 4.3. 
The manoeuver presents a rapid rise in the first two stretches, which are followed 
by a prolonged permanence at intermediate loads, before experiencing a sudden 
drop in engine load. The peak inlet temperature and inlet pressure are lower with 
respect to the ones in the previous manoeuver; additionally, the transition through 
the Region-2 of the profile shows a less pronounced gradient in rotational speed. 

 

 

Table 4.3 TMF manoeuver #2: Boundary conditions for rotor transient 
operating points. 

 
Figure 4.18 shows the evolution of the von Mises stresses during some key 

stretches. The scale adopted in the present figure is narrower than the one in 
Figure 4.15, with the aim of emphasizing the transient evolution of stresses, which 
are less severe than in the previous test case.  

The current manoeuver determines the appearance of a localized stress spot in 
correspondence of the trailing edge at the hub fillet. In fact, this region is per se 
susceptible to the centrifugal loads, and the superimposition of the thermal strains 
promotes the rise of localized stresses. Consistently with the previous discussion, 
it is apparent how the thermal strains represent the locally dominant factor in the 
description of the stress pattern. In fact, from the second stretch onwards, the 
progressive achievement of a local thermal equilibrium in the bulk material 
diminishes the magnitude of the critical spot, regardless the operative conditions 
presenting higher and higher centrifugal loads due to the rising rotational speed.  

The analysis of the remaining portion of the blade highlights a gradual 
increase of stresses at the hub fillet radius at mid chord on the pressure side. This 
evolution is related to the increasing body forces because of the rotational speed. 
However, such stresses are by far below the yield limit of the material. 

 



 

 

Figure 4.18 von Mises stress evolution at different stretches of the manoeuver 
described in Table 4.3. 

 

 
Figure 4.19-a presents the TMF lifetime assessment for this sample. The 

fatigue resistance of the rotor operating under the alternating maneuver defined in 
Table 4.3 is significantly higher than in the previous case, such that the 
component operates in the “infinite life” region of the Universal Slopes diagram. 
However, the Morrow model can provide a lifetime estimate even in case of pure 
elastic cycles. The lifetime mapping highlights two regions: a weak spot is located 
at the trailing edge, in correspondence of the stress island visualized in Figure 
4.18, and a second area of interest resides at the blade hub fillet on the pressure 
side. Despite the highest instantaneous von Mises stresses are located at the 
trailing edge, the minimum lifetime is recognized by the p-norm function at the 
hub fillet. This non-intuitive finding is justified by the larger variation in total 
strains experienced in this location, because of its closer proximity to the shaft, 
which represents a heat sink for the structure.  

Therefore, the accumulated grid sensitivities in Figure 4.19-b provide the 
directions for the nodes perturbations necessary to improve the fatigue lifetime, 
with indications of the corrections to the blade metal angles and to the thickness 
distribution along the span. In particular, the same blade region at mid chord and 
at intermediate-high spans is highlighted, as already shown in Figure 3.17. The 
reason is about a local slightly non-radial fibered blade configuration, visible also 
in Figure 3.11, which was accepted in the original adiabatic optimization because 
inducing hub stresses not activating the constraint.  



 

 

Figure 4.19 TMF lifetime prediction corresponding to transient manoeuver in 
Table 4.3 (a); sensitivity of TMF lifetime w.r.t. grid coordinates (b). 

 
Finally, a localized enlargement of the hub fillet radius at mid chord of the 

blade pressure side would support an improved durability of the rotor, as also 
testified by the red spot sitting on the hub surface. At more advanced stages of the 
optimization, the framework would eventually identify the weakest spot at the 
trailing edge, providing indications for its reshaping. 



 

Chapter 5 

Summary and conclusions 

5.1 Conclusions 

5.1.1 The thermal Fluid-Structure Interaction problem 

This thesis presents the development of a multidisciplinary optimization 
framework addressing the thermal Fluid-Structure Interaction problem in 
turbomachinery components operating at high-temperatures, with focus on the 
turbocharger radial turbine application. The objective of the work is related to the 
possibility of introducing thermal evaluations within the framework of the 
optimization of complex components, with the aim of improving the accuracy in 
the prediction of the structural robustness to their own operative environments. 
Moreover, the method is requested to be flexible in handling a high number of 
design parameters, in order to allow executing optimizations in rich design spaces. 

Based on the choice of a discrete adjoint method outlined in Chapter 1, the 
present work delivers the possibility of computing the sensitivities of the thermo-
mechanical stresses developed in the solid experiencing steady state operative 
conditions, as well as the gradients of the thermo-mechanical fatigue lifetime 
under cyclic conditions. Such robustness figures are treated as additional 
constraints within the framework of an SQP-based optimization workflow offered 
in CADO, in parallel to the evaluation of the sensitivities of other aerodynamic 
and vibrational cost functions. 

Hence, the first objective is to interface the fluid domain, discretized by a 
multi-block structured grid, with the solid medium, treated through an 
unstructured mesh of second order tetrahedral elements. In this respect, the 
exchange of information between the non-matching grids is realized through the 
implementation of a distance-weighted interpolation technique whose robustness 
is proven for general meshes related to geometries of any complexity. This choice 
demonstrates to be particularly suitable for the treatment of critical areas in the 
turbine impeller, like the blade hub fillet region, presenting some approximations 



 
in the discretization of the fluid domain, thus leading to locally intersecting 
meshes. The robustness of the search algorithm in charge of identifying the 
correspondences between the fluid cells and the solid nodes is enhanced by the 
implementation of multiple refinements to the original mapping technique. In 
particular, the effort is in increasing the accuracy of the interpolation method by 
including a virtual fluid grid introducing a more isotropic distribution of fluid 
points on the interface, as well as in excluding false interactions between elements 
that in reality are not in physical contact. Therefore, the original concept of 
“search radius” is dismissed, in favor of a more effective classification technique 
attributing a ranking to the couples of fluid cells and solid nodes in close 
proximity. 

A conjugate coupling between the two domains is established by the adoption 
of a partitioned coupling technique. The advantage of this method is twofold. 
First, this approach allows analyzing the fluid and the solid domains with 
specialized meshers and solvers, with the aim of improving the accuracy and 
efficiency in the investigation of the FSI phenomenon. Hence, the present 
framework benefits from the implementation of the in-house CFD solver already 
available in CADO. Second, the work herein expands the outreach to the 
evaluation of transient thermal phenomena, showing a considerable disparity 
between the characteristic time scales in the two media. A literature review about 
the successful attempts in efficiently dealing with unsteady conjugate problems 
supports the choice of a loose coupling technique, deemed the most suited, 
especially in the framework of an iterative process, like an optimization. 
Therefore, the CHT workflow is developed through the “heat Transfer Forward 
Flux Back” technique (hFFB) and is validated by considering the flow over a flat 
plate, a conjugate problem whose analytical solution is available. The test is run at 
the edge of a Biot number around unity, in order to verify the robustness of the 
convergence of the method while transitioning through such threshold, being a 
critical measure for the different loose coupling algorithms. The hFFB –based 
workflow confirms the robustness in dealing with such problem, as well as in 
analyzing the thermal coupling of a relevant three-dimensional geometry of a 
radial turbine impeller. In fact, this application presents a shape with local 
variations in the Biot number, as resulting from the complex flow field and the 
presence of considerable secondary flows in off-design conditions. A sensitivity 
analysis about the fluid and solid mesh settings, as well as the imposed value of 
the virtual heat transfer coefficient ℎ̂, is undertaken in order to identify the optimal 
set-up for accurate, yet robust and computationally efficient solutions of the 
thermal coupling. The analysis provides some insights about the most appropriate 
settings that are implemented in all the test cases throughout this thesis, 
highlighting the need of localized refinements in the solid mesh concerning the 
thinner regions of the blade. 

 



 
5.1.2 Steady state thermo-mechanical stresses 

The solid temperature field computed by such framework is transferred to a 
FEM structural solver by a one-way loose coupling technique. Since the thermal 
and the mechanical solvers share the same mesh, no interpolation is necessary 
during this exchange of information. The linear solver is enriched by the 
possibility of evaluating the thermal strains in addition to the centrifugal loads 
affecting the reference application. Hence, the pattern of the newly computed 
thermo-mechanical stresses in the rotor is compared with the original von Mises 
stresses prediction, neglecting the impact of the temperature gradients: it is 
confirmed that the simplistic approach ignoring the convective load from the 
operative environment underestimates the local von Mises stresses at the 
connection of the back-plate with the shaft by 20%. The issue is relevant since the 
region is susceptible for the body forces, and the superimposing effect of the 
thermal field leads to the instantiation of maximum stresses exceeding the yield 
limit of the material. Therefore, the test proves the original optimization would 
have missed a local plasticity, potentially impairing the robustness of the 
component, and demonstrates the need of including thermal evaluations within the 
design optimization of such thermally stressed applications. 

In this respect, a thermo-mechanical workflow in reverse mode is developed 
by closely resembling the primal structure of the code, in order to maintain the 
consistency in the propagation of the adjoint variables in backward direction. 
Since the cost function, represented by the maximum von Mises stress accounting 
for the thermal strains, is affected by the interactions of the FEM and the FVM 
solvers within the iterative hFFB loop, the adjoint workflow follows the same 
schedule. Thus, the adjoint variables are exchanged through the interface of the 
two domains, and the sensitivities of the response function w.r.t. the grids points 
coordinates are accumulated throughout the workflow. The adjoint framework is 
developed with a reverse Algorithmic Differentiation technique applied through a 
manual differentiation of the entire code. The advantages of approaching this 
development by means of a manual differentiation are about an optimized 
memory footprint, as an extensive recording on the tape operated by automatic 
differentiation software is avoided, as well as the possibility of excluding any 
issues in the interactions of such external software with the multidisciplinary 
solvers. The gradients of the cost function computed by the two FEM solvers 
through the adjoint method are validated against the equivalent sensitivities 
evaluated by a Finite Differences technique. Moreover, the robustness of the 
convergence of the adjoint CFD solver with the newly implemented heat transfer 
boundary condition is demonstrated by means of a test case showing the 
requirement of a deep convergence of the primal solver till machine level 
accuracy to correctly initialize the adjoint computations. Finally, the application 
of the framework to the previous radial turbine impeller test case correctly 
highlights the region of the connection between the rotor back-plate and the shaft 
as the most critical from structural standpoint, offering the gradients for the grids 
perturbations expected to improve the cost function. The application of such shape 



 
modifications affects only the profile of the back-plate, delivering a localized 
reduction in von Mises stresses in excess of 35%, thus bringing the component 
back to the operation within the elastic region of the material. Finally, the 
framework is suitable to compute the rotor aerothermal efficiency, as the 
assumption of adiabatic walls is dismissed.  

 

5.1.3 Thermo-Mechanical Fatigue 

The second part of the thesis is devoted to the problem of the Thermo-
Mechanical Fatigue (TMF) in structures that are thermally and mechanically 
stressed under cyclic conditions. In particular, the problem of the lifetime 
estimation is undertaken after a comprehensive literature review, demonstrating 
the opportunities offered by the currently available prediction models, as well as 
the limitations related to the availability of consistent datasets of material 
properties. In this respect, following the choice of a partitioned coupling 
technique, the well-proven quasi-dynamic method is selected for the analysis of 
the unsteady conjugate problem. The transient manoeuver is split in several 
stretches, each one showing two extreme points in which the coupling between 
the two domains takes place. While a FEM unsteady non-linear heat transfer 
solver is developed for the analysis of the stretch in transient mode, the starting 
condition and the ending one are treated by the fluid solver through a steady state 
simulation. Hence, the conjugate coupling is executed at the end of each stretch 
and the two domains exchange the relevant information at the wall through the 
same interpolation routine adopted in steady state conditions. The coupling of the 
fluid and solid media is performed through the hFFB method, which defines an 
iterative framework between the two fields till convergence, before advancing the 
solution to the following stretch of the manoeuver. Hence, the correct conditions 
at the interface are still respected, avoiding the effort of solving the flow field 
with the time scale characteristic of a URANS, while dealing with the slow 
thermal event developing in the solid.  

As soon as the temperature field is resolved in a stretch of the manoeuver, the 
information is passed to a FEM linear unsteady structural solver for the evaluation 
of the correspondent solid thermo-mechanical response. The choice of a solver 
relying on the linear elasticity assumption is justified by the operations of the 
reference turbine application within the region of the “small strains”. Hence, no 
geometry deformation induced by the inelastic event is modelled herein. 
However, the possible occurrence of infrequent transitions in the plasticity region 
of the material is treated by a post-processing of the displacements and strains 
fields by means of a constitutive model. In particular, the Return-Map Algorithm 
is implemented with the aim of correcting such fields before advancing the 
solution to the next time step. Finally, the thermo-mechanical history of the 
component is investigated through the Morrow model, a strain life technique 
aimed at evaluating the fatigue resistance of the component by means of the node-
wise evaluation of the total strain range. The resulting lifetime represents the new 



 
cost function introduced by this framework, whose sensitivities w.r.t. the grids 
coordinates are computed through an adjoint framework. 

Coherently with the steady state development, the backward propagation of 
the adjoint variables through the workflow in reverse mode mirrors the 
interactions of the primal solvers. Differently from the steady state 
implementation, in this case the adjoint mechanical solver participates to the 
whole event by evolving in a synchronous way with the quasi-dynamic CHT 
framework, and the adjoint variables are consistently exchanged between the two. 
The choice of a loose coupling approach allows the direct integration of the in-
house adjoint steady state CFD solver in this development. The entire framework 
is manually differentiated by a reverse Algorithmic Differentiation technique, 
with the aim of optimizing the memory footprint. Hence, the adjoint sensitivities 
delivered by the two unsteady FEM solvers are validated against the 
corresponding ones computed by the Finite Differences techniques.  

The application of the new framework is finally assessed against two transient 
manoeuvers. Both test cases adopt the radial turbine impeller presented during the 
steady state verifications. Hence, it demonstrates the capability of the primal 
solvers in capturing the transient evolution of the von Mises stresses, impacted by 
the local thermal non-equilibrium. If compared to an equivalent trace analyzed 
through steady state operating points, the unsteady evolution determines the 
appearance of uneven distributions of thermal strains originated by the significant 
temperature gradients in the material, thus leading to stress spots, not occurring in 
static operations. The most affected regions in the blade are the ones presenting 
large variations in the cross section, since the thinner areas tend to heat up and 
cool down more quickly than the bulk of the rotor. This result is in compliance 
with the investigations performed by separate research groups and available in 
literature, which identify the blade regions exposed to high differences in 
Reynolds number compared to the main flow in the blade channel (i.e. those 
regions experiencing localized large flow separations) as the ones most likely to 
be involved in the appearance of localized peaks in transient stresses. The 
consistency of the primal workflow is proven in two manoeuvers leading to 
different fatigue lifetime expectations. Finally, the sensitivities of the cost 
function computed by the correspondent adjoint framework are analyzed, finding 
a good conformity between the directions of the suggested perturbations of the 
grid coordinates and the design corrections expected by the application experts. 
 

5.2 Perspectives and future work 

The present thesis delivers an effective means to treat the optimization of the 
thermo-mechanical stresses and fatigue lifetime within an adjoint framework. 
However, during such development, new opportunities arose to improve the 
computational efficiency of the current framework and to expand its outreach to 
additional turbomachinery applications. 



 
Concerning the conjugate coupling framework, the hFFB method is chosen 

for its superior convergence properties w.r.t. the other classical methods, and for 
the numerical stability experienced by the CFD solver by imposing a heat transfer 
boundary condition (instead of an imposed wall temperature). However, recent 
advancements in the CHT technique are present in literature, and the new “heat 
transfer Forward Resistance Back” method (hFRB) [127] discloses promising 
results in terms of amplitude of the stability region and convergence rate. Such 
technique has been only demonstrated with the flat plate test case so far, and it 
would require further testing with more complex three-dimensional geometries. If 
promising, it may substitute the hFFB technique currently implemented. 

The choice of a loose coupling method in the present work is justified in 
Chapter 1, and is deemed necessary in the case of unsteady conjugate problems, 
like in the case of the TMF lifetime. However, the current iterative framework 
would benefit from the application of acceleration techniques in order to lower the 
computational budget necessary to deal with the fluid domain. In this respect, an 
opportunity may arise from the implementation of a One Shot Method [177, 178], 
whose tolerance to the partial convergence of the primal and the adjoint CFD 
solvers would reduce the overall computational time for the conjugate framework. 
This emerging technique should be tested in the specific case of complex 
geometries with an imposed wall heat transfer, since in the current work it is 
found necessary to achieve a deep drop in residual of the primal computation to 
safeguard the robustness of the adjoint counterpart. 

 
The turbocharger turbine application considered herein normally operates in 

the elastic regime of its material and the mild excursions to the inelastic region 
allow accepting the assumption of the “small strains” operations. However, there 
are other turbomachinery applications experiencing large deformations during 
their duty cycles. In those cases, the evaluation of the plasticity corrections in 
post-processing of the FEM linear solver would be inaccurate, and its extension to 
the variational description for finite deformations is recommended [172]. In this 
case, the visco-plastic regime could be included in the analysis, in order to address 
also the creep related issues. 

 
The present thesis focuses on the prediction of the crack-initiation event as a 

robust criterion to address the lifetime problem for the turbocharger turbine rotor. 
The development relies on the well-established Morrow model, whose material 
fatigue properties are available in literature. However, some approximations to the 
temperature dependent characteristics of the material are necessary in the model 
when it comes to the evaluation of a cyclic manoeuver, introducing some 
limitations historically experienced by the isothermal fatigue estimations. A 
possible improvement to the accuracy of the fatigue lifetime prediction is offered 
by the Chaboche model [164], whose higher complexity allows modelling more 
reliably the TMF problem. However, the implementation of this technique must 
be supported by a comprehensive dataset of material properties.  

 



 
Finally, an extension to the development of crack-propagation models, hence 

addressing the damage modelling, would provide a less conservative means of 
controlling the durability of the component for those materials exhibiting a 
significant lifetime left after the initial appearance of cracks on the surface. Such 
technique could be expanded also to the evaluation of the uncertainties associated 
to the properties of the material, with the aim of further reducing the engineering 
margins over the structural constraints and to address a more aggressive search for 
optimal shapes. 
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Appendix A 

Basic tools for fluid and solid 
solvers 

A.1 Isoparametric formulation 

The energy balance equation in the solid domain (Eq. 2.7) is solved through 
the application of the Finite Element Method. The weak formulation presented in 
Eq. (2.14) is treated by dividing the entire volume V in N infinitesimal elements, 
such that: 

o = ∑ o{X{Y?  . (A.1)

In the present study, each element (named “finite element”) is represented by 
a tetrahedron, with one node per vertex in the case of “first order elements”.  

The temperature field within the finite element is defined by a continuous 
function of the discrete temperature values detected at the nodes: 

_(() = ∑ v�(()_� �   (A.2)

with _� as the temperature detected at node i, and v�(() indicating the 
corresponding shape function. The number of shape functions equals the number 
of nodes in the element. Moreover, their formulation is compliant with the 
following equalities: 

w v�(() = 1 
�  (A.3)

v�C(%E =  Þ1      �� � = 30      �� � ≠ 3 (A.4)

 



 
with the subscripts i and j respectively indicating one of the shape functions 

and the location of one of the nodes in the element. Hence, Eq. (A.2) is satisfied at 
each node. 

Similarly to the case of the state variables, also a general position X in the 
global coordinates system can be described w.r.t. the discrete positions of the 
nodes in the element: 

U = ∑ L�(() U� �  .  (A.5)

According to [130], if the shape functions adopted for the description of the 
state variables and for the positions in global coordinates are the same (i.e. v� <L�), the formulation is called “isoparametric”. 

Figure A.1 presents two different schemes for the discretization of a 
tetrahedral finite element. In the first case, the number of nodes equals the number 
of vertices, and the shape functions define a linear interpolation of the 
temperatures detected at the nodes. If an intermediate node is added to each edge 
in the element, the number of shape functions increases and their formulation 
assumes a higher degree, generating quadratic interpolations of the temperature 
field along each edge. Therefore, the corresponding finite element is defined 
“quadratic”. Despite the higher complexity, quadratic elements are preferred to 
linear ones because of their higher accuracy in discretizing curved physical 
domains.  

 

Figure A.1 Linear and quadratic tetrahedral elements in local coordinates. 

 
The choice of adopting tetrahedral elements for the discretization of the solid 

domain is justified by their high versatility in the reproduction of complex shapes, 
as necessary for turbomachinery components. Moreover, a robust meshing 



 
technique based on the three-dimensional Delaunay method is available in the 
code CADO. Nevertheless, the number of discretization schemes of first and 
second order available in literature is not limited to such kind of finite element. 
The interested reader is invited to consult [129] for a thorough discussion about 
this topic. 

 

A.2 Volume integral and surface integral  

The system of equations (2.16) is adopted for the solution of the energy 
balance within the solid domain. The formulation involves volume integrals and 
surface integrals over each finite element in the three dimensional space. Since the 
shape of the domain may be rather complex and the elements irregular, it is 
convenient to apply a coordinates transformation to switch from the global 
reference system U((, D, 8) to a local one associated to the finite element itself, U(�, �, �). In case of a tetrahedral element, the new coordinates satisfy the 
following relations: 

0 ≤  �, �, � ≤ 1  (A.6)

� +  � +  � ≤ 1  (A.7)

Figure A.2 presents the impact of the coordinates transformation to a 
tetrahedral element. Despite the curved edges in the physical domain, the regular 
shape resulting in the local coordinate system allows the straightforward 
application of a general formulation for the shape functions, such that: 

v((, D, 8)   →    v(�, �, �) . (A.8)

The full set of shape functions in the local coordinates system is reported in 
[129]. 

Therefore, Eq. (2.16) can be rewritten as follows: 

w w w x m k ∇v�∇v%
 

nz
�HU((, D, 8)H«(�, �, �)� �� �� ��|}~~~~~~~~~~�~~~~~~~~~~������

 _�l_%%�{
=  − w w w x m ℎ̂v�v% �HU((, D, 8)H«(�, �) ��� �� 

cz
|}~~~~~~~~�~~~~~~~~������

_�l_%%�{
+ w w x m ℎ̂_STb v% �HU((, D, 8)H«(�, �) ��� �� 

cz
| l_%%{  . 

(A.9)

 



 
Eq. (A.9) presents at the LHS the determinant of the Jacobian defining the 

three-dimensional coordinates transformation from the global to the local 
reference system. This term is explicitly computed as: 

�n = �HU((, D, 8#H«��, �, �#� < �
�H(H� H(H� H(H�HDH� HDH� HDH�H8H� HDH� H8H��

�  . (A.10)

On the other hand, Eq. (A.9) shows at the RHS two surface integrals in the 
three dimensional space. Therefore, the determinant of the Jacobian accounting 
for the transformation from a three-dimensional reference system of a two-
dimensional local one is reflected in the following formulation: 

�c < �HU�(, D, 8#H«��, �# � < ��
à⃗ �⃗ 5!⃗H(H� HDH� H8H�H(H� HDH� H8H��

�  . (A.11)

In fact, if a surface S in the three-dimensional space is defined as a vector 
function of two parameters (ξ, η), 

q < (�ξ, η# à⃗ @  D�ξ, η# �⃗ @  8�ξ, η# 5!⃗  , (A.12)

then it is recognized its area is calculated as  

�
9�c < m �HqH�  �  HqH��  ���� 
 <  m �Á 

 ���� . (A.13)

 

Finally, since the shape of the solid domain may be complex, the solution of 
Eq. (A.9) would be hardly achievable through an analytical integration. Therefore, 
it is preferable to accept the integrals approximation offered by the numerical 
integration technique, as follows: 

w w w w ùCk ∇v���,,�,, �,#  ∇v%��,, �,, �,#  �nE �,���ú}~~~~~~~~~~~~~�~~~~~~~~~~~~~������
 _�l_%%�,{<  A w w w w âCℎ̂v���,, �,, �,#  v%��,, �,, �,#  �cE �,
���å}~~~~~~~~~~~~~�~~~~~~~~~~~~~������

_�l_%%�,{@ w w w âCℎ̂_STb v%��,, �,, �,#  �cE �,
���å l_%%,{  . (A.14)

 



 
In Eq. (A.14) the volume integral and the surface integrals are replaced by 

linear combinations of terms which are functions of n integration points located in 
the finite element (four points for the volume integral and three points for the 
surface one). Moreover, it is possible to note the shape functions are cyclically 
calculated w.r.t. the local coordinates (�,, �,, �,) of each integration point. 
Finally, a weighting coefficient �, is assigned to each point. The number and 
locations of the integration points, as well as their correspondent weights �,, 
depend on several schemes available in literature, providing different levels of 
accuracy and computational cost. In the present work, the Gaussian scheme for 
tetrahedral elements is adopted [129]. 

 

A.3 Single Point Constraint and Multiple Point 
Constraint 

The turbocharger turbine rotor herein analyzed is a geometry exhibiting a 
cyclic symmetry. Therefore, only a periodic sector is considered in the CHT 
framework (cf. Figure 2.3). The pairs of corresponding nodes on the two periodic 
surfaces are subjected to multiple point constraints (MPC), i.e. constraints 
involving more than one degrees of freedom (d.o.f.). Instead, single point 
constraints (SPC) are invoked if only one d.o.f. is affected by the boundary 
conditions, like in the case of a node with an imposed temperature. 

The boundary conditions of type SPC or MPC can be efficiently treated by 
eliminating one d.o.f. per constraint, thus reducing the rank of the global stiffness 
matrix. 

In principle, it is considered a system of equations with N d.o.f.  

��%  (% =  ��,        �, 3 ∈ (1, ß) (A.15)

presenting a subset of K MPC:  

�)%  (% =  �),        5 ∈ (1,�);  3 ∈ (1, ß);  � < ß. (A.16)

For each equation (A.16) affected by such constraints, one d.o.f. (c is selected 
and moved at the LHS:  

�)c (c =  �) − ∑ �)%  (% %�c ,        5 ∈ (1,�);  3 ∈ (1, ß). (A.17)

From Eq. (A.17), it turns out that: 

(c =  ∑ P− -õÙ-õ�Q (% + �õ-õ� %�c ,        5 ∈ (1,�);  3 ∈ (1, ß). (A.18)

All the d.o.f. (c at the LHS are called “dependent parameters” and can be 
defined as a linear combination of the other d.o.f. (%�c (named “independent 
parameters”).  



 
Hence, Eq. (A.18) is substituted in Eq. (A.15), allowing the elimination of the 

set of dependent parameters from the global system of equations, thus reducing 
the computational cost of the system solution. In case of a SPC, Eq. (A.18) still 
holds, but only considering its second term at the RHS. 

This concept is applied to all the FEM solvers involved in the present work, 
either in steady state or in transient mode, for the computation of the temperature 
field and the stresses in the material. 

The reader interested in a rigorous treatment of the application of SPC and 
MPC to the global system of equations is invited to refer to [129], which discusses 
in details about the techniques implemented for the conservation of the symmetric 
structure of the global stiffness matrix during the elimination of the dependent 
parameters. 

 

A.4 Flow transformation matrices at viscous walls 

Section 2.3.2 discusses the linearization of the heat flux boundary condition at 
the fluid walls in order to comply with the structure of the implicit flow solver 
expressed by Eq. (2.18). 

[54] explains that the contributions to the linearized flow residuals HF H�⁄  are 
computed from the Jacobian matrices of the viscous and the inviscid fluxes, 
calculated at the interfaces of all the cells involved in the respective stencils, 
following Eq. (2.20) repeated here for convenience: 

�;�,����? =  �H;�,�Ho�? + H;�,�Ho�?
Ho�?Ho�?� Ho�?H��? (A.19)

  

Eq. (A.19) presents at the RHS the term Ho�? Ho�?⁄ , which is the 5x5 flow 
transformation matrix from the first ghost cell layer to the first inner layer of the 
physical fluid domain. In case of viscous fluxes at a solid wall, the no-slip 
condition holds and, therefore, the central terms in the matrix at (A.20) present a 
negative sign. Since the zero-order pressure extrapolation is assumed in this 
development, the last term in position (5,5) equals unity. The first term, related to 
the density differentiation, is discussed hereafter. 

Ho�?Ho�? = ⎣⎢⎢
⎢⎡� 0 0 0 00 −1 0 0 00 0 −1 0 00 0 0 −1 00 0 0 0 1⎦⎥⎥

⎥⎤ (A.20)

 

The assignment of the heat flux R`a to the wall follows the thin shear layer 
approximation. Therefore, the temperature in the first ghost cell layer is derived 
as: 



 

_�? =  _�? A R`a ∆45ST  . (A.21)

The application of the ideal gas law and the assumption of a zero-order 
pressure extrapolation lead to 

h�? <  6�?F_�? <  6�?F I_�? A R`a ∆45STJ <  6�?F_�?1 A R`a ∆45ST_�? 
< h�? 11 A R`a ∆45ST_�?

  . (A.22)

Hence, it is possible to conclude that 

� <  Hh�?Hh�? <  11 A R`a ∆45ST_�?
  . (A.23)

 
In alignment with this development, section 3.3.5 refers to the flow 

transformation matrix Ho�,� Ho�?⁄ , relating the primitive variables detected at the 
wall boundary to the first inner layer of the fluid domain. The new 5x5 matrix 
assumes the following formulation: 

Ho�,�Ho�? <
⎣⎢⎢
⎢⎡��,� 0 0 0 00 0 0 0 00 0 0 0 00 0 0 0 00 0 0 0 1⎦⎥⎥

⎥⎤ . (A.24)

Because of the no-slip condition, the velocity terms at the boundary are null. 
Moreover, the derivative of the density term is affected by the computation of the 
temperature at the boundary, replacing Eq. (A.21) with the following one: 

_�,� <  _�? A R`a 0.5 ∆45ST   . (A.25)

Thus, the ��,� term is obtained: 

��,� <  Hh�,�Hh�? <  11 A 0.5 R`a ∆45ST_�?
  .  (A.26) 

  



 

Appendix B 

Steady state adjoint solvers 

B.1 Adjoint strain matrix 

The present section discusses the development of the contributions of the 
strain matrix to the sensitivities of the solid grid coordinates, as presented in Eq. 
(3.20) and repeated here for convenience: UÏÁT @<  ZÏ  �Z�UÁT . (B.1) 

 

The first term at the RHS of Eq. (B.1) is the adjoint strain matrix, whose 
evaluation is discussed in Section 3.3.2. Here the focus is on the computation of 
the gradients of the strain matrix w.r.t. the solid grid coordinates �Z �UÁT⁄ , which 
is performed by walking in reverse mode the matrix assembly process. 

 
The strains © in a finite element are obtained from the differentiation of the 

displacements u: ©�  <  �§�U < Z��, 3# §�3# <  w Hv�,%HU  §%%  (B.2) 

 

with the index � identifying one of the six components of the element strain 
vector, and 3 ∈ �1, 4§2_4u�9W ∙ 4§2_�u�W#.  

In accordance with the isoparametric formulation presented in Section A.1, 
the strain matrix consisting in the derivatives of the shape functions w.r.t. the 
global coordinates Hv HU⁄  appears in Eq. (B.2). For each node, such derivatives 
are computed from the corresponding derivatives of the shape functions in local 
coordinates Hv H«��, �, �#⁄ , presented in Eq. (A.8), as follows:  

 
 
 



 �n =  �HU�(, D, 8#H«��, �, �#� 
�. < �

�Hv�H� HDH� H8H�Hv�H� HDH� H8H�Hv�H� HDH� H8H��
�
 

�¥ < �
�H(H� Hv�H� H8H�H(H� Hv�H� H8H�H(H� Hv�H� H8H��

�
 

�¦ < �
�H(H� HDH� Hv�H�H(H� HDH� Hv�H�H(H� HDH� Hv�H� �

�
 

→       Hv�H( < �.�n ;        Hv�HD < �¥�n ;        Hv�H8 < �¦�n   . 

(B.3) 

 
Hence, the derivatives of the shape functions in global coordinates are 

obtained by applying Cramer’s method, with �n indicating the determinant of the 
Jacobian of the three-dimensional coordinates transformation presented in Eq. 
(A.10). 

In reverse mode, the accumulation of the sensitivities to the grid coordinates 
takes place through the Algorithmic Differentiation of Eq. (B.3). Hence, for each 
node i in the finite element, from Eq. (B.1) it follows that 

 

⎩⎪⎪
⎨
⎪⎪⎧UÏÁT��# @<  HvüH(ÏÏÏÏÏ �.  �A 1�nB�  ��n�UÁT @  HvüH(ÏÏÏÏÏ  1�n  ��.�UÁTUÏÁT��# @<  HvüHDÏÏÏÏÏ �¥  �A 1�nB�  ��n�UÁT @  HvüHDÏÏÏÏÏ  1�n  ��¥�UÁTUÏÁT��# @<  HvüH8ÏÏÏÏÏ �¦  �A 1�nB�  ��n�UÁT @  HvüH8ÏÏÏÏÏ  1�n  ��¦�UÁT

 (B.4) 

 

 
The derivatives � �UÁT⁄  in Eq. (B.4) refer to the derivatives w.r.t. the three 

global coordinates �(, D, 8# respectively, here reported in a compact form for sake 
of simplicity. Hence, UÏÁT < �(̅, DÏ, 8̅#ÁT.  Moreover, the components of the adjoint 
strain matrix ZÏ  explicitly appear herein. 

 
 



 
B.2 Adjoint mechanical solver 

The adjoint development for a FEM iterative linear system solver is presented 
in Section 3.3.2. The primal solver is not directly differentiated in reverse mode, 
but the formulation according to [142] is adopted. The present section offers the 
demonstration leading to Eq. (3.21) and Eq. (3.22). 

The linear system in primal mode in Eq. (B.5) presents the stiffness matrix S
and the load vector f in input. The system solution returns the displacements field 
u in output. q § <  � (B.5) 

In reverse mode, the adjoint displacement field §Ï is known. Moreover, the 
stiffness matrix S and the load vector f are available in input, from the solution in 
primal mode. The requested outputs are the adjoint stiffness matrix q̅ and the 
adjoint load vector �.̅ For sake of clarity, � ̅indicates the perturbation in the load 
vector f necessary to achieve a perturbation in the displacements field u equal to 
the one observed in the known vector §Ï. Similarly for q̅. 

The solution to the system in (B.5) depends on the values of the load vector: 

§� <  §�C�%E,        3 < �1, … , ß# (B.6) 

with N as the total number of nodes.  
It follows that: 

�%̅ < ����% <  w §Ï�  �§���%
X

�Y?  .  (B.7) 

In order to compute the second term at the RHS of Eq. (B.7), the system in 
(B.5) is differentiated: 

q �§��% <  
⎣⎢⎢
⎢⎡0⋮1⋮0⎦⎥⎥

⎥⎤ <  9%        →         �§��% <  qK? 9% . (B.8) 

From Eq. (B.7) it is possible to conclude that for each node j  

�%̅ < ����% <  w §Ï�  �§���%
X

�Y? < §ÏM  �§��% <  §ÏM qK? 9% . (B.9) 

Hence, in general: 

�̅M < §ÏM qK?      →        qM �̅ <  §Ï . (B.10) 

Eq. (B.10), equivalent to Eq. (3.21), allows to compute the adjoint load vector �.̅ 
Concerning the evaluation of the adjoint stiffness matrix, since 

§� <  §�Cq�%E,       �, 3 < �1, … , ß# (B.11) 

its components are computed as 



 q�̅% = ���§)  �§)�q�%  ,       5 < �1, … , ß# . (B.12) 

It is necessary to compute the second term at the RHS of Eq. (B.12), i.e. the 
perturbation to the displacement §) corresponding to the perturbation of the 
component of the stiffness matrix q�%. 

Starting from Eq. (B.5) and differentiating by the component q�%, it turns out 
that �q�q�% § @ q �§�q�% < 0 . (B.13) 

�q�q�% < 9�%       →       9�%§ <  
⎣⎢⎢
⎢⎡ 0⋮§%⋮0 ⎦⎥⎥

⎥⎤  . (B.14) 

Hence, from Eq. (B.13) it follows that 

q �§�q�% < A
⎣⎢⎢
⎢⎡ 0⋮§%⋮0 ⎦⎥⎥

⎥⎤        →       �§�q�% < AqK?  
⎣⎢⎢
⎢⎡ 0⋮§%⋮0 ⎦⎥⎥

⎥⎤ (B.15) 

Substituting Eq. (B.15) in Eq. (B.12) 

q�̅% < ���§)
�§)�q�% < A I���§JM qK?  

⎣⎢⎢
⎢⎡ 0⋮§%⋮0 ⎦⎥⎥

⎥⎤ < A§ÏMqK?  
⎣⎢⎢
⎢⎡ 0⋮§%⋮0 ⎦⎥⎥

⎥⎤ . (B.16) 

Finally, substituting Eq. (B.10) in Eq. (B.16), the adjoint stiffness matrix is 
obtained: 

q�̅% < A§ÏMqK?  
⎣⎢⎢
⎢⎡ 0⋮§%⋮0 ⎦⎥⎥

⎥⎤ <  A�̅M  
⎣⎢⎢
⎢⎡ 0⋮§%⋮0 ⎦⎥⎥

⎥⎤ <  A��̅  §%  . (B.17) 

Eq. (B.17) is equivalent to Eq. (3.22). Since q̅ is non-symmetric, it is possible 
to replace it with a symmetric matrix, such that qÁ̅¥++ < 0.5�q̅ @ q̅M#. 

Once the adjoint stiffness matrix and the adjoint load vector are available, 
their contributions to the sensitivities of the solid grid coordinates are computed, 
as described in the next section. 
 

B.3 Grid sensitivities contributions from the adjoint 
mechanical solver 

The FEM system assembly process is algorithmically differentiated to 
accumulate the sensitivities contributions to the solid grid points coordinates. This 
process is summarized in Eq. (3.23), repeated here for convenience: 



 UÏÁT  @<  q ̅  �q�UÁT @  �̅ ���UÁT . (B.18) 

 
The two derivatives at the RHS of Eq. (B.18) are discussed hereafter. 
In their explicit form, the stiffness matrix and the load vector are defined in 

Eq. (2.27) as: 

w w w x m  ZME B 
nz

�o{| §�l§%%�{
<  w w x m hv%��=#�o{

 
nz

| l§%%{
@ w w x m ZMª©³´�o{

 
nz

| l§%%{
@ w w x m v%� �q{

 
cz

| l§%%{  
(B.19) 

  

Starting from the stiffness matrix at the LHS, according to the discussion in 
Section A.2, the three-dimensional coordinates transformation from the global to 
the local reference system and the application of the numerical integration 
technique return the following definition: 

w w w x m ZME B 
nz

�o{| §�l§%%�{
< w w w x m ZME B 

nz
�HU�(, D, 8#H«��, �, �#��� �� ��| §�l§%%�{< w w w w î�,�ZM�UÁT��,, �,, �,## E  B�UÁT��,,�,, �,##  �n�ï}~~~~~~~~~~~~~~~�~~~~~~~~~~~~~~~�cz

 §�l§%%�,{  

(B.20)

 

 
with n indicating the number of integration points located in the finite 

element. 
Hence, the differentiation of the element stiffness matrix follows: 
  �q{�UÁT < �,  Þ  �n  ��UÁT �ZM�UÁT��,,�,, �,## E  B�UÁT��,,�,, �,## �

@  �ZM�UÁT��,,�,, �,## E  B�UÁT��,,�,, �,##� ��n�UÁT   � . (B.21)

 



 
The operator � �UÁT⁄  is a compact form indicating the derivatives respect to 

the global coordinates ((, D, 8). In Eq. (B.21) the second term presents the 
derivatives of the determinant of the Jacobian matrix of the three-dimensional 
coordinates transformation, already encountered in section B.1. Instead, the first 
term involves the derivatives of the strain matrix B, whose explicit formulation is 
the following: 

Z =

⎣⎢
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎡Hv?H( 0 0

0 Hv?HD 0
0 0 Hv?H8Hv?HD Hv?H( 0
0 Hv?H8 Hv?HDHv?H8 0 Hv?H(

         ⋯          

HvXH( 0 0
0 HvXHD 0
0 0 HvXH8HvXHD HvXH( 0
0 HvXH8 HvXHDHvXH8 0 HvXH( ⎦⎥

⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎤

  (B.22) 

 
with N indicating the number of nodes in the finite element and Hv� HUÁT⁄  the 

shape function derivatives defined in the global coordinates system. Therefore, 
the contribution to the sensitivities of the grid coordinates through the strain 
matrix B boils down to the derivatives of the matrix in (B.22), by application of 
the algorithmic differentiation technique to the assembly process of each term. 

 

The RHS of Eq. (B.19) accounts for three loads, which are separately treated 
for the computation of the derivatives �� �UÁT⁄  in Eq. (B.18). Also in this case, 
the coordinates transformations along with the numerical integration scheme are 
applied.  

The first term of the load vector in Eq. (B.19) refers to the centrifugal forces, 
which are a function of the wheel rotational speed ω: 

w w x m hv%�(=)�o{
 

nz
|  l§%%{ = w w w ë�,hùv%�,(=)  �núí}~~~~~�~~~~~�tz

 l§%%,{  . (B.23)

 
The differentiation of Eq. (B.23) is the following: 

�r{�UÁT =  �,h Þ  �n  ��UÁT ùv%�,(=)ú +  ùv%�,(=)ú ��n�UÁT  �  . (B.24)

 
The centrifugal force applied to a node P of the solid mesh is proportional to 



 
the distance of P from the rotation axis and to the square of the angular speed. 
Hence, 

�,(=) = (� − k)=B  (B.25) 

with Q indicating the location of the point representing the projection of P on 
the rotational axis. As discussed in [129], if R is another point located on the same 
axis, and 9⃗ is the axis versor (i.e. its unit vector), then Eq. (B.25) can be written in 
extensive form as 

�,�=# < î�� A F# A ��� A F# ∙ 9⃗� 9⃗ï =B . (B.26) 
 

Eq. (B.26) is evaluated at each integration point and its contribution is 
assigned to the nodes of the finite element by multiplication for the respective 
shape function v%, as reported in Eq. (B.23). The derivative of the centrifugal 
force appearing at the first term in eq. (B.24) is computed in each node as:  

���
� ùv%�,�=#ú < ��Ù��
� �,�=# @  v% ���
� �,�=# < ��Ù��
� �,�=# @v% � ���
� �� A F# A ���
� ��� A F# ∙ 9⃗� 9⃗�  =B .  (B.27) 

 

Concerning the first term in the curly brackets at the RHS of Eq. (B.27), since 
the point R does not belong to the solid mesh, it does not pertain to the derivate. It 
turns out that 

��UÁT��# �� A F# <  ��UÁT��# x��. A F.#C�¥ A F¥E��¦ A F¦#| < ��UÁT��# x�.�¥�¦ |

<
⎩⎪⎪
⎨⎪
⎪⎧ ���(��# < �v� @ (� Hv�H( , 0,0����D��# < �0, v� @ D� Hv�HD , 0����8��# < �0,0, v� @ 8� Hv�H8 �

 

(B.28) 

 
since ��(, D, 8# < ��∑ v�(�� , ∑ v�D�� , ∑ v�8�� # in the finite element. 
The second term in the curly brackets at the RHS of Eq. (B.27) equals to  

��UÁT ��� A F# ∙ 9⃗� 9⃗
< ��UÁT ù��. A F.#9? @ C�¥ A F¥E9B@ ��¦ A F¦#9sú 9⃗ . (B.29) 

 



 
Since there is no contribution from point R to the solid grid, the derivatives in 

the global coordinates are the following: 

⎩⎪⎪
⎨⎪
⎪⎧ ��((�) ù(�. − F.)9? + C�¥ − F¥E9B + (�¦ − F¦)9sú 9⃗ <  ��(��# ��.9?� 9⃗ < 9? Iv� @ (� Hv�H( J 9⃗��D��# ù��. A F.#9? @ C�¥ A F¥E9B @ ��¦ A F¦#9sú 9⃗ <  ��D��# ù�¥9Bú 9⃗ < 9B Iv� @ D� Hv�HD J 9⃗��8��# ù��. A F.#9? @ C�¥ A F¥E9B @ ��¦ A F¦#9sú 9⃗ <  ��8��# ��¦9s� 9⃗ < 9s Iv� @ 8� Hv�H8 J 9⃗

  

 

Finally, the second term in Eq. (B.24) is simply the derivative of the 
determinant of the Jacobian matrix of the coordinates transformation, as already 
discussed before.  

 

The second term at the RHS of Eq. (B.19) refers to the thermal loading. The 
application of the coordinates transformation and the numerical integration 
technique result in Eq. (B.31): 

w w x m ZMª©³´�o{
 

nz
|  l§%%{ < w w w î�,�ZMª©³´  �n�ï}~~~~�~~~~��z

 l§%%,{  . (B.31)

 

The derivative of the element matrix  {, re-evaluated at each integration 
point, is the following: 

� {�UÁT <  �,  Þ  �n  ��UÁT �ZMª©³´� @  �ZMª©³´� ��n�UÁT  �  . (B.32)

 

The first derivative in Eq. (B.32) pertains to the elements of the strain matrix 
B, as presented in (B.22). The second term is the derivative of the determinant of 
the Jacobian transformation matrix. 

Finally, the third term at the RHS of Eq. (B.19) is the boundary condition of 
the imposed displacements or tractions. In this case, the derivative involves only 
the numerical integration term �c, which refers to the surface integral (ref. Section 
A.2), instead of the volumetric one. 

 
Eq. (B.19) presents some material properties that are temperature-dependent 

and expressed by polynomial functions. Moreover, the thermal strains appear in 
the load vector, bringing a direct dependence over the temperature as well. When 
propagating the adjoint variables in opposite direction, some contributions to the 
temperature sensitivities _Ï are accumulated: 

_Ï@<  q ̅  �q�_ @  �̅  ���_ . (B.33) 
 

Starting from the stiffness matrix in Eq. (B.20), the temperature derivative 
involves the elasticity matrix: 



 �q{�_ = �,  �n  ��_ �ZM(UÁT(�,, �,, �,)) E(T)  B(UÁT(�,,�,, �,)) �
=  �,  �n  ZM(UÁT(�,,�,, �,)) �ª(_)�_   B(UÁT(�,, �,, �,)) . (B.34) 

 
In fact, ª(_) = �(!(_), "(_)), with !(_) indicating the Young’s modulus, 

and  "(_) the Poisson’s ratio.  
Concerning the load vector f, the first term related to the centrifugal forces 

brings a contribution to the adjoint temperatures through the density. Hence, 

�r{�_ =  �, �nv%�,(=) Hh(_)H_  . (B.35)
 

The second term, associated to the thermal loading, contributes to _Ï through 
the elasticity matrix E(T) and the thermal strain ©³´: 

� {�_ =  �, �n ZM ��_ �ª(_) ©³´�  . (B.36)

 
The thermal strain, defined in Eq. (2.28), is ©³´(_) = #C_, �(_)E, hence 

presenting a direct dependence over the temperature and an indirect one through 
the thermal expansion coefficient of the material.  

 
Eventually, the elements of the global stiffness matrix affected by Single or 

Multiple Point Constraints do not appear explicitly in the adjoint stiffness matrix q̅, because of its consistency with the elimination of the dependent parameters 
prior to the system solve taking place in primal mode (ref. Section A.3). However, 
the contributions of the dependent parameters to the grid sensitivities are 
accounted for by the back-propagation of the adjoint variables through the 
assembly process of the boundary conditions. In particular, the reverse 
algorithmic differentiation of the SPC assembly process leads to the coordinate 
transformation matrix, adopted in primal mode to switch from the global 
rectangular system to the cylindrical coordinates system in bodies exhibiting 
cyclic symmetry for sake of easiness in the imposition of the boundary conditions. 
Hence, the contributions to UÏÁT are accumulated from there. 

 

B.4 Adjoint post-processing routine for the heat fluxes in 
the solid domain 

Figure 3.6 shows that a post-processing routine is invoked once the solution 
of the temperature field is available. Its purpose is to compute the heat fluxes Rca
at the surface of the solid domain, which are then interpolated by the DWI 
procedure and imposed as boundary condition to the fluid solver. 

The procedure is delineated as follows. First, the thermal solver is run till 



 
convergence in order to obtain the temperature field in the solid domain. Then, all 
the elements with at least one face laying on the surface (therefore, exposed to the 
convective loading) are processed to evaluate the heat fluxes Rca to be exchanged 
at the interface. This operation takes place by computing the nodal heat flux 
through Fourier’s law and the shape functions interpolation, resulting in the three 
components in the global coordinates system: Rca = CR., R¥, R¦E. Finally, the 
heat flux is projected on the element face normal unit vector and the resulting 
quantity is passed to the DWI routine. 

Hence, in reverse mode, the interpolated adjoint heat flux RÏca from the 
adjoint fluid solver is propagated through the DWI procedure in opposite 
direction. It follows the projection routine is algorithmically differentiated, 
providing in output the adjoint components of the heat flux in the global 
coordinate system CRÏ., RÏ¥, RÏ¦E, and contributing to the solid grid sensitivities by 
walking in reverse mode the assembly of the unit vector normal to the finite 
element face. After that, the reverse calculation of the nodal heat fluxes returns 
the adjoint temperatures _Ï assigned to the nodes laying on the solid surface, and 
the accumulation of the grid sensitivities UÏ through the adjoint shape functions 
derivatives in global coordinates appearing in Fourier’s law. 

 

B.5 Grid sensitivities contributions from the adjoint 
thermal solver 

The system assembly process for the heat transfer solver is algorithmically 
differentiated in reverse mode in order to accumulate the sensitivities of the solid 
grid points coordinates. The concept is expressed by Eq. (3.26), repeated here for 
convenience:  UÏÁT +=  �̅  ���UÁT +  �Ï  ���UÁT . (B.37)

While �̅ and �Ï derive from Section 3.3.3, herein the focus is on the 
computation of the derivatives w.r.t. the grid coordinates. 

The system of equations in primal mode from (A.9) is the following: 

∑ ∑ ∑ $p k ∇v�∇v% nz %&�(.,¥,¦)&'((,),*)%�� �� �� }~~~~~~~~~�~~~~~~~~~��{����
+%�{

 p ℎ̂v�v% %&�(.,¥,¦)&'((,)) %�� �� cz}~~~~~~~�~~~~~~~��{����
+  _�l_% =

∑ ∑ âp ℎ̂_STb v% %&�(.,¥,¦)&'((,)) %�� �� cz å l_%%{  .  
(B.38)

 
The application of the numerical integration technique to the volume and 



 
surface integrals returns the following formulation: 

w w w w ÝùC∇v�(U(�,,�,, �,)) k ∇v%(U(�,, �,, �,))  �nE ú �,���}~~~~~~~~~~~~~~~~�~~~~~~~~~~~~~~~~��{����%�,{
+  ùCℎ̂v�(�,, �,, �,)  v%(�,, �,, �,)  �cE ú �,
���}~~~~~~~~~~~~~�~~~~~~~~~~~~~��{����

,_�l_%
= w w w âCℎ̂_STb v%(�,, �,, �,)  �cE �,
���å l_%%,{  . 

(B.39)

 
Hence, the derivative of the stiffness matrix involves three terms: 

  ��{�UÁT = ��{_��,��UÁT + ��{_��,��UÁT=  ��ù∇v�(U(�,, �,, �,)) k ∇v%(U(�,, �,, �,))ú�UÁT   �n   
+    ��n�UÁT  ù∇v�(U(�,, �,, �,)) k ∇v%(U(�,, �,, �,))ú��,���
+   I ��c�UÁT  ùℎ Ç v�(�,, �,, �,)  v%(�,, �,, �,)úJ �,
���   . 

(B.40)

 
The first term at the RHS of Eq. (B.40) features the shape functions 

derivatives in the global coordinate system Hv HUÁT⁄ . Therefore, their algorithmic 
differentiation follows the path derived in Section B.1, tracing back the grid 
coordinates contributions in the Jacobian transformation matrices. 

Similarly, the second and third terms in Eq. (B.40) present direct 
differentiations of the �n and �c matrices, in accordance with the development 
discussed in Section B.3. 

 
The load term in Eq. (B.39) provides two contributions. The first one is 

related to the accumulation of the grid sensitivities: ��{�UÁT = ��c�UÁT  ùℎ̂_STb v%(�,, �,, �,)ú �,
���  . (B.41)

 
The second one refers to the calculation of the adjoint virtual bulk fluid 

temperature, as mentioned in Eq. (3.27), that is passed to the hFFB loop: 
 ��{�_STb = ℎ̂ v%(�,, �,, �,) �c �,
���   . (B.42)

 
 



 
B.6 Grid sensitivities contributions from the interface 
perturbations 

The calls to the differentiated DWI routine within the hFFB procedure, while 
propagating the adjoint variables in reverse mode, seed the mapped distances 
between solid nodes and fluid cells. Thus, the impact of any interface perturbation 
to the response function is taken into account. In particular, two adjoint clusters 
result from this operation.  

In the first case, in primal mode the solid domain returns the heat fluxes at the 
interface, to be interpolated in order to impose the boundary condition to the fluid 
walls. Hence, for each target fluid cell center, a list of solid nodes is considered 
(its neighbors), with their relative distances computed as ��W�Ci9ææ� / 4u�9%E=  ôC(ST(�) − (ÁT(3)EB + CDST(�) − DÁT(3)EB + C8ST(�) − 8ÁT(3)EB  . (B.43)

 

Hence, in reverse mode the adjoint distances �àW�STKÁTÏÏÏÏÏÏÏÏÏÏÏ contribute to the 
accumulation of the sensitivities of the solid and fluid grid coordinates by the 
algorithmic differentiation of Eq. (B.43). 

In the second case, in primal mode the fluid domain provides the wall 
temperatures to be interpolated and transferred to the solid for the imposition of 
the Robin boundary condition. In this case, Section 2.2.3 discusses the 
development of a network of virtual fluid points aimed at distributing the 
temperature information in an isotropic fashion, before selecting the mating solid 
nodes – virtual fluid points for the weighted interpolation. Hence, the definition of 
the mutual distances changes to ��W�C4u�9�  /  ¨�
�§�æ �æ§�� 6u�4�%E=  ôC(ÁT(�) − (n�µ³_ST(3)EB + CDÁT(�) − Dn�µ³_ST(3)EB + C8ÁT(�) − 8n�µ³_ST(3)EB  . (B.44)

 

In reverse mode, the contributions to the solid grid coordinates are directly 
available from the differentiation of Eq. (B.44). On the other hand, the virtual 
fluid points involved in the interpolation process are seeded, returning the vector UÏn�µ³��(3). Their adjoint information is carried to the routine responsible for the 
generation of the network of evenly distributed points between close cell centers. 
Thus, the back propagation of the adjoint variables passes through the reversed 
interpolation routine, finally contributing to the sensitivities of the “true” fluid 
grid points coordinates. 

Therefore, the sensitivities of the grids coordinates obtained from the 
distances seeded by the reverse DWI procedure are accumulated to the 
contributions separately collected from the adjoint solid and fluid solvers, as 
described in Section 3.3.7. The resulting UÏST and UÏÁT are finally plugged into Eq. 
(3.2) for the evaluation of the cost function sensitivities w.r.t. the CAD variables. 



 

Appendix C 

Quasi-dynamic TMF solvers 

C.1 The unsteady non-linear heat transfer solver – Primal 
mode 

The unsteady heat transfer solver invoked by the quasi-dynamic approach is 
expressed by the non-linear system of equations (4.5), repeated here for 
convenience: 

7(_),e?) _),e? − _,∆� + �(_),e?) _),e? = �(_),e?) . (C.1)

 

An implicit time integration scheme is selected for sake of robustness in the 
numerical stability of the solver. Hence, Eq. (C.1) is linearized in order to process 
it through a Newton-Raphson method. In principle, the residual form of Eq. (C.1) 
is the following: 

FC_)e?,e?E = 7C_)e?,e?E _)e?,e? − _,∆� + �C_)e?,e?E _)e?,e? − �C_),e?E = 0 , (C.2)

which is equivalent to 

F(_)e?,e?) ≅  F(_),e?) + HF(_),e?)H_),e?  ∆_ = 0 . (C.3)

Eq. (C.3) is iteratively solved w.r.t. the independent variable ∆_ and at each 
loop the predicted temperature _),e? is corrected, thus updating the residual 
vector and the Jacobian matrix. The algorithm is schematically represented as 



 

 
(C.4)

with the index k indicating the iterations to convergence. 
The Jacobian term on the LHS of Eq. (C.4) is obtained by linearizing the 

residual formulation in Eq. (C.2): 

HFC_),e?EH_),e? = H7C_)e?,e?EH_)e?,e?  _)e?,e? − _,∆� @ 7C_)e?,e?E  �∆� @ H�C_)e?,e?EH_)e?,e?  _)e?,e?
+ �C_)e?,e?E � − H�C_)e?,e?EH_)e?,e? = 0 . (C.5)

 
The terms H7 H_⁄ ∈ FX,X,X and H� H_⁄ ∈ FX,X,X are tensors: hence, a tensor 

per vector product follows. For instance, in the case of the mass matrix 

H7�_ ,e?)H_ ,e?  _ ,e? − _,∆� < w H7H_�  _�,e? − _�,∆�
X

�Y?   (C.6)

with the pedix “i” referencing to each grid node. The derivatives of the mass 
matrix M boil down to the density and heat capacity coefficients (both described 
as polynomial functions of the nodal temperature), while the derivatives of the 
stiffness matrix A refer to the thermal conductivity.  

The element “I” appearing at the second and fourth terms on the RHS of Eq. 
(C.5) indicates the identity matrix.  

 
Finally, the linearization of the load vector is derived as 

H�(_)e?,e?)H_)e?,e?  = HH_)e?,e?  .m ℎ̂ C_STb − vMv_)e?,e?E�q 
c / = − m ℎ̂ vMv �q . 

c  (C.7)

 

 
Once the algorithm in (C.4) reaches convergence, _,e? initializes the 

temperature field at the following time step. In case the conjugate coupling is 
traversing the last hFFB loop to convergence, at each time step the converged 
temperature field is passed to the thermo-mechanical solver for the computation 
of the unsteady thermal strains. 

 
 



 
C.2 The unsteady non-linear heat transfer solver – 
Adjoint mode 

The development of the adjoint framework for the unsteady heat transfer 
solver benefits from the linearization of the governing equation already performed 
in primal mode. In fact, starting from the system solve in (C.4), a procedure 
aimed at seeding the RHS vector is developed coherently with the demonstrations 
offered in Section B.2. 

In principle, at each time step the governing equation is linearized around the 
converged field solution. Therefore, starting from the last temperature update, it 
follows that 

_)e?,e? = _),e? + ∆_      →         f ∆_ÏÏÏÏ =  _Ï)e?,e?_Ï),e? = _Ï)e?,e?   . (C.8)

Since 

HF(_),e?)H_),e?  ∆_ = −F(_),e?) (C.9)

is a linear system, if we indicate the Jacobian matrix with the compact 
notation HF H_⁄ = $ , then it is possible to demonstrate that 

$ ∆_ = −F (C.10)

$ �∆_�F� = −9� (C.11)

FÏ� =  ∆_ÏÏÏÏM  �∆_�F� = ∆_ÏÏÏÏM$K?(−9�) = −9�M $KM∆_ÏÏÏÏ = −9�M o (C.12)

FÏ� = −9�M    →     FÏ = −o     o = $KM∆_ÏÏÏÏ     →     $M o =  ∆_ÏÏÏÏ  �    − $M FÏ =  ∆_ÏÏÏÏ . (C.13)

 

Eq. (C.13) returns the adjoint residual vector, from which the contributions to 
the temperature sensitivities are finally obtained: 

_Ï),e?+=  � �F�_),e?�M FÏ  . (C.14)

Hence, the transposed form of the Jacobian matrix previously computed in 
primal mode in Eq. (C.5) is directly implemented in Eq. (C.13) and Eq. (C.14).  

In this case, _Ï),e? is considered as the initial temperature at the current time 
step, i.e. _Ï),e? = _Ï ,. In fact, in reverse mode the linearization around the fully 
converged solution (which is expected to be the attractor point) allows neglecting 
the path to convergence walked in primal mode by the iterative solver. Only the 
sensitivities of the solution w.r.t. the input variables are relevant during the 



 
evaluation in reverse mode. Hence, for the principle of the reverse accumulation 
the adjoint solver, which is linear, does not need to perform any accumulation 
through the inner iterations executed by the primal one. 

 
Differently from the steady state development, no contributions to the adjoint 

temperatures are extracted from the LHS matrix in (C.4). Indeed, such matrix is a 
Jacobian that would bring second order derivatives of the temperature. Thus, only 
the RHS term, which is the residual form of the governing equation, contributes to _Ï. This procedure is confirmed by the same definition of the adjoint state variable 
from Eq. (1.9), repeated here as:  

DÏ = IH�HDJM = IHFHDJM L. (C.15)
 

In Eq. (C.15) only the derivatives of the residual form of the governing 
equation contribute to DÏ. 

Hence, it is possible to draw back the consistency with the steady state adjoint 
development presented in Section 3.3.3, extracting the contributions to the
temperature sensitivities not only from the RHS vector b, but also from the LHS 
matrix A. In fact, they both belong to the residual formulation of the energy 
balance equation F = � _ − � = 0 (cf. Eq. 2.17). 

Following the same principle, the contributions to the solid grid sensitivities 
are obtained from the seeded residual as well:  UÏÁT +=  FÏ  �F�UÁT = 70  �7�UÁT + �̅  ���UÁT −  �Ï  ���UÁT . (C.16)

 

The application of the numerical integration technique to Eq. (4.4) leads to 
the following form: 

w w w w ùCρ(_)i»(_) v� (U(�,, �,, �,)) v%(U(�,, �,, �,))  �nE ú �,���}~~~~~~~~~~~~~~~~~~�~~~~~~~~~~~~~~~~~~�¹z
�_��� l_%%�,{

+ w w w w ÝùC∇v�(U(�,,�,, �,)) k(_) ∇v%(U(�,, �,, �,))  �nE ú �,���}~~~~~~~~~~~~~~~~~�~~~~~~~~~~~~~~~~~��{����%�,{
+  ùCℎ̂v�(�,,�,, �,)  v%(�,,�,, �,)  �cE ú �,
���}~~~~~~~~~~~~~�~~~~~~~~~~~~~��{����

,_�l_%
= w w w âCℎ̂_STb v%(�,, �,, �,)  �cE �,
���å l_%%,{  . 

C.17

 

 
The first term in Eq. (C.17) is the mass matrix, whose contributions to the 

grid sensitivities are computed by differentiating the determinant of the
transformation matrix �n: 

 �7{�UÁT = I ��n�UÁT  ùρ(_)i»(_) v�  (U(�,,�,, �,)) v%(U(�,, �,, �,))úJ �,��� (C.18)



 
 

The contributions of the stiffness matrix A (including the conduction and 
convection terms) are derived according to Eq. (B.40), while the load vector 
follows the development presented in Eq. (B.41). 

Finally, the load vector b accumulates its contributions to the sensitivities of 
the virtual bulk fluid temperature, as expressed in Eq. (B.42). However, in 
unsteady computations, the instantaneous _ÏSTb  refers to the seeded value 
interpolated between the two fluid loads computed in primal mode at the extreme 
points of the current stretch of manoeuver. Hence, the interpolation routine itself 
needs to be algorithmically differentiated in order to accumulate the sensitivities 
of the true fluid bulk temperatures. 

 

C.3 Constitutive model for inelastic deformations 

The constitutive model introduced in Section 4.3.5 is invoked in post-
processing of the FEM linear solver in order to analyze the occurrences of small 
inelastic deformations. 

The problem is treated in primal mode following the definition by [172], here 
repeated for sake of convenience in preparation to the discussion of the adjoint 
development. 

In principle, during the solution of an unsteady loading phenomenon the 
stress field is updated at each time step according to the following equation: 

¤,e? =  ¤, +  ∆¤, =  ¤, +  m    �©∆1�
Å  (C.19) 

 

with    representing the elastoplastic tangent matrix, in replacement of the 
elasticity matrix E presented in Section 2.3.3.   is defined as 

 = �2!!⃗ 2!!⃗ M + 22 I� − 13 2!!⃗ 2!!⃗ MJ (C.20) 

with K as the elastic bulk modulus (or elastic tangential modulus), G
indicating the plastic shear modulus, I as the identity matrix, and 2!!⃗ =�1 1 1 0 0 0 0 0 0�M. 

The implicit integration of Eq. (C.19) leads to 

∆¤,e?) =   ,e?) ∆©,e?)  (C.21) 

with  ,e?)  representing the estimate of the tangent matrix at the end of the 
time step. In order to solve such equation, complex derivatives of the tangent 
matrix should be accounted for. This complication may be circumvented by the 
adoption of the “Return-Map Algorithm” by [179], presenting a predictor-
corrector approach.  

At first, a trial prediction of the stresses is performed assuming an elastic 
behavior: 

¤,e?³µ�-T =  ªC©,e? − ©,»E (C.22) 



 
in which ©,e?  is the total strain at the end of the time step as computed by the 

FEM solver, and ©,» is the plastic strain known at the beginning of the time step. 
In the predictor step, only the elastic component modulus is considered. 

The next step involves the evaluation of the Yield function F, defined as: 

; =  �(¤, 3, ") (C.23) 

with κ indicating the kinematic hardening parameter and ν the isotropic 
hardening parameter. 

The yield criterion is satisfied when ; = 0, and can be visualized as a surface 
in the n-dimensional space of stresses, whose shape depends on the values of κ 
and ν. 

In the case of an isotropic material, several candidate formulations for the 
Yield surface are available in literature. The present work refers to the definition 
by Huber – von Mises, providing a satisfactory correlation for the plasticity in 
metals: 

; =  ô2� B − ¤4 = ô2� B − ½23  5(")  
���ℎ  2�B =  W�%  W%� = 16 âC¤.. − ¤¥¥EB + C¤¥¥ − ¤¦¦EB + (¤.. − ¤¦¦) (C.24) 

 

in which ¤4 is a scalar constant representing the radius of the Yield function 
[180], �B represents the second invariant of the deviatoric stress tensor s, and 5(")
indicates a function for the description of the isotropic hardening (for instance, a 
linear polynomial definition such as 5(") =  5Å + 6�", with 6� as the isotropic 
hardening module). 

Hence, the evaluation of the Yield function follows: ; =  �C¤,e?³µ�-T , 3,, ",E Þ�� ≤ 0   →    9æ�W��i�� > 0  →    6æ�W��i  (C.25) 
 

In case of an elastic behavior, the update at the end of the time step is 
straightforward:  

¤,e? = ¤,e?³µ�-T  ,    3,e? = 3, ,    ",e? = ", . (C.26) 
 

Otherwise, the yield constraint is violated and the trial state is inadmissible. 
Hence, the plastic behavior is to be modelled. The stress correction over the time 
step is defined in incremental form as follows: ∆¤,e? = ª C∆©,e? − ∆©,e?» E . (C.27) 

The plastic strain rate is formulated as 

©ì = 7ì H;H¤ (C.28) 

with a proportionality constant 7ì known as the “plastic consistency” 
parameter. In the present demonstration, it is assumed to treat only cases of 
associative plasticity. 



 
When considering a pseudo time step �� = �,e? − �,, it is possible to define 

the increment of plastic strain as �© = ©ì ��. Hence, the implicit integration of Eq. 
(C.28) leads to ∆©,e?» =  ∆7 H;H¤�,e?  (C.29) 

 

Substituting Eq. (C.29) in Eq. (C.27), it follows that ∆©,e? − ∆¤,e?ª − ∆7 H;H¤�,e? = F8  . (C.30) 
 

Eq. (C.30) represents the first non-linear residual form. 
Concerning the kinematic hardening, its rate form is 

3ì = −7ì9H;H3 (C.31) 

with H indicating an invertible set of constant hardening parameters. Once 
integrated in implicit form and rearranged, Eq. (C.31) provides the second non-
linear residual form: − ∆3,e?9 − ∆7 H;H3�,e? = F: . (C.32) 

 

Finally, the third non-linear residual form is obtained by enforcing the plastic 
solution, expressed as  

−;,e? = 
� . (C.33) 

The three equations (C.30), (C.32) and (C.33) generate a non-linear system 
whose solution satisfies F8 = 0, F: = 0, 
� = 0. Such system can be solved by 
application of the Newton-Raphson method, leading to 

⎩⎪⎪
⎨⎪
⎪⎧−ª K? �¤ − ∆7 HH¤ IH;H¤�,e?J �¤ − ∆7 HH3 IH;H¤�,e?J �3 − H;H¤�,e? �7 = −F8

−∆7 HH¤ IH;H3�,e?J �¤ − 9K?�3 − ∆7 HH3 IH;H3�,e?J �3 − H;H3�,e? �7 = −F:
− H;,e?H¤ �¤ − H;,e?H3 �3 + 6��7 =  −
�

 (C.34) 

 

in which the total strain variation ∆©,e? from the FEM linear solver is treated 
like a constant. Hence, it follows in matrix form 

 

xª K? + ∆7;,88 ∆7;,8: ;,8∆7;,:8 9K? + ∆7;,:: ;,:;,8M ;,:M −6�
|

,e? 
) ;�¤�3�7< = ;F8F:
� <,e?

) . (C.35) 

 

 
In each iteration, the incremental forms are updated, i.e. ∆¤,e?+=�¤, ∆3,e?+= �3, ∆7,e?+= �7. 
Once at convergence, all the residuals are null, with the updated stress ¤,e? exactly satisfying the yielding criterion. However, such stress would not 

satisfy the equilibrium condition in the residual form 



 F,e? = 7§° ,e? + �,e? − � = 0 (C.36) 

with the term �,e? < p ZM¤,e?�o n . 
Hence, Eq. (C.36) is invoked one more time with the imposed stiffness term �,e?accumulated in the load vector: 7§° ,e? < k���ℎ k < � A �,e? (C.37) 
 

Eq. (C.37) is solved through a direct integration method [141]. In this case, 
the central difference algorithm is adopted, such that 1∆�B 7 §,e? < 2k @ 1∆�B 7�2§, A §,K?# (C.38) 

 

The updated displacements allow evaluating the total strains and, therefore, 
the updated total strain increment ∆©,e?)e? follows. This increment, when 
inserted in Eq. (C.30), brings a non-zero residual F8 < ∆©,e?)e? A ∆©,e?) <�© � 0, while F: < 0 and 
� < 0 still hold.  

Finally, given the solutions of the incremental forms, the system in (C.35) is 
manipulated as follows: � < .ª K? @ ∆7;,88 ∆7;,8:∆7;,:8 9K? @ ∆7;,::/∇; < Þ;,8;,:��∗ < 6� @ ∇;M�K?∇;

 (C.39) 

 
resulting in the following formulation: 

��¤�3� < �K? ÞF8F:�A 1�∗  �K?∇; �∇;M�K? ÞF8F:�A 
��. (C.40) 

 
Eq.(C.40) can be simplified. In fact, the previous incremental forms return F: < 0 and 
� < 0. Moreover, with the updated strain increment we obtain F8 �0 < �©. Hence, Eq. (C.40) is rewritten in the following form: 

��¤�3� < ��K?A 1�∗ �K?∇; ∇;M�K?� �F80 � < â ∙∙ ∙å  ��©0 � (C.41) 
 

The upper diagonal block in (C.41) equals to the elastoplastic tangent matrix. 
Therefore, it follows that 

�¤ <   �© (C.42) 

and finally 

¤,e?)e? < ¤,e? @ �¤ (C.43) 

which now detaches from the Yield surface, extending in the inelastic region. 
 
In reverse mode, the lifetime model discussed in Section 4.3.6 seeds the 



 
increment in total strains ∆©³�³ = ∆©{ + ∆©». If in primal mode the reference 
finite element at the determined time step presented an elastic behavior, the 
development would follow the standard reverse algorithmic differentiation of ∆©{
discussed in Section 4.4.2. Instead, in case of an inelastic occurrence, the routine 
in post-processing of the displacements field updated by Eq. (C.38) comes into 
play.  

Starting from the differentiated Morrow model, the algorithmic differentiation 
of the p-norm functions in Eq. (4.12) and of the averaging function for the 
stresses results in the following Þ ∆©ÏÏÏ³�³    →    © ̅¤Ï+{-,     →  ¤Ï   . (C.44) 

 

The adjoint stresses in Eq. (C.44) contribute to seeding Eq. (C.43) and Eq. 
(C.42): f �¤ÏÏÏÏ = ¤Ï,e?)e?¤Ï,e? = ¤Ï,e?)e? (C.45) 

 Þ�©ÏÏÏ =   �¤ÏÏÏÏ 0 = �© �¤ÏÏÏÏ   . (C.46) 

 
In Eq. (C.46) both terms contributing to the computation of the stress 

correction are seeded. Concerning the adjoint elastoplastic tangent matrix, it 
brings contributions to the stresses through the first order and second order 
derivatives of the Yield surface F. Hence, the accumulation of sensitivities of the 
stresses follows the reverse algorithmic differentiation of the derivatives of Eq. 
(C.24), omitted here for sake of simplicity. 

Instead, the adjoint strain correction �©ÏÏÏ is propagated backwards to seed the 
strain increments computed upstream and downstream the system solve in Eq. 
(C.38): �© = ∆©,e?)e? − ∆©,e?)    →    f∆©ÏÏÏ,e?)e? = �©ÏÏÏ∆©ÏÏÏ,e?) = �©ÏÏÏ   . (C.47) 

 

The second equation in (C.47) seeds the total strain increment directly 
obtained by the FEM liner solve. Instead, the first equation seeds the total strain 
increment computed in post-processing of the system in (C.38). Hence, the 
algorithmic differentiation of such post-processing routine returns the adjoint 
displacements §Ï,e?.  

From the system in (C.38) and the reverse differentiation procedure discussed 
in Section B.2, it follows that 

 �M �Ï =  §Ï,e?���ℎ �M = � = 1∆�B 7 .  (C.48) 

�Ï is the adjoint vector associated to the load at the RHS of (C.38). Hence, it 
contributes to the adjoint stiffness term as follows 



 kÏ =  2�Ï�Ï,e? = −kÏ .  (C.49) 

The stiffness term is algorithmically differentiated in order to obtain the 
adjoint vector ¤Ï,e?, which is accumulated to the sensitivities computed in (C.45). 
Additionally, contributions to the grid sensitivities UÏÁT derive from the 
differentiation of the terms enclosed in the B matrix. 

The reverse differentiation of the load vector contributes also to the 
accumulation of the adjoint displacements §Ï, and §Ï,K?, as well as to the grid 
sensitivities and temperature sensitivities, as reported in Section C.5. Similar 
contributions are also obtained by seeding the LHS matrix A in (C.48). 

 
Since in primal mode ¤,e? = ¤, + ∆¤,e? (cf. system in C.35), it turns out 

that ∆¤ÏÏÏÏ,e? =  �¤ÏÏÏÏ,e? = ¤Ï,e?.  
Considering the system in (C.35) and the algorithmic differentiation approach 

discussed in Section C.2, it follows that 

−$MFÏ =  �Ï (C.50) 

with 

$M = xª K? + ∆7;,88 ∆7;,8: ;,8∆7;,:8 9K? + ∆7;,:: ;,:;,8M ;,:M −6�
|M

�Ï = ;�¤ÏÏÏÏ,e?00 <  .
 (C.51) 

 

The system (C.50) returns the adjoint residual vector FÏ, whose first 
component is FÏ8. Therefore, the reverse differentiation of Eq. (C.30) returns ∆©ÏÏÏ,e? = FÏ8, which is accumulated with the adjoint total strain obtained in the 
second equation of C.47. 

Finally, since ∆©,e? = ©,e? − ©,, the adjoint total strains are computed: ©,̅e?+=  ∆©ÏÏÏ,e?©,̅+=  ∆©ÏÏÏ,e?  (C.52) 
 

In conclusion, ©,̅e? and ©,̅ are passed to the post-processing routine of the 
adjoint structural solver at the two time steps �, and �,e?, where the 
accumulation of the contributions to the sensitivities of the displacements field 
takes place, as anticipated in Section 4.4.3. 

 

C.4 Chaboche fatigue lifetime model 

The Chaboche crack-initiation model is an interesting alternative to the 
Morrow model, as it can surpass the isothermal limitations discussed in Section 
4.3.6.  



 
The basic isothermal formulation introduced by Chaboche is the following: 
 ßS  <  ¤äMc A ¤+-.� P�¤+-. A ¤+{-,# A ¤T>�1 A �¤+{-,#Q � ¤+-. A ¤+{-,$Å(1 A �¤+{-,#�K?. (C.53)

 

 
From Eq. (C.53) it is possible to deduce this fatigue model belongs to the 

family of “stress life” models. Hence, the number of cycles to failure ßS is 
referred to the stress amplitude this time, as qualitatively described in Figure C.1. 
The exemplary curves herein reported are temperature dependent. Moreover, it is 
possible to perceive there may be some fatigue curves demonstrating an almost 
flat behavior for high stress amplitudes and at high temperatures. Since it would 
be difficult to identify a unique solution in this range of low number of cycles, it 
is evident the preference of analyzing the LCF phenomena through a strain life 
model (like the Morrow one). 

However, the Chaboche model presented in this section may circumvent this 
issue when the isothermal assumption is relieved, as discussed later. 

Concerning the second term in Eq. (C.53), it represents the finite fatigue 
definition according to Basquin, with β as the Basquin’s exponent already 
encountered in the Morrow model. The numerator in this term expresses the 
alternating stress, while the denominator returns the intercept of the fatigue curve 
from Figure C.1 with the y-axis, after a correction for the mean stress over the 
cycle. In fact, the term $Å indicates the intercept of the fatigue curve with the y-
axis in case of zero mean stress; the coefficient b is a material property standing 
for its sensitivity to the mean stress correction.  

 

 Figure C.1 Qualitative representation of temperature dependent Chaboche 
fatigue curves. 

 
 

The first term in Eq. (C.53) is the inverse of the expression representing the 



 
damage evolution. Hence, the lower the accumulated damage, the higher the 
expected number of cycles to failure. In particular, this fraction presents at the 
numerator the difference between the limit strength at a specific temperature and 
the maximum stress along the cycle: if the latter reaches the value of the material 
limit strength, the component exhibits immediate failure. At the denominator the 
stress amplitude appears, detracted from the durability limit ¤T (also known as 
“endurance limit”, which is here corrected for the mean stress). The coefficient a 
is typically equal to 0.9. 

Hence, it is evident the Chaboche model provides a prediction of the 
component lifetime which is more grounded on the actual evolution of the 
thermo-mechanical stresses in the material. Therefore, it may be eligible to 
replace the simpler Morrow model, provided that the full set of material fatigue 
properties is available. Unfortunately, it is not the case in the present work, which 
relies on the dataset pertinent to the strain life model, available in literature [163].  

Finally, Chaboche [181] offers a useful means to circumvent the limitations 
of the isothermal modelling. In particular, all the temperature dependent fatigue 
curves in Figure C.1 are collapsed in a unique one by application of a temperature 
compensation. Thus, the concept of “effective stress” is introduced: ¤′ =  ¤�(_)  (C.54)

with �(_) indicating the temperature dependent equivalent ratio. Such ratio is 
specific for each temperature and is necessary to collapse each fatigue curve in 
Figure C.1 on the unique temperature independent master curve obtained by 
interpolating all the fatigue data in a unique chart, as qualitatively indicated in 
Figure C.2. 

Hence, the fatigue lifetime from Eq. (C.53) is modified in the following 
formulation: 

ßS =  ¤′äMc − ¤′+-.� P(¤′+-. − ¤′+{-,) − ¤′T>(1 − �¤′+{-,)Q . ¤′+-. − ¤′+{-,$′Å(1 − �¤+{-,)/K? , (C.55)

 
in which all the terms with an apex are corrected through the equivalence 

ratio (′ =  ((_)�(_)  . (C.56)

 
In reverse mode, the adjoint lifetime ß0S seeds the TMF model in Eq. (C.55), 

ending up in the accumulated sensitivities of the effective maximum stress ¤′0+-.
and of the effective average stress ¤′0+{-,. Such adjoint variables seed the 
correspondent temperature dependent stresses (i.e. ¤′0+-. and ¤′0+{-,) while a 
contribution to the nodal temperature sensitivities derives from the differentiation 
of the polynomial representation of the equivalence ratio P(T).  

 



 

 

Figure C.2 Qualitative representation of Chaboche master curve for 
computation of effective stress. 

 
 
Finally, the adjoint maximum stresses contribute to the accumulation of the 

sensitivities of the nodal stresses through the differentiation of the p-norm 
function, while the adjoint mean stresses through the differentiation of the 
averaging routine. Hence, the field for the FEM mechanical solver is seeded by 
walking in backward direction the routine discussed in Section C.3.  

 

C.5 Unsteady thermo-mechanical solver: System 
assembly differentiation 

The adjoint unsteady thermo-mechanical solver introduced in Section 4.4.3 
delivers in Eq. (4.18) the seeded LHS matrix and RHS vector from the linear 
system, as repeated here for convenience: 

f �7 + ñ∆�Bq�M  ;Ï,e?  <  �Ï,e?�7 @ ñ∆�Bq�ÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏÏ�%  <  A�,e?�3# ;Ï,e?��#  . (C.57)

Hence, the differentiation of the system assembly routine results in the 
contributions to the grid sensitivities and to the temperature sensitivities. 
Therefore, it follows that 

UÏÁT @<  �6qÏÏÏÏÏÏ  ��6q�UÁT @  ;Ï  �;�UÁT . (C.58)
 

The differentiation of the LHS matrix accounts for two terms: ��6q�UÁT < �7�UÁT @  ñ∆�B  �q�UÁT. (C.59)
 

The first term in Eq. (C.59) is about the differentiation of the mass matrix, 
which is introduced in Eq. (4.7) as  



 7 = w w w w î�,�h(_)vMφ �n�ï}~~~~~�~~~~~�¹z
 %�,

 
{ . (C.60) 

 

Thus, the derivatives w.r.t. the grids coordinates involves only the 
determinant of the Jacobian matrix of the coordinates transformation �n. 

The second term in Eq. (C.59) refers to the differentiation of the stiffness, as 
discussed in Eq. (B.21). 

 
The differentiation of the RHS vector involves two terms as well: �;�UÁT = ��,e?�UÁT − §ð,e?  �q�UÁT. (C.61)
 

The first term in Eq. (C.61) is the differentiation of the load vector �,e?. 
Since the load vector contains multiple contributions, the differentiation 
procedure outlines in Section B.3 follows. 

The second term in Eq. (C.61) is again the differentiation of the stiffness 
matrix multiplied by the predictor §ð,e?. Hence, Eq. (B.21) is invoked once more. 

Therefore, the computation of the contributions to the grid sensitivities is 
complete. 

 
The evaluation of the temperature sensitivities follows: 

_Ï +=  �6qÏÏÏÏÏÏ  ��6q�_ +  ;Ï  �;�_ . (C.62)
 

The temperature derivatives of the LHS matrix accounts for the derivative of 
the mass matrix (which reduces to the derivative of the density term in Eq. C.60) 
and the derivative of the stiffness matrix, in compliancy with Eq. (B.34). 
Concerning the temperature derivatives of the vector F, they comprise the 
temperature derivatives of the components of the load vector �,e?, as discussed in 
Eq. (B.35) and (B.36), and the temperature derivatives of the stiffness matrix. 
Thus, the accumulation of the temperature sensitivities through the adjoint 
mechanical solver is accomplished.  

 

 
 


