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Abstract

The increasing maritime traffic and a major awareness regarding environmental
pollution lead to a greater emphasis on the efficiency of operations and their costs.
Improvements can be achieved with the progressive integration of automation tools
to relieve humans from repetitive and complex tasks that might lead them to error
or to non-optimal solutions. The promises are to enhance both human and environ-
mental safety while also holding the potential for increased efficiency and reduced
operational costs. The introduction of automated systems occurs at different lev-
els with applications spanning from decision support systems to fully autonomous
ships, defined as Marine Autonomous Surface Ships (MASS). Both academic insti-
tutions and industrial companies carried out various studies on this topic over the
past decades, leading to the design and testing of pioneering prototypes of fully
autonomous vessels. The above-mentioned studies focus on a broad spectrum of
areas that contribute to the design of a decision support or autonomous system.
The topics include situation awareness systems for obtaining information on the
surrounding environment, systems for route planning or for following the desired
path, systems for avoiding collisions with fixed or moving objects or for automatic
mooring, and more. Different methodologies can be defined for each of the above
mentioned tasks and can be organised through the well-known schematisation in
the three independent modules of the Guidance, Navigation, and Control (GNC).

For the motivation explained above, the research carried out within this thesis
fits into this context, leading to the guidance and control modules. The main ob-
jective is the development of systems for planning and controlling motions through
the entire speed operational range of surface vessels. Different kind of vessels lead-
ing to model-scale to full scale vessels are adopted for this study. With respect
to the state of the art, this work would like to propose an integrated motion con-
trol scenario suitable for all the MASS operation conditions, from berthing, track
and station keeping, to path following, and target tracking operations. Controlling
the motion at low or high speed involves different design approaches that can be
schematised into 2 or 3 degree-of-freedom (DOF) controllers due to the effects of
the actuators in the sway motion at high surge velocities.

The outlined 2 DOF motion control scenario, used for high speed, aims to
follow a moving object controlling the desired heading and speed. The adopted
guidance law is the target tracking one. It consists of reaching and following a
target of which it is only possible to know the instantaneous position and velocity,
hence when the future motion is unknown. In this context, the standard Line-Of-
Sight, Pure Pursuit, and Constant Bearing laws are modified and deeply tested.
The controller layout comprises an autopilot and a speed pilot, working together
to establish the desired guidance setpoint, and the synthesis leads to provide the
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stability of the closed-loop together with some performance characteristics.
The presented 3 DOF motion control scenario desires to maintain position or

to follow a path at low speed. The chosen guidances enable smooth setting of the
desired setpoint using reference models or to define a trajectory to be tracked for
track keeping. Several control layouts are investigated, composed of a controller
together with the force and thrust allocations. Controllers consist of both feedback
contributions like PID or its variations and a feedforward component computed
through a model-based approach or disturbance reconstruction. The allocation
problem is deeply investigated and solved through both a simplified approach and
optimization techniques.

Both 2 and 3 DOF motion control scenarios are applied to real test cases in both
model and full scale, each characterised by different main dimensions, manoeuvra-
bility capability, and propulsion system configurations. Each test case is described
and their characteristics are shown. Specific key performance indicators, running
from integral metrics to yearly operability and emission indexes, are selected for
each motion control scenario to evaluate the effectiveness of the proposed GNC
modules.

The proposed motion control scenarios are extensively tested using non-linear
dynamic simulators representing the MASS test cases. Based on the results, the de-
fined key performance indicators are used to assess the effectiveness of the proposed
approaches across a spectrum of speeds and environmental conditions.

In conclusion, this thesis contributes to the field of autonomous marine vessels
by providing motion control strategies suitable for the entire speed range.

Guidance and motion control logic for Marine Autonomous Surface Ships
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Chapter 1

Introduction

The etymology of automation comes from the English word automaton and was
coined by Ford Executive Vice President Delmar S. Harder in the 1940s. It is the
act or process of converting the control of a machine or device to a more automatic
system, such as a computer or electronic control. The word automaton indeed
comes from the Latinization of the ancient Greek word automaton, neuter of au-
tomatos that means self-moving, self-willed. Nowadays, it indicates a relatively
self-operating machine or control mechanism designed to automatically follow a
sequence of operations or respond to predetermined instructions. However, Homer
first uses this word in the Iliad to describe machines moving on their own using
internal energy, like the Trojan horse. During the centuries, interest in automation
grew and started in the marine field. Several milestones can be defined like the
Nikola Testa patent at the end of the 19th century [121] about the method for con-
trolling from a distance the operation of the propellers, engines, steering apparatus
and other mechanisms. Another milestone started with the invention of the gyro-
scope, leading to the first application of autopilot, named Metal Mike, by Elmer
Sperry in 1910s [56]. From the last one, the motion control system starts to be de-
signed as three independent modules: Guidance, Navigation, and Control (GNC)
systems [45]. From that time, several milestones were set, like the introduction
of a position feedback controller with a control law commonly named nowadays
Proportional-Integrative-Derivative (PID) [85], or the introduction of the inertial
navigation [37]. In recent years, the studies concerning autonomous vessels have
multiplied. The growing attention is also underlined by the Global Marine Technol-
ogy Trends 2030 (GMTT30) [108] and 2050 [62] reports publications. The Global
Marine Technology Trends 2030 report was published in 2015 by Lloyd’s Regis-
ter, Quintiq Group, and Southampton University. It defines eighteen key marine
technologies in the future, putting the autonomous system and smart ship as two
of the key points. Lloyd’s Register commissioned the Global Marine Technology
Trends 2050 report to Economist Impact; it is a long-term vision of the GMTT30
themes. The growing attention is underlined also by the International Maritime
Organization (IMO) sessions of the Marine Safety Control (MSC). Indeed, its 98th

session [61] defines the concept of Maritime Autonomous Surface Ships (MASS).

The interest is due to the potential benefit in terms of safety, efficiency, and
relieving humans from repetitive tasks. Due to the challenging and complex tasks,
several disciplines are involved in this process, from the cyber-security perspective
to risk assessment, the GNC system, and human perception. In this context, vari-
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ous definitions and automation levels are identified to distinguish vessels and their
capability before the general statement given by IMO during the 100th congress [60].
Several reviews and technical reports have appeared over the years. A literature
review of the design and risk evaluation of MASS to support its safe operations
is done in [69]. The first analysis conducted by the European Union Agency for
Cybersecurity (ENISA) of the cyber threat landscape of the transport sector in
Europe is reported in [39] with a focus on the marine environment. A review of
the most relevant MASS project and the new trend is reported in [67] and another
about the status up to 2022 of levels of automation in MASS is shown in [99]. A
literature review about the evolution of the autonomy levels up to 2016 is reported
in [125] with a focus on the differences between the different proposals. The state
of the art up to 2019 on the motion control algorithms is elaborated in [130] with
a final focus on the challenges given by autonomous surface vessels and a two-part
literature review about path planning and collision avoidance methods is given
in [124] and [123]; in the first part a highlight on the terminology, autonomous
levels, regulatory framework, GNC components and advances in industry is given,
while in the second part a comparative study on 45 selected algorithm is given.
A comprehensive literature review of all the components of the GNC system is
reported in [71] with a great focus on the existing USV and modelling methods
up to 2016 and an overview of the components of global and local path planning
for USV is shown in [111] with a focus on the compliance with COLREGs. A
literature review with a focus on the path-following motion control scenario and
on the control system is provided in [133] together with the statistical distribution
of the most common practice; while one focused on the path planning algorithms
and their collision regulation relevance is shown in [93]. A literature review of the
recent advantages of the LOS guidance law and its variation is provided in [50]
and one on collision avoidance algorithms that highlights the importance of the
collaboration between the involved vessel is shown in [8]. Finally, a literature re-
view of the progress up to 2022 in COLREGs-compliant navigation of ASVs from
traditional to learning-based approach is reported in [54].

The research aim focuses on autonomous navigation for marine surface vehicles
context. In this Chapter, the state of the art, the motivation, and the main contri-
bution are stated, together with an overview of the GNC systems, the automation
levels, and the adopted taxonomy.

In Chapter 2, the adopted mathematical model to describe the vessels is pre-
sented. In this work, four case studies are used through their detailed simulators
representing the dynamics of the vessels and their components. The adopted ref-
erence frames in the thesis are described together with the motion equation and
the dynamics model for the hull, propulsor, and environmental forces and moment
array evaluation.

In Chapter 3, the adopted guidance algorithms are shown. The target tracking
motion control scenario for a 2-DOF (Degree Of Freedom) controller structure is
shown, together with the track keeping and the reference model used for the 3-DOF
controlled structure.

In Chapter 4, the controller adopted for the 2-DOF motion control scenario is
presented. The general structure comprises two PID controllers acting in parallel
on the heading and speed setpoints. A synthesis approach is presented, and its
application on a vessel with starboard-portside symmetry and propelled by two
azimuthal thrusters is given.

Guidance and motion control logic for Marine Autonomous Surface Ships
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In Chapter 5, the controller adopted for the 3-DOF motion control scenario is
shown. The general structure adaptable to different propulsion plants is shown and
comprises subsystems like control, force allocation, and thrust allocation. Several
solutions are proposed for each subsystem, from optimised to simplified solutions.

In Chapter 6, the key performance indicators evaluating the selected perfor-
mance of each scenario are presented. Integral metrics, operability and emission
indices, dynamic polar capability plots, and defined errors are used in this case.

In Chapter 7, the vessels adopted as case studies and their main characteristics
are presented. One model scale, a prototype, and two full-scale vessels are used.

In Chapter 8, the scenarios adopted in each test case are presented together
with the results.

In the end, in Chapter 9 the conclusion are drawn.

1.1 Motivation

In recent years, robotic vehicles have become essential in many different applica-
tions and areas due to their ability to operate where people cannot, or the human
risk is significant in everyday lives. In the maritime field, great progress is made
with the growing development of autonomous surface vessels due to the promise to
improve safety, increase efficiency, and relieve humans from repetitive tasks. Hence,
there is a demand for an even greater level of complexity and autonomy in onboard
systems that asks for greater computational power, leading to an ever higher level
of automation. All ship systems need to be re-thinked and modified according to
the increased automation level, but a focus needs to be paid to the autonomous
handling of the units. Hence, the motion control system becomes paramount. It
is usually designed as three independent modules that interact with each other:
Guidance, Navigation, and Control (GNC) systems [45]. The significant develop-
ment of the IT sector has made possible the remarkable evolution in the field of
automation and its possible applications in the maritime sector. Consequently, au-
tonomous and smart ships are two of the eighteen themes identified by the Global
Marine Technology Trends 2030 [108] and 2050 [62] as some of the main research
topics of the following years.

Another motivation is the promise of improved life safety at sea for people
and the environment. Indeed, accidents at sea inevitably occur, causing economic
problems and risks for the crew and the environment. A report on accidents at
sea is issued yearly by the European Maritime Safety Agency (EMSA) [38]. The
total number of marine casualties and incidents reported from 2014 to 2022 was
23814, with an annual average of 2646. Its distribution and division according to
the severity of the incidents is reported in the bars of Figure 1.1a, while the total
number is reported with the black line. From the data it is possible to see that
the number of casualties and incidents in 2022 is 5.1% under the annual average
of 2670 occurrences before the pandemic. Also the severe marine casualties trend
decreased at 44 in 2022 after registering 106 in 2018, 75 in 2019, 51 in 2020, and
58 in 2021. The report also stated that the navigational casualties constituted by
collision and contact represent 32.1% of all casualty events as shown in Figure 1.1b;
the 55.7% of the casualties occurred in internal waters like the port areas as shown
in Figure 1.1c; and from 2014 to 2022, 59.1% of all occurrences were related to
human action, either at accident event or contributing factor levels as shown in
Figure 1.1d. The increasing development of autonomous navigation systems could
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(a) Marine causalities and incidents. (b) Occurrences with ship in 2022.

(c) Incidents navigation area in 2022. (d) Accidents events percentage in 2022.

Figure 1.1: Introduction - EMSA report 2022.

lead to improved safety on the water, reduce the number of fatalities and save lives.

Other reasons can be found in the seventeen Sustainable Development Goals
(SDGs) declared in the 2030 Agenda for Sustainable Development [87]. The evo-
lution of the autonomous ship could contribute to several SDGs, such as SDG 7
”Ensure access to affordable, reliable, sustainable and modern energy for all”, SGD
9 ”Build resilient infrastructure, promote inclusive and sustainable industrialisa-
tion and foster innovation”, SDG 11 ”Make cities and human settlements inclusive,
safe, resilient and sustainable”, and SDG 13 ”Take urgent action to combat climate
change and its impacts”. Indeed, autonomous technologies can contribute to re-
ducing emissions thanks to more energy-efficient vessels. It is a direct consequence
of autonomous route planning using one of the optimisation techniques available
and the expected larger cargo capacity.

1.2 Level of Automation and Taxonomy

Studies on autonomous navigation are carried out over the years, leading to a vast
literature and a need for more homogeneity regarding automation levels and the
adopted definitions.

Hereinafter, a list of the most used terms adopted to define autonomous vessels
is reported:
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� ASV - Autonomous Surface Vehicle: a vessel that can take decisions and op-
erate independently without human guidance, navigation, and control. ASVs
are typically used in military operations, maritime surveillance cruises, ma-
rine environmental monitoring applications, and, in the near future, will likely
also be used for the transportation of goods and people. Sometimes, the term
is used to indicate model-scale vessels and separate them from the full-scale
vessel MASS.

� USV - Unmanned Surface Vehicles : an unmanned vehicle that does not have
a human on board to control its operations but is typically remotely controlled
by a human operator. Crucially, an ASV may also be unmanned, but the
critical distinction, when compared with a USV, is that it operates without
direct intervention from a human operator during its mission, whatever that
might be.

� AMV - Autonomous Marine Vehicles: all the vehicles used in the water
(both underwater and surface).

� ROV - Remotely Operated Vehicle: underwater robots controlled by a hu-
man, typically on a surface vessel or in a proximate land, using a group of
cables, or tether, that connects the ROV to the human interface.

� AUV - Autonomous Underwater Vehicles: Autonomous vessels that perform
underwater missions without an operator.

� ASC - Autonomous Surface Craft: another name for ASV.

� MASS - Maritime Autonomous Surface Ships: acronyms defined during the
98th MSC session of IMO [61] to identify smart/autonomous ships and to
unify the lots of named adopted. According to IMO, MASS is defined as a ship
which, to a varying degree, can operate independently of human interaction.

In this thesis, the general acronym MASS is adopted for both full-scale vessels
and models to maintain the generality of the treatment.

The process towards full automation goes through several steps, and over the
years, several classifications with different Levels Of Automation (LOA) are pro-
posed. Some reviews can be found in literature about this topic: in [125], a review
about the evolution of the autonomy levels up to 2015 is done without a specific
application together with a tentative cross-correlation between the different classi-
fications; and in [99] and in [67] other small reviews are presented with a focus on
the MASS. Hereinafter, some of the defined LOAs in the literature are presented.

Sheridan proposed the first classification in 1978 [109] and revise it with Para-
suraman in 2000 [94]. He defines ten levels of interaction between humans and
autonomous systems, as shown in Table 1.1, where the higher levels represent in-
creased autonomy of the computers over human action.

Lloyd’s Register [6] published a categorisation of vessels based on the level
of autonomy. There are three main tasks: decision-making, actions taking, and
exception handling. The characterisation is focused on the cyber safety of the
vessel, where the hacking of the communication system is the worst risk. It assigns
seven autonomy levels for ship design and operation according to Table 1.2.

SAE international [7] defines the levels of automation for on-road motor vehicles
with six levels that go from level (0) ‘No Automation’ to level (5) ‘Full automation’.
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Level Description
1 The computer offers no assistance: humans must take all decision

and actions.
2 The computer offers a complete set of decision/action alternatives.
3 Computer narrows the selection down to a few.
4 Computer suggests one alternative.
5 The computer executes a suggestion if the human approves.
6 The computer allows human a restricted time to veto before auto-

matic execution.
7 The computer executes automatically, then necessarily informs hu-

man.
8 The computer informs human only if asked.
9 The computer informs humans only if it (the computer) decides

to.
10 The computer decides everything, acts autonomously, ignoring the

human.

Table 1.1: Introduction - Autonomous levels - Sheridan.

Level Name Description
AL 0 Manual All action and decision-making performed manu-

ally (n.b. systems may have level of autonomy,
with Human in/ on the loop.), i.e. human con-
trols all actions.

AL 1 Onboard Deci-
sion Support

All actions taken by human Operator, but deci-
sion support tool can present options or otherwise
influence the actions chosen. Data is provided by
systems on board.

AL 2 On &Off-board
Decision Sup-
port

All actions taken by human Operator, but deci-
sion support tool can present options or otherwise
influence the actions chosen. Data may be pro-
vided by systems on or off-board.

AL 3 ‘Active’ Human
in the loop

Decisions and actions are performed with human
supervision. Data may be provided by systems on
or off-board.

AL 4 Human on the
loop, Operator/
Supervisory

Decisions and actions are performed au-
tonomously with human supervision. High
impact decisions are implemented in a way
to give human Operators the opportunity to
intercede and over-ride.

AL 5 Fully au-
tonomous

Rarely supervised operation where decisions are
entirely made and actioned by the system.

AL 6 Fully au-
tonomous

Unsupervised operation where decisions are en-
tirely made and actioned by the system during
the mission.

Table 1.2: Introduction - Autonomous levels - Lloyd’s Register.
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The levels are developed for vehicles on wheels, but the solution can be easily
compared with the marine environment. Four tasks characterise the six autonomy
levels and each task is performed either by humans, a system, or by a collaboration
of both. The summary of the SAE Levels is shown in Table 1.3. The following
acronyms are used: Dynamic Driving Task (DDT), Object and Event Detection and
Response (OEDR), Operational Design Domain (ODD), and Automated Driving
System (ADS).

Norwegian Forum of Autonomous Ships proposes another classification level [5].
The approach is quite similar to the one proposed by SAE [7] for the automotive
field and defined the following six categories of automation according to Table 1.4:

� Direct control - NFAS 1 : The crew on the bridge is continuously in control of
operations, although simple automation, e.g. autopilot, or advanced decision
support functions may be in use. This is strictly speaking not an autonomy
type, but is included in the taxonomy for completeness.

� Automatic bridge - NFAS 2 : The bridge system controls the ship while crew
on the bridge continuously monitors the situation and can intervene at any
time. The level of automation may be arbitrarily high, but crew is always
ready to intervene.

� Remote control - NFAS 3 : Same as direct control, however here the Shore
Control Centre is in control of the ship. One can also here argue that this
is not really a type of autonomy. However, as communication links normally
cannot be made 100% reliable, the ship will in most cases need fallback
procedures that can be activated autonomously when communication fails.

� Automatic ship - NFAS 4 : Same as Automatic bridge, but again being su-
pervised from the Shore Control Centre.

� Constrained autonomous - NFAS 5 : Supervised by Shore Control Centre.

� Fully autonomous - NFAS 6 : Not supervised by Shore Control Centre. This
type of autonomy is generally complicated to implement and will also mean
that the owner of the ship has less control of its operation. Generally, approval
of this type of ship will require major changes in regulations, mainly because
there is no longer any equivalence to the master or other officers on board.

The NFAS classification was adopted inside the GALILEOnautic project [107]
to define a different categorization. The classification is quite similar to the NFAS
levels [5] except for the lower level Decision support, which is split in No manoeuvre
automation (MAL 0) and Manoeuvre assistance (MAL 1) because the claimed
autopilot is not available for manoeuvring in high safety areas. The levels are
shown in Table 1.5.

The categorisations mentioned above do not consider all aspects subject to
automation and the characteristics of vessels. However, vessels are not the only
actors in the transport environment. The communication and cooperation between
agents are essential functions that should be realised. Lloyd’s Register only consid-
ers communications and data from the vessel or shared by a remote location, but no
explicit reference exists. Schiaretti et al. [105] propose a new autonomy level cate-
gorisation that considers subsystems and overall systems. This new categorisation
system considers four main subsystems:
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Level Name Narrative Definition DDT - Sus-
tained lateral
and longitu-
dinal vehicle
motion con-
trol

DDT-
OEDR

DDT-
Fallback

ODD

SAE
0

No driv-
ing Au-
tomation

The performance by the
driver of the entire DDT,
even when enhanced by
active safety systems.

Human Driver Human
Driver

Human
Driver

n/a

SAE
1

Driver As-
sistance

The sustained and ODD-
specific execution by a
driving automation sys-
tem of either the lateral
or the longitudinal vehi-
cle motion control sub-
task of the DDT (but
not both simultaneously)
with the expectation that
the driver performs the
remainder of the DDT.

Human Driver
and System

Human
Driver

Human
Driver

Limited

SAE
2

Partial
Driving
Automa-
tion

The sustained and ODD-
specific execution by a
driving automation sys-
tem of both the lateral
and longitudinal vehicle
motion control subtasks
of the DDT with the ex-
pectation that the driver
completes the OEDR sub-
task and supervises the
driving automation sys-
tem.

System Human
Driver

Human
Driver

Limited

SAE
3

Conditional
Driving
Automa-
tion

The sustained and ODD-
specific performance by
an ADS of the entire DDT
with the expectation that
the DDT fallback-ready
user is receptive to ADS-
issued requests to inter-
vene, as well as to DDT
performance-relevant sys-
tem failures in other ve-
hicle systems, and will re-
spond appropriately.

System System Human
Driver

Limited

SAE
4

High
Driving
Automa-
tion

The sustained and ODD-
specific performance by
an ADS of the entire DDT
and DDT fallback with-
out any expectation that
a user will respond to a re-
quest to intervene.

System System System Limited

SAE
5

Full
Driving
Automa-
tion

The sustained and uncon-
ditional (i.e., not ODD-
specific) performance by
an ADS of the entire DDT
and DDT fallback with-
out any expectation that
a user will respond to a re-
quest to intervene.

System System System Unlimited

Table 1.3: Introduction - Autonomous levels - SAE
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Manned
bridge

Unmanned
bridge - crew
on board

Unmanned
bridge - no
crew on board

Decision support Direct control
No autonomy

Remote control Remote control

Automatic Automatic
bridge

Automatic ship Automatic ship

Constrained au-
tonomous

- Constrained au-
tonomous

Constrained au-
tonomous

Fully autonomous - - Fully au-
tonomous

Table 1.4: Introduction - Autonomous levels - NFAS

Level Name Description
MAL
0

No Ma-
noeuvre
Automation

Equipment is depending on age and type of the vehicle
(Sensors/ instruments), whether they have Auto- or Track
pilot for transit mode on open seas

MAL
1

Manoeuvre
Assistance

Additional sensors with higher precision to measure the
distances to harbour facilities, complete dynamics. Mo-
tion model and harbour. Examples: for MAL 1 are visual
manoeuvre Prediction or decision support

MAL
2

Partial Ma-
noeuvre Au-
tomation

It is defined as Single automated manoeuvres initialised
by Watchkeeping Officer. It needs optimised trajectories
for the actual situation (weather) and Adaptive control
strategies. Watchkeeping Officer is always ready to in-
tervene by safe fall-back solution. Examples: Automatic
Berthing/ Docking, Collision avoidance

MAL
3

High Ma-
noeuvre
Automation

It is the last step before autonomy. This means that all
functionalities of an autonomous vessel are realised al-
ready, but there is still a supervisor. Examples: An ap-
propriate example is a ferry with defined ports, which can
sail the complete route automatically

MAL
4

Autonomous
Manoeu-
vring

It presents autonomy, autonomous operation under all cir-
cumstances without a remote operation centre or a super-
visor. There are numerous questions in case of an accident
or already of lost communication.

Table 1.5: Introduction - Autonomous levels - GALILEOnautic.
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Autonomy Level Name
0 Human is alone
1 Human is helped by systems
2 Human is helped by the systems and other agents
3 Autonomous path following vessel
4 Autonomous trajectory tracking vessel
5 Human in the loop
6 Human supervise the decisions making system
7 Human supervise the actions making system
8 Human supervise the exceptions handling system
9 Human supervise actions, decision and exceptions
10 Fully autonomous

Table 1.6: Introduction - Autonomous levels - Schiaretti.

� Decision making: is the first and easiest to automate; routing and planning
tasks can be autonomously optimised, together with the maintenance sched-
ule. The levels scale from 1 to 10.

� Actions taking: is more complex since physically actuated mechanical com-
ponents are involved in the control loop. The levels scale from 1 to 10.

� Exceptions handling: a key part of obtaining an overall high autonomy level,
different solutions are being studied to detect and avoid obstacles. The levels
scale from 1 to 10.

� Cooperation: considers the cooperation between the vessel and the surround-
ing environment. Information is exchanged with other vessels, infrastructures
or remote-control locations. The levels are made by giving an increased level
of cooperation based on the number of agents the system is able to commu-
nicate with. The level of cooperation ranges from 1 to 5.

The first three subsystems are based on Lloyd’s Register and SAE International.
The levels assessed in each subsystem go from a lack of interaction between humans
and computers to full control of the computer that ignores human actions. Once
autonomy levels of the subsystems are determined, the next move is to create the
general autonomy level classification for the overall system of the ASVs of Table
1.6. The name of the levels describes each function. The autonomy levels of the
subsystems determine the overall autonomy level according to relationships given
in [105]. Based on this regulation, in [106], an analysis of 60 MASS characteristics
and autonomy degrees is shown. From the data reported in the previous article, it
is possible to see that the number of MASS projects has increased during the years
and that, at the publication time, the trend is to develop a very high automation
level MASS simultaneously with a low-level MASS, without the development of
the intermediate grades. As the automation level increases, its integration into the
ship system increases.

Other classifications are defined during years, like the one proposed by DNV [31]
and the one proposed by Bureau Veritas [128]. However, a critical milestone was
the definition of levels by the International Maritime Organization (IMO). Indeed,
during the 99th, [58], and 100th, [60], sessions of the Marine Safety Committee
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Level Description
Degree
one

Ship with automated processes and decision support: Seafarers are
on board to operate and control shipboard systems and functions.
Some operations may be automated and at times be unsupervised
but with seafarers on board ready to take control.

Degree
two

Remotely controlled ship with seafarers on board: The ship is con-
trolled and operated from another location. Seafarers are available
on board to take control and to operate the shipboard systems and
functions.

Degree
three

Remotely controlled ship without seafarers on board: The ship
is controlled and operated from another location. There are no
seafarers on board.

Degree
four

Fully autonomous ship: The operating system of the ship is able
to make decisions and determine actions by itself.

Table 1.7: Introduction - Autonomous levels - IMO.

(MSC) IMO proposed four levels of autonomy according to Table 1.7. The pub-
lication is the first tentative step toward the unification and homogeneity of the
different classifications.

Different properties are underlined and grouped to summarise the classifications
presented and find the common points. The proposed properties in this thesis
adopted to compare the different autonomous levels classifications are the following:

� No Assistance, corresponds to the absence of automation and support sys-
tems;

� Fully manual, corresponds to the manual action, but there may be active
alert systems;

� Support system, corresponds to the presence of decision support systems, but
the action remains manual;

� Remote control with seafarers, corresponds to remote control with the pres-
ence of seafarers on board where there may or may not be automation sys-
tems;

� Remote control without seafarers, corresponds to remote control without the
presence of seafarers on board where there may or may not be automation
systems;

� Single manoeuvre with active human, corresponds to partial automation for
specific operations and with active human supervision ;

� Active human supervision, corresponds to automation for all operations and
with active human supervision;

� Single manoeuvre with supervision, corresponds to partial automation for
specific operations;

� Full autonomous with supervision, corresponds to full automation with human
supervision;
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� Full autonomous with rarely supervision, corresponds to full automation with
human supervision in exceptions;

� Full autonomous with limited operability, corresponds to full automation with
limited operability;

� Fully autonomous, corresponds to full autonomous without human supervi-
sion.

The resulting outline is shown in the Table 1.8, where in the first column are
reported the identified properties, while in the other columns, there are the cor-
responding autonomy levels of Sheridan, LLoyd’s Register, SAE, adopted for the
GalileoNautic, Schiaretti, NFAS, and IMO, respectively. Other properties and clas-
sifications can be found to define the comparison, but this is the one outlined in
this thesis.

Multiple levels of automation are sometimes grouped since they are sub-cases of
the identified properties. The overlapping happens in the following cases: Sheridan
levels 2, 3, and 4 are all decision support levels but at different levels since level
2 provides a set of solutions, level 3 a selection of the set of solutions, and level 4
only the best solution; Lloyd levels 1 and 2 diverge in the origin of the information
used in the support system which can be on-board or off-board; Levels 0 and 1 of
the GalileoNautic classification differ in their application to open waters or shallow
waters; levels 3 and 4 of the Schiaretti classification diverge in their cooperation
component; Schiaretti levels 5, 6, 7, and 8 are all levels subject to active human
supervision but differ in their decision-making, action, and exception management
powers; finally, levels 6 and 7 of Sheridan diverge in the type of supervision given,
as do levels 8 and 9.

Another important observation concerns the classification levels proposed by
the IMO. These are seen and accepted as an attempt of unification, but from the
analysis made in table 1.8 it can be seen that they leave a big gap in the gradual
automation process. Indeed, the first three levels are all connectible to remote
control levels and the next level refers to the fully autonomous vehicle without any
intermediate step such as the presence or absence of supervision or the automation
of only some scenarios. This then opens up a series of possible considerations about
its applicability at this intermediate stage where the first prototypes begin to be
put into operation together with the fully manual ships and which would not find
their classification within the IMO scale.
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Sher. Lloyd SAE Gal.Nau. Schiar. NFAS IMO
No assistance 1 A0 0 0
Fully manual 2,3,4 1, 2 1
Support system 0, 1 1,2 One
Remote control
with seafarers

3 Two

Remote control
without seafar-
ers

Three

Single manoeu-
vre with active
human

1 3, 4

Active human
supervision

5 3 5, 6,
7, 8

2

Single manoeu-
vre with super-
vision

2 2 4

Fully au-
tonomous with
supervision

6,7 4 3 3 5

Fully au-
tonomous with
rarely supervi-
sion

8,9 5 9

Fully au-
tonomous
with limited
operability

4

Fully au-
tonomous

10 6 5 4 10 6 Four

Table 1.8: Introduction - Autonomous levels - Proposed comparison.
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1.3 Guidance, Navigation & Control

Generally, the architecture of a marine control system necessary for defining a
MASS can be described with the Guidance, Navigation & Control (GNC) systems
[45]. The architecture is shown in Figure 1.2.

The Navigation system receives inputs from the sensors onboard and provides
the system state and information on the surrounding environment. It can be di-
vided into two subsystems: Sensor Fusion and Situation Awareness. Sensor Fusion
aims to condense and integrate information from heterogeneous sensors. It is based
on a redundancy of measurements and sensors to compensate for the limitations
of each. Situation Awareness makes it possible to perceive the surrounding envi-
ronment based on the information obtained from the sensors and their integration
into a model of the environment. In traditional vessels, the heart of Situation
Awareness and Sensor fusion is the human being, who integrates and interprets
the information from the different sensors, while the rest of the technologies play
only a supporting role.

The Guidance system receives as input the information collected and elaborated
from the navigation system and aims to answer the question: “When and where
will the vessel arrive, and with what trajectory?”. The hierarchical structure of
the guidance can be split into three subsystems. The first is a high-level path plan-
ner that defines a route based on geometrical parameters, the weather, maps or
user-defined mission. The process output is a path defined, e.g. through waypoints
or by employing a single point whether the requirement is following an object or
station keeping. Once the path is defined in the first instance, it must be integrated
with a collision-avoidance system composing the reactive path planning. Indeed, in
collision risk, this system reprocesses the path to safely (w.r.t. international regu-
lations [59]) accomplish the mission. At this stage, the Guidance system demands
different motion control scenarios. Several scenarios can be defined to satisfy this
aim, like path following, target tracking, and follow the leader.

The Control system determines the necessary input signal to satisfy the guid-
ance aim. It collects the information about the desired setpoints from the guidance,
the state information from the navigation system, and generates the inputs for each
actuator. The desired output is the desired motion computed by the guidance; then
the Control system generates the inputs to the actuators so that the ship motion
is the desired one. Its most complete phase can be seen in three stages: a first
phase with a high-level control algorithm that satisfies a generic control objective
and provides a vector of virtual forces and moments; a second phase with control
allocation algorithms that coordinate the different actuators to globally produce
the virtual vector of forces and moments desired by each; finally, a third phase
with low-level motion control algorithms, used to ensure that the actuator satisfies
its single request given by the control allocation algorithm. The first two phases
can be merged together, while the actuator producer sometimes develops the third
phase.

The vessel needs to be taken into account together with the onboard sensors to
close the loop of the GNC architecture. It can be physical or simulated according
to the applications.

This thesis leads with the topics related to guidance and control systems. Hence,
additional details are given about them.

Guidance becomes crucial for autonomous ships and a review of the ASVs
focusing on the Guidance system is reported in [124]. The hierarchical structure

Guidance and motion control logic for Marine Autonomous Surface Ships



33 1.3. GUIDANCE, NAVIGATION & CONTROL

Figure 1.2: Introduction - GNC architecture.

of the guidance can be split into subsystems: the global path planner, the reactive
planner, and the motion control scenario, as shown in Figure 1.3.

The global path planned computes a global and safe path from the initial state
to the goal state, considering the fixed obstacles and the surrounding environ-
ment. The route is identified by defining a mission schedule, such as minimising
fuel consumption, distance travelled, power output, time, and considering the con-
straints given by the static obstacles and the environment. Another possibility is
the so-called weather routing, where the path is optimized according to the weather
forecasts [137]. The method can be solved with optimisation methods and heuristic
algorithms. Some examples are Genetic Algorithm [141], algorithms like the A∗

and its variations [115], Rapidly-exploring random tree (RRT) [136], Ant Colony
Optimization (ACO) [139], and Particle swarm optimisation (PSO) [51]. Some-
times, the optimisation and the heuristic approach can be combined, leading to
hybrid scenarios. The output is a path defined through a list of waypoints. Review
papers dealing with global path planning algorithms can be found in [111] and
in [71].

Once the global path is defined, a reactive path planner is introduced with
the role of collision avoidance. In this case, the risk of collision risk needs to be
evaluated, and if the risk is present, a collision avoidance algorithm modifies the
defined path to avoid the collision. It will find a collision-free path that can comply
with COLREG rules [59]. The approach can adopt optimisation methods, heuristic
algorithms, potential fields, and machine learning techniques to solve the collision
problem, but in all cases, the output is the collision-free path defined through way-
points. In literature it is possible to find reviews of these methods, some example
are: the literature review in [55] that offers a comprehensive overview of collision
avoidance techniques based on the three basic processes of determining evasive
solutions, namely, motion prediction, conflict detection, and conflict resolution;
the literature review in [120] that reports a time-line of the study about collision
avoidance up to 2009; the literature review in [24] that has a focus on the relevant
weakness in obstacle detection and avoidance system found in literature up to 2012;
the literature review done in [93] where there is a focus on the collision regulations;
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the literature review in [8] with a focus on the importance of the collaboration
between the involved vessel in collision; and the literature review in [54] that has
a focus on the COLREGs compliant algorithms up to 2022.

Having the path defined, the guidance demands different motion control scenar-
ios. One of the typical motion control scenarios is the path following, which regards
following a user-defined time-invariant straight [46] or curved [68] path (waypoint
navigation). A general review can be found in [133] and a review focusing on the
Line-Of-Sight law and its variations for the path following can be found in [50].
Other scenarios add the time domain, as shown in [10], or the manoeuvrability
constraints at the path following one. A different case is the dynamic position-
ing 3-DOF control scenario, where a vessel is required to maintain its position and
heading via the exclusive use of its thrusters; in this case, reference models are used
to compute a time trajectory that points to the final desired positions, [45]. Track
keeping is a variation of this and required to follow a path at low speed, [10]. The
follow-the-leader scenario regards following the leader path with the same speed at
each point; some applications can be found in [97] and [16]. The extension of the
follow-the-leader is the formation control, and some implementations are shown
in [49] and [140]. Another is the target tracking scenario that regards following
a target of which only the instantaneous position and velocity are known; hence,
the motion evolution is unknown [21], [48]. Several common guidance laws can
be adapted and used in these motion control scenarios, like the Line-Of-Sight, the
Pure Pursuit, and the Constant Bearing laws. The outputs of the motion control
scenarios subsystem are the control inputs, like a speed and a heading setpoint
for the 2-DOF controller or a set of desired speeds and positions for the 3-DOF
controller.

The control system takes as input the guidance setpoints and aims to set them,
computing the proper input signal and the actuator setpoints. There are several
types of approaches for the controller design that can be divided into Model-based
control approaches (they are widely exploited over the years, exhibiting their ability
to provide effective and reliable control laws in a large variety of control tasks
[9]) and Data-driven control approaches (that are model-free control solutions in
which the synthesis of controllers is entirely based on input-output data collections
[17]). Both approaches can lead to different types of controllers like linear or non-
linear control [44], model predictive control [80], fuzzy logic [127], and backstepping
control [143]. A review of the control strategies adopted on autonomous vehicles
can be found in [71] and [130]. Additionally, it is possible to divide the control
system according to the degree of freedom the system wants to control (1-DOF,
2-DOF, and 3-DOF controllers for surface vessels). According to this, in this thesis,
the controller layout is divided into 2-DOF and a 3-DOF. The 2-DOF controller
layout is a smart pilot composed of an autopilot and a speed pilot for controlling the
heading and the speed in the high-speed regime of the vessel with low drift angle
is designed and modelled as two separate Proportional-Integral-Derivative (PID)
controllers. It is synthesised to ensure the closed loop stability and performance
thanks to Linear Matrix Inequality (LMI) techniques [19]. Some examples can be
found in [104], [84], [81], [26], and [97]. The 3-DOF controllers are also known
as dynamic position controllers and aim to control the pose and the speed of the
vessels at high drift angle, computing the proper forces and moment array and
allocating them to the actuators. A comprehensive review of dynamic position
systems is shown in [116], in [65], in [52], and in [83]. In both cases, the outputs of
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the control system are the actuator setpoints.

Figure 1.3: Introduction - Guidance architecture.

1.4 State of art

Studies concerning the world of autonomous navigation can be found in the litera-
ture, and they can be applied to both real and simulated models. Often, simulation
is the intermediate step to experimental testing on the real model.

From the first developments of an ASV at the academic level in the last decades
of the XX century, many institutes have started researching the field of autonomy
onboard larger vessels, up to the more recent proposal of the industry to automate
cargo and bulk carrier ships.

Several models are developed during the years, and review papers can be found
in the literature. Some examples are the literature review in [95], where the au-
thors systematically review 15 years of autonomous and unmanned surface vessels
to determine the factors limiting technological diffusion into everyday maritime
operations. In [13], the authors review the developments, types and applications
of autonomous surface vessels up to 2022. In [70], the main projects are reported
and analysed, focusing on human-machine cooperation. In [71], a summary of the
autonomous surface model is reported and grouped according to nationality and
purpose. In [106], an extensive overview of existing prototypes is shown with their
categorisation according to the classification presented in [105]. In [41], a categori-
sation according to the adopted guidance system is reported. The reviews show
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that models with different hulls, actuators, purposes, and sensors are present in
industry and academia. An example is the MIT vessel ARTEMIS [126]. Its goal is
to collect bathysphere data along a river. Another one is the SCOUT autonomous
surface craft with a kayak hull shape [27] or the SWAMP catamaran developed
by CNR [91] suitable for shallow waters. In recent years, the development has
focused on the urban ferry and examples such as the milliAmpere one developed
by NTNU [23] and the RoBoat [131] can be found together with their first trails.

From the industrial point of view, the three-year research project MUNIN (Mar-
itime Unmanned Navigation through Intelligence in Networks) founded in 2012 by
the European Commission [101] investigated the feasibility of autonomous ships
within the following three years by developing technical solutions and suggestions
for legal and contractual changes for the challenges that unmanned vessels repre-
sent. The developed concepts are validated in an integrated simulation prototype
of an autonomous vessel. An explicit aim is to generate a solution that allows
updating the current fleet and a gradual change from manned to unmanned fleets.
It predicted savings of over $7m over 25 years per autonomous vessel in fuel con-
sumption, crew supplies, and salaries. On the other hand, there will be significant
capital expenditures when initially investing in technology, especially in the early
stages of its development, not only for the ship itself but also for the setting up of
onshore operations to monitor fleet movements. There may also be incompatibili-
ties between the current marine infrastructure and an unmanned vessel. Further,
the lack of crew will make maintenance of moving parts challenging on long voyages,
and breakdowns could result in significant delays.

Rolls-Royce conducted the research project Advanced Autonomous Waterborne
Applications Initiative (AAWA) between 2015 and 2017 and the aim was to study
the specification and preliminary designs for the next generation of ships [102].
The finding of the projects leads to the “the world’s first fully autonomous ferry”
Falco [103].

Another important autonomous shipping project funded by the European Com-
mission in 2019 is AUTOSHIP – Autonomous Shipping Initiative for European
Waters [2]. It aims to speed up the transition towards the next generation of au-
tonomous ships in the EU using increased coastal short-sea and inland waterways
shipping to reduce road freight transport. The project has a consortium com-
posed of several partners, including Bureau Veritas and Kongsberg (that acquired
Rolls-Royce Commercial Marine in 2019) and build and operate two different au-
tonomous vessels, demonstrating their operative capabilities in Short Sea Shipping
and Inland Water Ways scenarios, with a focus on goods mobility. Other crucial
European projects focusing on the harbour environment are the MOSES [4] and
the Aegis [1].

In 2017, YARA and Kongsberg partnered to build the world first fully electric
and autonomous container vessel, the YARA Birkeland [75]. The aim is to obtain a
ship that can be manned from a remote position and is fully autonomous, equipped
with electrical propulsion, battery and control systems for coastal navigation along
the Norwegian coast. On November 18, 2021, Yara Birkeland took its first manned
trip to Oslo before it was put into operation. Nowadays, it has started a two-year
trial to become autonomous and certified as an autonomous, fully electric container
vessel.

Several flagship projects in many countries already point in this direction; an
example is the classification society DNV-GL that developed the 60 metres long
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fully battery-powered autonomous vessel ReVolt [33]. The related topics are un-
manned, zero-emission, and short-sea vessel navigation. To test the autonomous
capabilities of ReVolt, a 1:20 scaled model is built thanks to a collaboration with
the Norwegian University of Science and Technology (NTNU).

The Oceanalpha announcement in 2019 in Zhuhai (China) represents another
critical event [90]. It is an unmanned surface vessel company managed by the Yun-
zhou Intelligent Technology Company in partnership with the Wuhan University
of Technology, the China Classification Society (CCS), and the Zhuhai city gov-
ernment. Another significant and ambitious project based in the East is supported
by The Nippon Foundation MEGURI, which aims to promote the development of
entirely autonomous ships. On 2022 January 17, the world’s first fully autonomous
ship navigation system on the 222-meter SOLEIL car ferry was conducted on the
Iyonada Sea from Shinmoji, Kitakyushu City. The ferry can have autonomous
port berthing and unberthing and high-speed navigation of up to 26 knots. In
addition, the advanced fully autonomous operation system includes sensors to de-
tect other ships using infrared cameras, a remote engine monitoring system, and a
sophisticated cyber security system [47].

In the end, the world first autonomous urban passenger ferry was launched in
Stockholm in June 2023 [138]. It is the commercialisation of the idea born in 2017
regarding urban passenger ferries as integral parts of the city public transport net-
work and which began with the development of the milliAmpere1 and milliAmpere2
models in the city of Trondheim by NTNU [23].

This extraordinary interest led to the creation of testing areas designated as
official test beds for autonomous trials. Since Norway great interest, the first
area was established in Trondheimsfjorden in 2016. However, other areas like the
Marine Autonomy Research Site (MARS) was established in Great Lakes region
in the USA [63]. In the East, the Wanshan Unmanned Test Site is established.
The test site is located in the Wanshan Islands and covers an area of 771 square
kilometres.

1.5 Contributions

The main purpose is to design control scenarios for the entire speed range of vessels.
The analysis is carried out with a focus on the guidance and control systems with
a distinction between control scenarios in 2 and 3 degrees of freedom. The general
scenarios are applied to different case study spacings from model scale to full-scale
vessels. All the scenarios and the proposed methodologies are evaluated using
appropriate key performance indicators. The contribution can be summarised as
follows:

� Line-Of-Sight, Pure Pursuit, and Constant Bearing guidance laws for Target
Tracking motion control scenario are slightly modified with respect to the
literature to make them suitable for a parametric analysis.

� Dynamic positioning controller using time domain modelling is developed for
a PSV and tested with the real hardware.

� Synthesis of a smart pilot for a surface vessel is defined to ensure stability and
performance regarding decay rate and limited overshoot of the closed loop.
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� Optimised force allocation logic accounts for non-linear hydrodynamic effects
on the thrust generation is developed.

� Operability and emission factor statistic indices for evaluating the station-
keeping performance and the environmental footprint of a proposed propul-
sion plant during the early stage design are proposed for proper decisions in
ship deployment.

� Comparison study of different combinations of the subsystems defining the
controller pipeline for the entire speed range of the milliAmpere test case is
done through integral metrics.
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Vessel mathematical model

The test cases adopted for this work are surface vessels with different dimensions
and propulsion systems. The guidance and control methods developed are tested
and developed by means of modelling and simulation techniques in accordance with
[77]. Through numerical simulation, it is indeed possible to model the physical ship
model and study its dynamic behaviour also under the influence of the developed
strategies without needing the physical model.

Considering the starboard-portside symmetries, the vessels are modelled through
a detailed non-linear tree degree of freedom (DOF) simulator in the horizontal
plane. The general simulator is shown in Figure 2.1. The general motion equation
system is in Section 2.2 and has the aim of computing the positions, speed and
acceleration starting from the forces acting on the vessel; the last one derives from
the hull, see Section 2.3, from the propulsion plant and its actuators, see sections
2.4 and 2.5, and from the environmental disturbances, see Section 2.6. The inputs
of all the vessel models are the actuator setpoints and depend on the actuator and
the components of the propulsion plant system; examples are the voltage VA, the
engine revolutions nE , the azimuth angle α, and the rudder angle δ.

2.1 Adopted reference frame

First, to support the definition of the vessel model, the reference frames adopted
inside this work are defined according to Figure 2.2.

The n-frame {Ω, ni} is an Earth-fixed frame and it is inertial; it is the NED
frame according to [45]. The origin Ω is located on the mean water-free surface at
an appropriate location. The positive unit vector n1 points towards the North, n2
points towards the East, and n3 points downwards.

The b-frame {ΩI , bi} is fixed to the vessel hull; it is the BODY frame according
to [45].The origin, ΩI = xIn1 + yIn2, is located in (LPP2 , 0, zWL), where LPP is
the vessel length between perpendiculars and zWL is the quota of the waterline
above the keel line; it corresponds to the vessel objective of the study, it will be
the interceptor, i.e. the chasing ship, instantaneous position in the target tracking
guidance. The positive unit vector b1 points towards the bow, b2 points towards
starboard, and b3 points downwards.

The e-frame {ΩR, ei} is fixed with the vector between the reference ΩR and
the target ΩT points. The origin ΩR = xRn1 + yRn2 corresponds to a stationary

39
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Figure 2.1: Vessel mathematical model - Layout.

Figure 2.2: Vessel mathematical model - Reference frames.

reference point that supports the desired path definition in the target tracking
guidance, its choice will be shown in Section 3.1.1. The positive unit vector e1
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points towards the vector (ΩT −ΩR), e2 points towards starboard, and e3 points
downwards.

The h-frame {ΩI , hi} is fixed with the vector between the interceptorΩI and the
target ΩT points. The positive unit vector h1 points towards the vector (ΩT −ΩI),
h2 points towards starboard, and h3 points downwards. The origin ΩI is already
defined above.

The f-frame {ΩT , f i} is fixed with the target velocity V T . The positive unit
vector f

1
points towards the target velocity vector, f

2
points towards starboard,

and f
3
points downwards. The origin, ΩT = xTn1 + yTn2, corresponds to the

instantaneous position of the target, i.e. the chased vessel in the target tracking
guidance, it is located in the position (LPP2 , 0, zWL) of the chased vessel.

The a-frame {ΩI , ai} is fixed with the interceptor velocity V . The positive
unit vector a1 points towards the interceptor velocity vector, a2 points towards
starboard, and a3 points downwards. The origin, ΩI , is already defined above.

The c-frame {ΩAZi , ci} is fixed with the i− azimuthal thruster. The origin,
ΩAZi = xAZin1+yAZin2, corresponds to the position of the i− azimuthal thruster
and it is located in (xAZi , yAZi , zWL). The positive vector c1 points towards az-
imuth thrust, c2 points towards starboard, and c3 points downwards.

The d-frame {ΩWP1
, di} is fixed with the path defined by the two waypoints

taken into consideration at each time step by the track-keeping guidance. The
origin is in ΩWP1

= xWP1
n1 + yWP1

n2 and corresponds to the position of the first
waypoint taken into consideration at each time step in the track keeping guidance.
The second waypoint taken into consideration at each time step in the track keeping
guidance is ΩWP2

= xWP2
n1 + yWP2

n2. The positive vector d1 points towards the
vector (ΩWP2

−ΩWP1
), d2 points towards starboard, and d3 points downwards.

The s-frame {ΩPi , si} is fixed with the i− propeller plus rudder actuator. The
origin, ΩPi = xPis1 + yPis2, corresponds to the position of the i− propeller and it
is located in (xPi , yPi , zWL). The positive vector s1 points towards propeller plus
rudder thrust, c2 points towards starboard, and c3 points downwards.

The introduced reference systems lie in the same plane and the unit vectors are
related by the Euler angles and the rotation matrices in (2.1).

n = Rn
e (αk) e,

n = R
n
b (ψ) b,

n = R
n
h(θ)h,

n = R
n
f (χT ) f,

n = Rn
a(χI) a

n = R
n
d (ξ) d

b = Rb
c(α) c

b = Rb
s(δ) s

(2.1)

where αk is the angle between n1 and e1; ψ is the angle between n1 and b1, it is
the heading angle; θ is the angle between n1 and h1; χT is the angle between n1

and f
1
, it is the target course angle; the interceptor course angle is identified as χI ,

the angle between n1 and a1; ξ is the angle between n1 and d1; α is the azimuth
angle; and δ is the rudder angle.
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2.2 Kinetics

The motion equation in (2.2) expresses the vessel dynamic, deriving from Newton
law. The motion model adopted for synthesising the controller is a 3-DOF model
expressing the dynamics of a rigid body. The model takes into account the inertia
MRB and Coriolis matrixCRB of the rigid body defined in (2.3) and (2.4) according
to the well-known formulation in [45]. The general model is then simplified to
consider the ship starboard-port side symmetry, i.e. when the centre of gravity is
on the middle line.

τRB = MRBν̇ +CRBν (2.2)

MRB =

 m 0 −yGm
0 m mxG

−myG mxG IZ

 (2.3)

CRB =

 0 0 −m(v + rxG)
0 0 −m(u− ryG)

mxGr myGr 0

 (2.4)

where τRB is the array expressing the longitudinal and lateral forces and the mo-
ment acting on the vessel, ν is the ship speed array in b frame, ν̇ = [u̇, v̇, ṙ] is the
ship acceleration array in the b frame, m is the mass of the ship, IZ is the ship
inertia, and the point G = [xG, yG] is the centre of gravity.

The forces acting on the vessel τRB can be expressed as the sum of the forces
acting on the hull τH , the ones delivered by the propulsion plant τP , and the ones
due to the surrounding environment τENV as shown in (2.5).

τRB = τH + τP + τENV (2.5)

2.3 Hull Forces

The hull forces and moment are computed with two different approaches: the
Oltmann & Sharma model and the MMG-like model.

2.3.1 Oltmann & Sharma model

The Oltmann & Sharma model proposed in [92] lets to compute the hydrodynamics
forces acting on the vessels as functions of motion variables and hydrodynamics
coefficients. This approach for evaluating the hull forces is comparable to the use
of Computational Fluid Dynamics (CFD) techniques for control design purposes as
shown in [79]. In [92], the total hydrodynamic forces are composed of three main
contributions: the Ideal Fluid Force τ I , which is assessed by using the potential
theory, i.e. neglecting the effects of viscosity; the Lift Force τHL, which is assessed
by comparing the hull with a low aspect ratio wing; and the Cross Flow Drag τHC ,
it represents the resistance due to the viscous forces generated by a moving body
in a real fluid. Besides, hull resistance RT is considered a separate term. In (2.6),
the formulation of the hull forces according to the selected model is reported.
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τH =


XI +XHL −RT

YI + YHL + YHC

NI +NHL +NHC

(2.6)

The Ideal Fluid Forces are modelled as in (2.7).

τ I =


Xvrvr +Xrrr

2 +Xvvv
2 +Xu̇u̇

Xu̇ur + Yv̇ v̇ + Yṙ ṙ

Nv̇ur + (Yv̇ −Xu̇)uv +Nv̇ v̇ +Nṙ ṙ

(2.7)

where Xvr, Xrr, Xvv, Xu̇, Yv̇, and Nv̇ are parameters depends on the ship shape
and identified by suitable experiment or numerical techniques.

The Hull Lifting forces and moment are modelled as in (2.8).

τHL =



ρ
2LPPT

u(c′kr
LPP

2 sign(u)−cv)√
u2+(kr

LPP
2 sign(u)−v)2

[(krLPP2 sign(u)− v)− u2(d′kr
LPP

2 sign(u)−dv)
u2+(kr

LPP
2 sign(u)−v)2

]

ρ
2LPPT

u2(c′kr
LPP

2 sign(u)−cv)√
u2+(kr

LPP
2 sign(u)−v)2

[1 +
(d′kr

LPP
2 sign(u)−dv)(krLPP2 sign(u)−v)
u2+(kr

LPP
2 sign(u)−v)2

]

−ρ
2L

2
PPT

u|u|(e′krLPP2 sign(u)−ev)√
u2+(kr

LPP
2 sign(u)−v)2

[1 +
(d′kr

LPP
2 sign(u)−dv)(krLPP2 sign(u)−v)
u2+(kr

LPP
2 sign(u)−v)2

]

(2.8)
where c′, k, c, d, d′, e, and e′ are parameters related to the ship. They depend on
the vessel and are defined in [92] for a tanker and a container ship or in [64] for a
tug.

The Cross-Flow drag forces and moment are defined in (2.9).

τHC =


0

−ρ
2

∫
T (x)CCFD(x)(v + rx)|v + rx|dx

−ρ
2

∫
T (x)CCFD(x)(v + rx)|v + rx|xdx

(2.9)

where T (x) is the local draft, x is the coordinate of the local section, CCFD(x) is
the local coefficient of cross-flow drag.

To complete the hull forces definition, the hull resistance coefficient is a curve
tailored to the test case and function of the surge speed.

2.3.2 MMG-like model

Instead, the MMG-like model is the one defined by the Maneuvering Modeling
Group [135] and used in [45] and [34]. The model can be considered a non-linear
mass–damper–spring system with constant coefficients. It leads to writing the hull
forces and moment array as in (2.10).

τH = MAν̇ +CA(νR)νR +D(νR)νR (2.10)

where M is the total inertia matrix given by the sum of the inertia and added
mass matrix, CRB is the Coriolis matrix, CA is the hydrodynamics Coriolis and
centripetal matrix, D is the damping matrix, and νR = [uR, vR, r]

T is the relative
speed between the ship and the current.
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The inertia matrix M is defined as M = MRB + MA; it is the sum of the
rigid body mass matrix MRB (2.11) and the added mass matrix MA (2.12). The
Coriolis matrices instead are the rigid body Coriolis matrix CRB (2.13) and the
hydrodynamics Coriolis and centripetal matrix CA (2.14). In the end, the damping
matrix D is defined as D = DL +DNL, therefore, as the sum of the linear viscous
damping DL (2.15) and of the nonlinear damping DNL(νR) (2.16).

MRB =

 m 0 −myG
0 m mxG

−myG mxG IZ

 (2.11)

MA =

−Xu̇ −Xv̇ −Xṙ

−Yu̇ −Yv̇ −Yṙ
−Nu̇ −Nv̇ −Nṙ

 (2.12)

CRB(ν) =

 0 0 −m(v + rxG)
0 0 m(u− ryG)

m(v + rxG) −m(u− ryG) 0

 (2.13)

CA(νR) =


0 0 Yu̇uR + Yv̇vR + Yṙr
0 0 −Xu̇uR −Xv̇vR −Xṙr
−Yu̇uR

−Yv̇vR − Yṙr

Xu̇uR+

Xv̇vR −Xṙr
0

 (2.14)

DL =

−Xu −Xv −Xr

−Yu −Yv −Yr
−Nu −Nv −Nr

 (2.15)

DNL(νR) =



−X|u|u|uR|
−XuuuuR

0 0

0

−Y|v|v|vR|
−Yv|r||r|
−YvvvvR

−Y|v|r|vR|
−Y|r|r|r|

0
−N|v|v|vR|
−Nv|r||r|

−N|v|r|vR|
−N|r|r|r|
−Nrrrr


(2.16)

where the elements of matrix M are the added mass coefficients and the adopted
symbols in all matrices are according to the SNAME [114] notation.

The following simplification can be done on the matrices in the case of the
symmetries:

� Fore-aft symmetry: yG = 0, Yṙ = Nv̇

� Port-starboard symmetry: xG = 0, Xv̇ = Yu̇ = 0, Xṙ = Nu̇ = 0, Xv = Xr =
Yu = Nu = 0

2.4 Propulsion plant

The propulsion plant of the simulated models can be assumed to be composed of an
electric motor, gearbox, shaft-line, and manoeuvring device or actuator, see Figure
2.3. The model can be represented with the physical model presented hereinafter.
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Figure 2.3: Vessel mathematical model - Propulsion Plant layout.

The behaviour of the DC engine is described using the differential equation in
(2.17).

di

dt
= −R

L
i− 1

L
Keω +

1

L
VA (2.17)

where R is the resistance, L is the inductance, i is the current, Ke is a constant
of the electric engine, ω is the shaft angular speed in ( rads ), and VA is the applied
voltage.

The delivered engine torque QB , hence the output of the DC motor model, can
be evaluated as in (2.18).

QB = Kmi (2.18)

where Km is the mechanical constant related to the construction characteristics
of the electric motor and can be approximated equal to the electric constant; for
more details, see [129].

The shaft line dynamic can be expressed with the shaft line equation of (2.19).

IT ṅ = QB −Qfric −
QD
iGB

(2.19)

where n is the motor angular speed in (RPS); iGB is the gearbox ratio; Qfric and
QD are the friction and delivered torque, respectively; and IT is the total moment
of inertia.

The friction torque is described as in (2.20), while the delivered torque is de-
scribed as in (2.21).

Qfric = QB(1− ηTRP ) (2.20)

QD =
QO
ηR

(2.21)

where ηTRP is the transmission efficiency and it is a function of the motor speed,
for more details see [78], and ηR is the relative rotative efficiency.

The dynamics of the shaft line can also be expressed with the non-physical
model of (2.22).

ω̇ = Kω(ωd − ω) (2.22)

where Kω is a constant representing the total inertia (the inertia of the shaft,
electric motor and propeller and its added mass) and the shaft line dynamics, and
ωd is the desired motor speed.

The adopted maneuvring device will be explained in the following section.
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2.5 Manoeuvring device

Several manoeuvring devices are considered in the different test cases, for more
details see Section 7. Based on the different propulsion plant schemes, the resulting
forces and moment array τP is the sum of the contribution of each actuator. Not
all the manoeuvring devices adopted in the different test cases are modelled at the
dynamic level, but some are adopted only the static approaches; hence, only the
manoeuvring devices involved in the dynamics approach are modelled in time.

2.5.1 Azimuth propeller

The first device taken into consideration is the azimuth thruster. The array of
forces and moment given by each thruster τAZi is modelled as a function of both
the azimuth angle α and actuated thrust TAZ according to (2.23).

τAZi =


TAZ cosα

TAZ sinα

xAZTAZ sinα− yAZTAZ cosα

(2.23)

The azimuth angle α can be modelled as in (2.24), i.e. putting a limitation on
the maximum speed of the rotation of the azimuthal thruster α̇max, or with the
sigmoid function in (2.25) adopted in [96].

α̇ ≤ α̇max (2.24)

α̇ = Kα
αd − α√

(αd − α)2 + ϵ2
(2.25)

where α̇ is the azimuth angle speed, αd is the desired azimuth angle, Kα is a
constant representing the rotational speed, and ϵ is a tuning parameter to adjust
the azimuth behaviour.

The thrust TAZ is modelled with the open water diagram [25] as a function
of the propeller revolution regime nP found according to section 2.4. Another
opportunity is considering an experimental combinator curve between TAZ and
nP .

The propeller is described with a four quadrants model to takes into account
all combination of the direction of the propeller and the inflow that can occur. The
model provides the adimensional thrust and torque coefficients CT (2.26) and CQ
(2.27) as function of the hydrodynamic pitch angle βP (2.28). It defines the angle
of the incoming velocity Vr (2.29). The coefficients behaviour of the Kaplan 19A
ducted propeller [66] is shown in Figure 2.4.

CT =
T

1/8πD2V 2
r ρ

(2.26)

CQ =
Q

1/8πD3V 2
r ρ

(2.27)

βP =
Va

0.7πnPD
(2.28)

Vr =
√
V 2
a + (0.7πnPD)2) (2.29)

where D is the propeller diameter.
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Figure 2.4: Vessel mathematical model - Propeller 4 quadrants coefficients.

2.5.2 Transversal Thruster

The transversal thrusters are used to improve manoeuvrability at low speeds.
Thrusters can be installed at the stern and the bow. Only the bow thrusters
are considered in the dynamic model in this thesis.

The bow thruster can be approximated as a ducted propeller with the addition
of correction coefficients. Through this approximation, it is possible to evaluate the
thrust delivered and the torque required through the Wageningen Ka series [66].
However, the adoption of transversal thrusters leads to the following hydrodynam-
ics effects according to [14] that affect their performance: increasing of the ship
resistance; the adjacent flow on each of the hull sides of the ship; different fields of
pressure around the entrance and exit of the tunnel. All these effects decrease the
thruster performance. An effectiveness coefficient is defined in [100] depending on
the vessel speed, this coefficient takes into account the thrust loss due to the surge
movement, the effective speed (v + rx) acting on the thruster, and the thrust loss
due to the nozzle. Thanks to this, correcting the KT coefficients deriving from the
Wageningen diagram and finding the thrust TBT is possible. The resulting forces
and moment array τBT can be defined as in (2.30).

τBT =


0

TBT

xBTTBT

(2.30)

where xBT is the position of the bow thruster in the b frame.

The propeller is described with the adimensional thrust and torque coefficients
KT (2.31) and KQ (2.32) that are function of the advance coefficent J (2.33). The
coefficients behaviour is shown in Figure 2.5.

KT =
T

πn2PD
2

(2.31)
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Figure 2.5: Vessel mathematical model - Propeller coefficients.

KQ =
Q

πn2PD
3

(2.32)

J =
v + rx

nPD
(2.33)

2.6 Environmental forces

The environmental disturbances affect the performance of the surface vessel; hence
wind, wave, and current disturbances are modelled and considered. Each distur-
bance leads to forces and moment array that can be summed since overlapping the
effects can be considered a good approximation for marine application, leading to
the array τENV . Parametric functions are formulated to compute the environmen-
tal disturbance acting on a vessel like the DNV formulation [32], the Blenderman
model for wind forces and moment [18], the OCIMF model for wind and current
effects, cross-flow drag components for estimating the current [92] and [42], etc.

2.6.1 Wind

Wind is an environmental disturbances affecting the vessels. It is due to large-
scale pressure variations affecting the Earth surface in its atmospheric boundary
layer; in this area, the wind is affected by the friction force due to the roughness of
the surface, resulting in a reduction in speed and a tapered speed profile, see [29]
and [42] for more details. The wind disturbance, in this thesis, is defined through
the wind speed VWIND and the angle of attack γWIND as shown in Figure 2.6.

Different methods can be used to estimate the forces and moment vector due
to the wind loads, like the parametric formulation of [32] or the model adopted
by Blendermann [18]. Both models are adopted in this thesis and generally, these
formulations lead to computing the loads as done in (2.34), as a function of the
lateral and longitudinal projected areas (AF and AL), of the wind speed VWIND, of
the angle of attack γWIND, and of the form coefficients CXAF , CY , and CN . These
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Figure 2.6: Vessel mathematical model - Environmental - Wind.

coefficients can be derived from regression based on wind tunnel tests like the one
in [18] or [32], wind tunnel tests, or numerical methods. The average wind speed
is considered in these formulations together with gust effects in the longitudinal
components formuled with the simplified model in [35] of Davenport Spectrum of
Horizontal Gustiness [29].

τWIND =
1

2
ρairV

2
rw

 CXAF (γWIND)AF
CY (γWIND)AL

CN (γWIND)ALLOA

 (2.34)

where LOA is the overall length and ρair is the air density.

2.6.2 Current

Several effects influence the current disturbancer like gravity, wind friction, changes
in salinity, variations in water density, the coast and landscape shape. This thesis
considers a constant current with irrational motion and negligible acceleration. The
current disturbance is defined as a function of the incoming direction γCURR and
its intensity in terms of speed VCURR according to [32] and to the sketch of Figure
2.7.

Figure 2.7: Vessel mathematical model - Environmental - Current.
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The relative speed and coming direction are computed and used to estimate the
additional loads on the ship. The current loads are also computed in this case with
two methods: the first one is the adoption of the parametric model defined by [32]
for application at zero speed, this method leads to a formulation like the one in
(2.35); while the second one is the introduction of the relative speed components
νR in the hull forces computation; hence the Oltmann model of Section 2.3.1 is
computed on the relative speed νR components as the MMG-like model introduces
the relative speed νR as stated in Section 2.3.2.

τCURR =
1

2
ρV 2

CURR


BT (−0.07cos(γCURR))
ALsub0.6sin(γCURR)

ALsub0.6sin(γCURR)(xLsub +max(min(0.4(1−
2γCURR

π
), 0.25),−0.2)LPP )

 (2.35)

where ALsub is the submerged lateral area and xLsub is its center.

2.6.3 Wave

The wave loads are considered only in some of the test cases adopted in this thesis,
while in others, they are neglected given their main dimensions, and the use is
reduced to protected seas where the wave effect is neglectable. The wave distur-
bance is defined according to the peak wave period TP , the zero-crossing period
Tz, the main height HS , and the coming direction βWAVE , as shown in Figure
2.8. The relationship in (2.36) are adopted to correlate the different periods. The
parametric model of [32] is adopted leading to the formulation in (2.37).

Figure 2.8: Vessel mathematical model - Environmental - Wave.

TP = 1.4049TZ (2.36)

τWAVE =
1

2
ρgH2

S


Bh(γWAVE , CWLaft , bowangle)f(Tz)

LOS(0.09sin(γWAVE)f(Tz)
LOS(0.09sin(γWAVE)f(Tz)(xLOS + (0.05

−0.14γWAVE/π) ∗ LOS)

 (2.37)
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where h and f are two function depending on the listed variable, for more details
see [32]; CWLaft is the water plane area coefficient of the water plane area behind
midship; bowangle is the angle between b1 and a line drawn from the foremost point
in the water line to the point at B/4 on the water line; LOS is the longitudinal
distance between the fore most and aft most point under water; and xLOS is its
half point.

2.6.4 Disturbances cross relationships

The environmental disturbances magnitude can be considered all linked since they
influence each other. In this thesis the main relationship given by the Beaufort
scale, the scatter diagram, and the Pierson relationship are taken into account.

The Beaufort scale born in the XIX century as a classification of wind forces at
sea by commander Francis Beaufort. He identified 13 states of wind force on his
vessel and ranked them 0 to 12. The scale, however, made no reference to the speed
of the wind, and various attempts, particularly during the 20th century, have been
made to correlate the two. In 1921 Simpson formulate the relationship between
the wind speed and the Beaufort number, which were accepted in 1926 by the
International Meteorological Committee. Later also the wave probable condition
are added. In Table 2.1 the Beaufort scale defined in [132] is reported. The last
two columns derive from the DNV standard [32], and the peak wave period is
defined according to worldwide scatter diagram. A graphical representation of the
Beaufort scale is in Figure 2.9.

Scatter diagram are used to define the environmental conditions of a specific
geographic area. Thanks to these diagrams, for each incoming direction, it is possi-
ble to know all the combinations of significant wave height, H1/3, and zero-crossing
period, Tz, for the selected area, together with the percentage of occurrence. Sev-
eral database contains this information, one is the BMT database [3] based on 130
years of observation. In this thesis, the BTM database is used since it left open
access to the 25 geographical area, but the approach could be applicable with other
database or areas. The data are available for incoming direction γi from 0◦ to 360◦

with step 45◦, and the percentage of occurrence of each direction pγi is available.
An example of the data is shown in figures 2.10 and 2.11. Along the horizontal
axis is reported the zero-crossing wave period, while the wave height is reported
on the vertical axis, and the colour scale represents the percentage of occurrence of
the couple H1/3- Tz. Due to visualisation reasons, the vertical axis is cut, but the
standard scatter diagram is extended for a wave height range up to values larger
than 14.5m.

In the end, Pierson lead several study trying to correlate the wind and wave
disturbances. One of the output relationship is reported in [98] and leads to define
a wind-wave correlation thanks to the relationship in (2.38).

H1/3 = 0.0214V 2
WIND (2.38)
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Beaufort n Vw(m
s
) Description HS(m) TP (s) VCURR(m

s
)

0 0 Calm 0 - 0
1 1.5 Light air 0.1 3.5 0.25
2 3.4 Light breeze 0.4 4.5 0.5
3 5.4 Gentle breeze 0.8 5.5 0.75
4 7.9 Moderate breeze 1.3 6.5 0.75
5 10.7 Fresh breeze 2.1 7.5 0.75
6 13.7 Strong breeze 3.1 8.5 0.75
7 17.1 Moderate gale 4.2 9 0.75
8 20.7 Gale 5.7 10 0.75
9 24.4 Strong gale 7.4 10.5 0.75
10 28.4 Storm 9.5 11.5 0.75
11 32.6 Violent storm 12.1 12 0.75
12 >33 Hurricane force - - -

Table 2.1: Vessel mathematical model - Environmental - Beaufort wind scale.

Figure 2.9: Vessel mathematical model - Environmental - Beaufort Wave-Wind
relationship.
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Figure 2.10: Vessel mathematical model - Environmental - pgammai .
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Figure 2.11: Vessel mathematical model - Environmental - Scatter diagram.
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Chapter 3

Guidance

The Guidance system continuously processes the reference position, vessel velocity,
and acceleration with the data collected from the Navigation system and other
information to compute the path and the desired state to satisfy it.

In this thesis, the following guidance methods are developed for controlling both
the three or two degrees of freedom scenarios:

� the target tracking motion control scenario of Section 3.1 is taken into account
for the 2-DOF scenario, the outputs are the desired speed and heading to
satisfy the tracking objective;

� the track keeping of Section 3.2 is taken into account for the 3-DOF scenario,
the outputs are the desired velocity and pose array;

� the reference models of Section 3.3 are considered in the 3-DOF scenario for
smoothly giving the desired setpoints.

3.1 Target Tracking

Target tracking is one of the most investigated motion control scenarios in the
marine field since it allows several applications, from research to navy purposes. It
regards following a target of which only the instantaneous position and velocity are
known; hence, the motion evolution is unknown [21]. The target tracking motion
control scenario is commonly adopted when information about the path is unknown
in advance, and there is no fixed trajectory to track; otherwise, whenever the aim
is tracking moving objects. The motion control scenario can be divided into two
phases: the first one regards the approach phase, where the interceptor needs to
reach the target, while the second one is the following phase, where the interceptor
has reached the target and is required to follow it. The necessary condition to fulfil
the mission goal is that the chasing vessel full speed is greater than the chased
one. Fossen et al. in [45] and [20], propose three different guidance laws to satisfy
the target tracking scenario: (i) the Line-Of-Sight (LOS) guidance, which tends to
minimise the difference between the real trajectory and the desired path; (ii) the
Pure Pursuit (PP) guidance, which points directly to the target; (iii) the Constant
Bearing (CB) guidance, which tends to converge to a path parallel to the target
one. Such laws belong to missile guidance studies. An overview of the guidance
algorithms developed for missile purposes is shown in [22] and [110].

55
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Figure 3.1: Guidance - Target Tracking - Layout.

The proposed guidance laws are slightly modified with respect to the literature
to make them suitable for parametric analysis. Indeed, the aim is to assess all the
parameters present inside the algorithms in the preliminary design phase since they
strongly affect the overall performance of the guidance system. The proper param-
eter set selection is constrained by the system stability and required performance,
widely discussed in the open literature.

The general inputs are the trajectory and the velocity vectors of both the target
and interceptor. At the same time, the outcomes necessary at the control system
are the desired speed Vd and heading ψd as shown in Figure 3.1.

3.1.1 Line Of Sight

The Line-Of-Sight (LOS) guidance minimises the difference between the real and
desired trajectory. It is classified as a three-point guidance scheme since it involves
a stationary reference point ΩR in addition to both the interceptor ΩI and the
target ΩT positions, as shown in Figure 3.2. In this guidance law, the interceptor
is forced to move along the vector between the reference point and the target,
named the LOS vector, to achieve the desired path. In the Line-Of-Sight guidance,
the interceptor can be guided to follow the target in a straight line, as in [10] and
in this application, instead of curved trajectories path, as in [68].

Since the desired path depends instantaneously on the target kinematics, it is
impossible to plan a series of static waypoints; hence, the reference point cannot be
taken as the previous waypoints as doing in a traditional Line-Of-Sight guidance
[10]. To the author’s best knowledge, in literature, the choice of the reference
point is not assessed; hence, the following approach is proposed. The candidate
reference point is selected as a previous point of the target path, and it is updated
over a user-defined time interval (δ̄t parameter). The reference point is updated
whenever the interceptor has overtaken the new candidate reference point. The
main idea is to consider the target trajectory curvature to evaluate a proper δ̄t.
In this way, the reference point update frequency increases with the interceptor
trajectory deviation from the straight path. Indeed, as the curvature crosses a
fixed threshold, climit, a smaller time interval, δ̄thc, is needed to guarantee that
the interceptor maintains its position as close to the target as possible. On the
other hand, when the curvature is smaller, the updating procedure is relaxed with
a more extended δ̄tlc. The curvature of the target trajectory is evaluated by using
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Figure 3.2: Guidance - Target Tracking - Geometrical Sketch of the LOS Guidance.

(3.1), and the δ̄t is selected according to (3.2). Hence, a new reference point on the
target trajectory must be chosen at each δ̄t to keep the target at the desired distance
from the interceptor. The projection of the distance between the target and the
interceptor on e1 is computed by (ΩI − ΩT ) · e1. The proposed reference point
ΩR+1 = (xR+1, yR+1) is defined and it is required to check whether the interceptor
has overstepped the proposed reference point. Then, the relative bearing angle
between the interceptor and the proposed reference point is evaluated (3.3). If
the relative bearing angle belongs to the interval αrelR+1,I

∈ [π2 ;
3π
2 ], the proposed

reference point will be accepted.

c =
1

ρ
=

|ẋT ÿT − ẏT ẍT |√
ẋ2T + ẏ2T

(3.1)

δ̄t =

{
δ̄thc, c > climit

δ̄tlc, 0 ≤ c ≤ climit
(3.2)

αrelR+1,I
= arctan

yR+1 − yI
xR+1 − xI

− ψ (3.3)

where η̇T = ẋTn1 + ẏTn2 is the first derivative of the target position, and η̈T =
ẍTn1 + ÿTn2 is the second derivative.

According to [10], it is possible to define the desired heading ψd ∈ [0, 2π] that
allows the vessel to regain track, as reported by equations (3.4)-(3.8). The method
is based on nullifying the lateral error, derr, between the desired path and the
trajectory within a circle of radius kLPP . Hence, the equations in (3.4)-(3.8) are
based on the idea of finding the interaction point between the circle of radius kLPP
around the interceptor and the line joining the reference point and the interceptor
one, according to the geometrical sketch in Figure 3.2.

ψd = αk − ψlos (3.4)
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αk = arctan
yT − yR
xT − xR

(3.5)

ψlos = arctan
derr
∆LOS

(3.6)

derr = (ΩI −ΩR) · e2 (3.7)

∆LOS =

{√
(kLPP )2 − derr

2, kLPP ≥ derr

(ΩT −ΩI) · e1, kLPP < derr
(3.8)

where ψlos is the angle between e1 and the radius kLPP , while ∆LOS is the pro-
jected distance of the target from the intercept point along e1.

Once the desired heading angle is defined, the desired velocity must be carried
out. Based on the similar considerations above, the desired velocity depends on
the distance dT,I from the target, i.e., a law is implemented to guarantee that the
required velocity increases as the target moves away. Moreover, it tends to the
target velocity as the interceptor converges to the desired distance. In literature,
the Line-Of-Sight law typically provides an algorithm to determine the desired angle
but does not define a velocity law. For such a reason, in this application, the speed
law is implemented with a ramp, following equation (3.9) and Figure 3.3, where the
desired speed Vd is defined through the couple (nLOSLpp, VT ). Indeed, as distance
increases, then Vd smoothly increases, through the slope p, up to the interceptor
maximum speed, VImax . Once the point and the slope are defined, for each time, it
is possible to find the distance d∗ at which the speed is set as the maximum value.
The speed law is implemented as a function of the relative bearing angle (3.10)
between them, αrelT,I , to take into account the situation where the interceptor
overtakes the target. In this condition, the algorithm requires the interceptor to
slow down and wait until the target takes back the forward quadrants (3.11). On
the other hand, the backward quadrant is identified through boundary tolerance
(e.g. π

18 ) to avoid critical behaviour when ships are alongside each other.

Vd =



VT
2 , dT,I < −d∗

VT (1 +
dT,I
2d∗ ), −d∗ ≤ dT,I ≤ 0

VT , 0 < dT,I < nLOSLPP

VT + p(dT,I − nLOSLPP ), nLOSLPP ≤ dT,I ≤ d∗

Vmax, dT,I > d∗

(3.9)

αrelT,I = arctan
yT − yI
xT − xI

− ψ (3.10)

dT,I =

{
−(ΩT −ΩI) · h1, 5π

9 ≤ αrelT,I ≤ 13π
9

(ΩT −ΩI) · h1, αrelT,I <
5π
9 ∨ αrelT,I >

13π
9

(3.11)

where VT and Vmax are the target and the maximum speeds admitted by the vessel,
respectively.

The law in (3.9) means that since the interceptor is ahead of the target and the
distance is lower than nLOSLPP , the speed setpoint coincides with the target speed.
On the other hand, when the distance is larger than nLOSLPP , speed increases with
a ramp with a slope equal to p until it reaches its maximum speed. Knowing the
instantaneous target speed allows us to assess the maximum speed value to reach
the target as fast as possible. Moreover, when the interceptor overtakes the target,
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the bearing angle is in either the second or third quadrant. Then, the distance
projection is negative and the speed decreases with a smooth slope until it reaches
half of the target one at a distance equal to −d∗.

Figure 3.3: Guidance - Target Tracking - Speed law for LOS Guidance.

In summary, the parameters of the proposed Line-Of-Sight guidance are six:
nLOS , p, k, δ̄thc, δ̄tlc, and climit.

3.1.2 Pure Pursuit

The Pure Pursuit (PP) guidance points directly to the target, as shown in Fig-
ure 3.4. Hence, this guidance law tends to reach the target as soon as possible
without focusing on forcing the movement along the covered target trajectory or
following the target with a given lateral offset. This guidance is classified as a two-
point guidance scheme; indeed, only the interceptor and the target are considered
in the engagement geometry. The control variable is the drift angle β defined as
the angle between b1 and a1 as shown in Figure 3.4, and the proposed law aims
to nullify it. In this application, the angle ψd ∈ [0, 2π] coincides with the angle θ
shown in Figure 2.2.

Figure 3.4: Guidance - Target Tracking - Geometrical Sketch of the PP Guidance.
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The Pure Pursuit guidance law is based on the main idea of suiting the speed
setpoint with respect to the distance between the objects. Indeed, the speed will
be higher as the distance between the ships increases. As it can be seen in (3.12)-
(3.14), the distance is normalised through its modulus plus a positive quantity ξ2PP
and it is proportional to a coefficient KPP . Such parameters must be computed
to guarantee algorithm convergence and allow the required speed to avoid the
interceptor overtaking the target.

Vd = KPP
dT,I√

d2T,I + ξ2PP

(3.12)

dT,I = (ΩT −ΩI) · h1 (3.13)

KPP = VImax (3.14)

where KPP is a speed gain and it is equal to the maximum allowable speed VImax ,
dT,I is the distance between the target and the interceptor, and ξPP is a parameter
that affects the chasing phase and the distance at which is possible to have a stable
following phase.

This thesis proposes an adaptive relationship that allows tailoring the parameter
to the desired distance (user-defined) from the target. By substituting in (3.12)
such desired distance dD and the measured target speed VT during the previous
time step, it is possible to evaluate ξPP as shown in (3.15).

VT = KPP
dD√

d2D + ξ2PP
=⇒ ξPP = dD

√
K2
PP

V 2
T

− 1 (3.15)

While the heading law is taken from the geometrical sketch and shown in (3.16).

ψd = arctan
yT − yI
xT − xI

(3.16)

In summary, the input parameters of the Pure Pursuit guidance law are dD and
KPP .

3.1.3 Constant Bearing

The Constant Bearing (CB) guidance law is based on parallel navigation. Indeed,
the interceptor is required to keep a path parallel to the target one and the required
distance vector is a user-defined input. Distance vector components can be chosen
with all possible combinations. Constant Bearing, like the Pure Pursuit, is a two-
point guidance scheme that only requires the target and interceptor positions and
velocities. In the CB law, the interceptor corrects the path as long as the distance
between the target and the interceptor exceeds the desired one. In this case, the
relative interceptor-target velocity is the key control variable, and it is on the
vector between the target and the interceptor, named the LOS vector. Hence, in
the following part, the interceptor perceives the target at a constant bearing and
a constant distance; this means that the LOS vector drifts without rotating at
each instant. For this reason, the Constant Bearing guidance is often referred to
as parallel navigation, as known in the missile guidance, and shown in [110]. The
guidance geometrical scheme is shown in Figure 3.5.
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Figure 3.5: Guidance - Target Tracking - Geometrical Sketch of the CB Guidance.

A possible strategy to implement the missile parallel navigation is according
to [21]. In this thesis, the heading and speed law is developed to give as input the
desired lateral edes and longitudinal sdes offsets on f2 and f1 directions respectively,
as shown in Figure 3.6. Introducing the desired distance is the main difference
concerning the missile guidance, where the objective is to catch the target by
nullifying the distance. The signs of the desired lengths are taken according to
the f basis, in other words, a positive edes means that the desired position of the
interceptor is on starboard, a negative edes means that the desired position is on
portside; a positive sdes means that the desired position is ahead of the target, and
a negative sdes means that the desired position is astern the target. Hence, it is
possible to define the speed law as the module of the velocity thanks to Equation
(3.17)-(3.19).

V d = V T + V T,I

= V T +KCB

dT,I√
d2T,I + ξ2CB

(3.17)

dT,I = (xT − xI)n1 + (yT − yI)n2 + edesf2 + sdesf1 (3.18)

KCB = VImax − V ∗
T (3.19)

where V T is the target velocity; V T,I is the velocity aligned with the LOS vector,
as described in the previous paragraph; dT,I is the vector between the interceptor
and the target; KCB is a speed gain and is set equal to the maximum speed minus
the maximum target speed in a previous time interval (V ∗

T ); and ξCB is the main
parameter that affects the chasing phase.

This law computes the velocity commands needed to track the target: in ad-
dition to the target velocity V T , which nullifies the relative velocity between the
interceptor and the target, also an approach velocity V T,I is assigned along the
LOS vector to reach the desired distances with a smooth behaviour thanks to the
ξCB parameter. From the laws in (3.17), it is possible to note that when the inter-
ceptor reaches the desired distances from the target, the approach velocity V T,I is
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Figure 3.6: Guidance - Target Tracking - Constant Bearing speed law.

zero. Hence, the desired speed is equal to the target one and the following phase
on the parallel path begins. When the target-interceptor distance is defined as in
(3.18), this guidance law heads towards the point Ω∗

T , as shown in Figure 3.6.
The heading law is taken according to (3.20)-(3.26) and is outlined in Figure 3.7.

It is obtained as the difference between the desired course angle χdes and the drift
angle of the interceptor, that is the angle between the vessel speed and the vector
b1, sketched in Figure 2.2.

ψd = χdes − β (3.20)

β = arctan
v

u
(3.21)

χdes = χT + χcorr (3.22)

χT = arctan
ẏT
ẋT

(3.23)

χcorr = arctan
ecorr
∆CB

(3.24)

ecorr = e+ edes (3.25)

e = (ΩT −ΩI) · f2 (3.26)

where χcorr is the kernel of the heading law and is defined according to Figure 3.7,
e is the geometrical distance between the interceptor and the target on f

2
, and

∆CB is a constant that guarantees the smooth behaviour of the interceptor.
This law computes the heading commands needed to track the target: when

the error ecorr is zero, the interceptor reaches the desired distance along f
2
and, as

a consequence, the angle χcorr is equal to zero. This means that the heading law
depends only on the target course angle and that the following phase on the parallel
path begins. Only the desirable distance edes on f

2
is present in the heading law

since it is the one that is necessary to correct the heading angle. Indeed, if the
interceptor is not in the desirable distance sdes but in the desirable edes, it must
modify only the speed to reach the desired position.

In summary, the parameters of the Constant Bearing guidance law are ξCB ,
∆CB , and KCB . The setpoints related to the desired distances are sdes and edes.
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Figure 3.7: Guidance - Target Tracking - Constant Bearing heading law.

3.2 Track keeping

The track keeping guidance scenario regards following a path at low speed control-
ling 3-DOF. The inputs of the scenario are the waypoints list WPlist together with
the pose feedback η, while the outputs are the time history of the trajectory ηTR
and the relative desire velocity νTR, as shown in Figure 3.8.

At each time step two waypoints are selected (ΩWP1 and ΩWP2) from the
waypoint list given as input and the d reference frame is defined leading to the
draft in Figure 3.9. As described in Section 2.1, it has the origin on ΩWP1

and
points to ΩWP2

outlining the angle ξ between the positive unit vector n1 of the
inertial frame and d1. The angle ξ is computed as in (3.27).

ξ = atan2(yWP2
− yWP1

, xWP2
− xWP1

) (3.27)

The switch at the following waypoints couple occurs when the along-track dis-
tance respect to ΩWP2 , dsw, is lower than a given distance nLPP according to
(3.28).

dsw = (ΩWP2 − η)d1 < nLPP (3.28)

Figure 3.8: Guidance - Track Keeping - Layout.
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Figure 3.9: Guidance - Track Keeping - Reference frame.

Figure 3.10: Guidance - Track Keeping - Trapezium speed law.

The speed law is defined according to the trapezium speed law in Figure 3.10.
As it is possible to see from the figure, the speed law is composed of four phases: the
first phase starts at t0 when switching to the next waypoint and has an acceleration
from the chosen minimum speed Vmin to the chosen maximum value Vmax, and
ending at t1; the second phase keeps Vmax constant up to time t2; the third phase
has a deceleration up to t3 when it reaches Vmin; and the fourth phase when it
reaches ΩWP2 with the minimum speed. The time steps are defined in (3.29).

t1 =t0 +
2d∗TK

Vmax + Vmin

t2 =t1 +
dWP − 2d∗TK − nLpp

Vmax

t3 =t2 +
2d∗TK

Vmax + Vmin

(3.29)

where dWP =
√
(yWP2

− yWP1
)2 + (xWP2

− xWP1
)2 is the distance between the

selected waypoints and d∗TK is the distance in which the acceleration phase is
designed.

The inputs of the trapezium speed law are three of the following: Vmax, Vmin,
d∗TK , and aset. The relationship in (3.30) exists between the four variables.

aset =
V 2
max − V 2

min

2d∗TK
(3.30)
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The desired speed array trajectory is:

νTR = [V 0 0]T (3.31)

The desired instantaneous position xd along f
1
is defined following the kine-

matics outlined by the speed (3.32) and then rotated in the n frame to have the
desired position trajectory η∗

D (3.33). It is the green point in Figure 3.8.

xd =


1
2aset(t− t0)

2 + Vmin(t− t0), if phase 1

Vmax(t− t1) + d∗TK , if phase 2

− 1
2aset(t− t2)

2 + Vmax(t− t2) + dWP − d∗TK − dsw, if phase 3

Vmin(t− t3) + dWP − dsw, if phase 4

(3.32)

η∗
D = R−1(ξ)[xd 0 0]T +ΩWP1

(3.33)

To avoid giving a too different desired angle after the switch between the way-
points, the desired angle ξ is given with a ramp between t0 and t1, see Figure 3.11.
In the figure, ξold is the angle defined by the previous couple of waypoints and ϕ
is the desired angle setpoint at each time step to send to the controller.

Figure 3.11: Guidance - Track Keeping - Desired heading angle.

The desired pose array trajectory is:

ηTR = [η∗
D(1 : 2) ϕ]T (3.34)

3.3 Reference models

Reference models compute a smooth time-varying reference trajectory starting from
the desired final waypoint position. Several options can be used to fulfil this aim,
but this thesis considers three options for a 3-DOF scenario structure. In all cases,
the input is the final desired waypoint positionΩWP or the list of waypointsWPlist,
while the outputs are the trajectory in terms of pose ηTR in n frame and of speed
νTR in the b frame. The layout is shown in Figure 3.12.

One solution is physically-based and uses the vessel model as the reference
model. The formulation is done in (3.35).

Mν̇TR + (D+C)νTR = −KPe
∗ +KI

∫
e∗dt+KDνTR (3.35)
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Figure 3.12: Guidance - Reference Model - Layout.

where e∗ = RT (ψ) (ηTR−ηWP ) is the error between the computed trajectory and
the selected waypoint.

The second solution uses the first-order lowpass filter in (3.36). It is the simplest
form for a reference model and, if adequately tailored, can compute a feasible
trajectory.

η̇TR =
1

τ1
(ηTR − ηd) (3.36)

where τ1 ∈ R is a constant.
The last solution adopted is a trapezoidal speed law between the two selected

waypoints according to the one described in Section 3.2. With respect to the
formulation in (3.31), Vmin is selected equal to zero, and a total time t∗ is assigned
to cover the segment between the selected waypoints.
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Chapter 4

Control: 2-DOF

The control systems can be studied within this framework: controllers account for
the three-plane motion of the ship (surge, sway, yaw), named 3-DOF, used for
scenarios at zero or low speed, however for scenario with high drift angle; and
controllers account only with speed and heading, named 2-DOF, used for scenarios
at higher speed, however with low drift angle.

In this chapter, the adopted 2-DOF controller and its synthesis are shown. The
control action is provided by a smart pilot composed of two PID controllers: an
autopilot for setting the desired heading and a speed pilot for setting the desired
speed. The smart pilot structure is shown in Figure 4.1 and its synthesis is done
considering all the motions in the horizontal plane and the desired speed. The
inputs are the desired speed Vd and heading ψd and the feedback values ν and ψ.
The output are the desired voltage Vaset and azimuth angle αset since these are the
setpoints required from the selected test case, the Tito-Neri one of Section 7.1, but
can be extended to different test case with the same propulsion plant.

Figure 4.1: Control: 2-DOF - Controller layout.

67
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4.1 Autopilot

Autopilot is responsible for maintaining the desired heading ψd. The PID controller
of (4.1) is used and the input is the heading error eψ = ψd −ψ as shown in Figure
4.1. At the same time, the output is the desired azimuth angle since the case study
adopted in this case is equipped with two azimuthal thrusters that are coupled as
shown in Section 7.1. The same structure can be applied to actuators like propeller
plus rudder and cycloidal propeller. It means that the output can be adapted to
the different cases, for example, the rudder angle or the generic required moment
that can be allocated to the propulsion configuration in a second phase.

αset = Kψ
P (u)eψ +Kψ

I (u)

t∫
0

eψ(τ)dτ +Kψ
D(u)

deψ
dt

(4.1)

where Kψ
P (u), K

ψ
I (u), and K

ψ
D(u) are the proportional, integrative, and derivative

gains, respectively.

4.2 Speed pilot

The speed pilot is responsible for maintaining the desired ship speed u and cor-
recting deviations from that value. The PID controller of (4.2) fulfils this aim. As
shown in Figure 4.1, the input of the speed pilot is the speed error eu = ud − u,
while the output is the desired voltage VAset . Also in this case the general layout
can be tailored to different test case and the output can be the required propeller
revolutions or the required force.

Vaset = Ku
P (u)eu +Ku

I (u)

t∫
0

eu(τ)dτ +Ku
D(u)

deu
dt

(4.2)

where Ku
P (u), K

u
I (u), and K

u
D(u) are the proportional, integrative, and derivative

gains, respectively.

4.3 Linearised model for synthesis purpose

The non-linear ship model of sections 2.2 and 2.3.1 is used to describe the ship
dynamics and is then linearised for the synthesis of the controller. The linearisation
is computed on the design speed u with zero drift and zero yaw.

The motion equation of (2.2) is then linearised as in (4.3).

τRB =


mu̇

mv̇ +mxGṙ +mur

mxGv̇ + IZ ṙ +mxGru

(4.3)

The hull forces computed with the Oltmann & Sharma model of (2.6) are lin-
earised as in (4.4).
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τH =


Xu̇u̇+ ζRT (u)u

Yv̇ v̇ + Yṙ ṙ +Xu̇ur +
ρ
2LPPTu(c

′krLPP2 − cv)

Nv̇ v̇ +Nṙ ṙ +Nv̇ur + (Yv̇ −Xu̇)uv − ρ
2L

2
PPTu(e

′krLPP2 − ev)

(4.4)

where ζRT is the hull resistance coefficient function of the surge.
The synthesis is done on the test case described in 7.1 but the same approach can

be extended to other vessels; hence, two azimuthal thrusters are the only actuators
involved and are coupled; it leads to a factor 2 in the equation (2.24). The linear
model is the one in (4.5).

τAZ =


2ζaz(n)n

2ζaz(n)nmsinα

xaz2ζaz(n)nmsinα

(4.5)

where ζaz is the thrust coefficient function of the shaft-line revolutions, n is the
desired shaft-line revolution that is linked to the desired speed, and msin is the
tangent that approximates the sinus around α = 0.

The dynamic of the azimuthal angle and the shaft-line revolution are modelled
as two first-order equations, (4.6) and (4.7). The two time-constants, τAZn for
the shaft line and τAZα for the azimuth angle, are found through an identification
procedure based on a pseudo-random binary sequences approach.

α̇ =
1

τAZα
(αset − α) (4.6)

ṅ =
1

τAZn
(
VAset
Ke

− n) (4.7)

In summary, the dynamic model of the vessel can be obtained by merging
equations (4.3), (4.4), and (4.5), since, as reported before, τRB = τH + τAZ . The
resulting equations combined with (4.6) and (4.7), with the relationship between the
heading angle ψ and the rate of turn r (4.8), and with the defined two augmented
state variables (4.9) necessary to define the state equation of the closed loop, leads
to have to linearised model of the selected vessel of (4.10).

ψ̇ = r (4.8)

ϵ̇u = eu

ϵ̇ψ = eψ
(4.9)

(m−Xu̇)u̇ = −ζRT (u)u+ 2ζaz(n)n

(m− Yv̇)v̇ + (mxG − Yṙ)ṙ = Xu̇ur +
ρ
2LPPTu(c

′krLPP2 − cv)

+2ζaz(n)nmsinα

(mxG −Nv̇)v̇ + (IZ −Nṙ)ṙ = Nv̇ur + (Yv̇ −Xu̇)uv − ρ
2L

2
PPTu

(e′krLPP2 − ev) + 2xazζaz(n)nmsinα

ψ̇ = r

α̇ = 1
τAZα

(αset − α)

ṅ = 1
τAZn

(
VAset
Ke

− n)

ϵ̇u = eu

ϵ̇ψ = eψ

(4.10)
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The state equations of the open and closed loops are defined starting from the
linearised model.

The state equation of the open loop takes into consideration the first six equa-
tions of (4.10) and is shown in Figure 4.2 and defined as in (4.11).

Open Loop State Equation
uOL xOL

Figure 4.2: Control: 2-DOF - Open Loop Layout.

ẋOL = AOLxOL +BOLuOL (4.11)

where uOL = [VAset , αset]
T is the input vector of the overall system, xOL =

[u, v, r, ψ, n, α]T is the state vector, AOL and BOL are the system and the input
matrices of the open loop, respectively, they are defined in (4.12) and (4.13).

AOL =



A11 0 0 0 A15 0
0 A22 A23 0 0 A26

0 A32 A33 0 0 A36

0 0 1 0 0 0
0 0 0 0 − 1

τAZn
0

0 0 0 0 0 − 1
τAZα

 (4.12)

BOL =



0 0
0 0
0 0
0 0
1

τAZn Ke
0

0 1
τAZα

 (4.13)

where:

A = (IZ −Nṙ)(m− Yv̇)− (Yṙ −mxG)(Nv̇ −mxG)

A11 = − ζRT (u)

m−Xu̇

A15 =
ζaz(n)

m−Xu̇

A22 =
(IZ −Nṙ)

ρ
2LPPTc+ (mxG − Yṙ)(Yv̇ −Xu̇ +

ρ
2L

2
PPTe)

A
u

A23 =
(mxG − Yṙ)(−Nv̇ +mxG + ρ

4L
3
PPTe

′k) + (IZ −Nṙ)(Xu̇ −m+ ρ
4L

2
PPTc

′k)

A
u

A26 =
2msinζaz(n)n(IZ −Nṙ + xaz(Yṙ −mxG)

A

A32 =
ρ
2LPPTc(mxG −Nv̇) + (m− Yv̇)(Yv̇ −Xu̇ +

ρ
2L

2
PPTe

A
u

A33 =
(Nv̇ −mxG)(Xu̇ − Yv̇ +

ρ
4L

2
PPTc

′k) + (Yv̇ −m)ρ4L
3
PPTe

′k

A
u

A36 =
Nv̇ −mxG − xaz(Yv̇ −m)

A
2msinζaz(n)n
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The controller layout is shown in Figure 4.3 and it is a summary of the speed
pilot and autopilot described in sections 4.1 and 4.2. The input is the error array
e = [eu, eψ]

T ; while the output is the array uOL expressing the desired voltage Vaset
and azimuth angle αset.

Speed pilot

Autopilot

e uOL

eu Vaset

eψ αset

Smart Pilot

Figure 4.3: Control: 2-DOF - Smart pilot layout.

The scheme representing the adopted closed-loop is shown indeed in Figure 4.4
where xe = [u, v, r, ψ, n, α, ϵu, ϵψ]

T is the extended state vector.

Extended

State Equation
Smart Pilot

∑ uOLeuSET xe

Figure 4.4: Control: 2-DOF - Closed Loop Layout.

The new extended state equation is the one in (4.14) and can be combined with
the feedback control action (4.15) resulting in the closed loop dynamics of (4.16).

ẋe = Aexe +BeuOL + F euset (4.14)

uOL = −KCLxe +Geuset (4.15)

ẋe = (Ae −BeKCL)xe + (BeGe + F e)uset (4.16)

where Ae, Be, and F e are the augmented system matrices defined in (4.17) and
(4.18), and KCL and Ge are two matrices that include the PID gains defined as
(4.19) and (4.20).

Ae =


AOL

0 0
0 0
0 0
0 0
0 0
0 0

−1 0 0 0 0 0 0 0
0 0 0 −1 0 0 0 0


(4.17)
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Be =


BOL

0 0
0 0


F e =



0 0
0 0
0 0
0 0
0 0
0 0
1 0
0 1


(4.18)

KCL =

[
Ku
P +Ku

DA11 0 0 0 Ku
DA15 0 −Ku

I 0

0 0 Kψ
D Kψ

P 0 0 0 −Kψ
I

]
(4.19)

Ge =

[
Ku
P 0

0 Kψ
P

]
(4.20)

4.4 Synthesis

The PID gains (K
ψ/u
P (u),K

ψ/u
I (u),K

ψ/u
D (u)) selection for the smart pilot controller

is accomplished by using Linear Matrix Inequalities (LMIs) as a design tool to
ensure closed-loop stability as introduced in [9]. The problem is solved numerically
thanks to the Sedumi solver [119] and the Matlab toolbox Yalmip [72]. The aim of
the control design is firstly to guarantee the stability of the closed loop, verifying
the Lyapunov theorem, as the common practice wants, but also some properties
related to the convergences of the state variable. Indeed, the first property added
to the common practice method is related to the convergence speed and is named
the decay rate. The second and last property added in this work wants to limit
the overshoot of the state variables, it is named peak limits. These two properties
want to improve the dynamics of the closed loop.

The properties ensured with this synthesis are given in detail, together with the
related LMI problems.

4.4.1 Closed Loop Stability

The gains selection of the two controllers is accomplished by verifying the stability
of the closed loop through the Lyapunov theorem [73]. According to this, the sys-
tem (4.16) is quadratically stabilisable if there exists a state-feedback gain KCL

such that (4.16) is quadratically stable or, equivalently, if there exists a Lyapunov
function V (x) such that the function is positive or equal to zero and its time deriva-
tive is strictly negative for all x out of origin. Following a well-known strategy,
it is possible to define the Lyapunov function as V (x) = xTPx with P assumed
symmetric and positive matrix, and, as a consequence, the theorem corresponds to
finding a matrix gain KCL such that the condition in (4.21) is fulfilled.{

P > 0

(Ae −BeKCL)
TP+P(Ae −BeKCL) < 0

(4.21)

As shown in [19], (4.21) can be expressed equivalently by multiplying both sides
for P−1 and defining Q = P−1 and Y = KQ. In this way, it is possible to write
the Lyapunov stability theorem as the LMIs (4.22) in the unknowns Y and Q.
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{
Q > 0

QAT
e −YTBT

e +AeQ−BeY < 0
(4.22)

Solving (4.22), it is possible to find the matrix gain KCL = YQ−1 and, as a
consequence, the values of the PIDs gains of the speed pilot and autopilot of (4.2)
and (4.1) that guarantee the stability of the closed loop according to [73].

4.4.2 Decay Rate

In case fast dynamics characterise the controlled system, it appears necessary to
introduce a further constraint in addition to stability requirements. The decay rate
constraint aims to guarantee the achievement of the set point as quickly as possible
to have a responsive system. Indeed, it describes how fast the function decays (or
grows) with time, and the problem of maximising it is discussed in deep detail
in [134] where starting from its definition it arrives to compute an upper bound on
the minimum decay rate as an optimisation problem. As stated in [19], the problem
of searching the decay rate α can be written using the quadratic Lyapunov function
V (x), defined before in section 4.4.1, and as the optimisation problem of (4.23).

maximize υ

subject to P > O

V̇ (x) ≤ −2υV (x)

(4.23)

The problem in (4.23) is a Generalised Eigenvalue Problem (GEVP) in the
unknowns P and υ where the optimal value is the decay rate of the system and
can be written as the Linear Matrix Inequality in (4.24).{

P ≥ 0

ATP+PA ≤ −2υP
(4.24)

Applying the condition in (4.24) at the system (4.16), adding the resulting LMI
to the conditions deriving from the Lyapunov stability theorem stated in (4.22),
and applying the S -Procedure which leads to considering the more conservative
inequalities, it is possible to write the Bilinear Matrix Inequality (BMI) (4.25) in
the unknowns υ, Y, and Q that ensure the stability of the closed-loop and that
would maximise the decay rate.{

Q > 0

QAT
e −YTBT

e +AeQ−BeY ≤ −2υQ
(4.25)

Solving (4.25), it is possible to find the matrix gain KCL = YQ−1 and, as a
consequence, the values of the PIDs gains of the speed pilot and autopilot of (4.2)
and (4.1) that guarantee the stability and the fast convergence of the closed loop.

4.4.3 Peak Limit

An overshoot on the control setpoint can be dangerous for the real model and
lead to controllability problems due to the strong action that saturations will have.



4.4. SYNTHESIS 74

For this reason, a condition that limits the peak is introduced. As stated in [19]
and [26], the problem of limiting the peak can be described with the inequalities
in (4.26). [

Q YT

Y µ2I

]
≥ 0 or

{
Q−YT (µ2I)−1Y ≥ 0

Q > 0
(4.26)

The new condition (4.26) can be applied to the system (4.16), resulting in an
LMI. The last need to be included in the BMI problem reported in (4.25) which
summarises the Lyapunov stability theorem (4.22) and the decay rate condition
(4.24). The resulting problem is a system (4.27) in the unknowns υ, Y, µ, and
Q. Finding a solution for (4.27) ensures the stability of the closed-loop where the
control action is also intended to maximise the decay rate and limit the overshoot.

Q > 0

QAT
e −YTBT

e +AeQ−BeY ≤ −2υQ

Q−YT (µ2I)−1Y ≥ 0

(4.27)

Solving (4.27), it is possible to find the matrix gain KCL = YQ−1 and, as
a consequence, the values of the PIDs gains of the speed pilot and autopilot of
(4.2) and (4.1) that guarantee the stability, rapid convergence to the setpoint and
a limitation on the overshoot. The resulting numerical problem can be solved with
a global optimisation approach and the use of a bisection algorithm for different
values of µ. Briefly, it consists initially of defining a lower and an upper bound of
the decay rate υ for which the problem is feasible and after applying the bisection,
i.e. in checking the value between the lower and upper bound and in updating the
lower or the upper bound if the problem is feasible or infeasible until bounds are
sufficiently close. A solution for each value of µ is found, and the set made with
all the feasible solutions is considered. The linear system step-response under each
feasible solution is evaluated, and the solution with the lower rise time is selected.
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Chapter 5

Control: 3 DOF

The pipeline of the 3-DOF controller is proposed in Figure 5.1 and different solu-
tions for each controller subsystem can be identified and combined. The pipeline
starts taking as input the following value: the feedback velocity and pose array η
and ν and the desired path in terms of velocity νTR and pose ηTR computed by the
reference models starting from the desired waypoint list as shown in Section 3.3.
After the error between the desired and the feedback state values are evaluated and
the proper thrust loads and moment needed to compensate them are computed by
the controller; in the end the allocation system allocates the control signal to the
actuators. The allocation module is divided into two parts: the Force Allocation
Logic (FAL), which computes the required thrust for each actuator, and the Thrust
Allocation Logic (TAL), which computes the right setpoints for each actuator.

Figure 5.1: Control: 3-DOF - Controller layout.

5.1 Controller

Several control methodologies, such as linear/nonlinear control, fuzzy control, (nu-
merical) optimal control, and machine learning-based approaches can be used to ful-
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fil the aim. Some examples of control methodologies can be found in [36], [80], [116],
and [122]. The input of this system are the filtered position and velocity compo-
nents (η, ν) and the desired values (ηTR, νTR). At the same time, the output is
the array of forces and moment necessary to nullify the errors τC .

5.1.1 Model-Base PID

The controller is chosen as a model-based PID in (5.1). The control action τC is
the sum of two contributions: a model-based feedforward τFF and a feedback term
τFB .

τC = τFF + τFB (5.1)

The feedforward term is computed through the vessel model calculated on de-
sired setpoints as shown in (5.2). This term will compute the necessary loads to
obtain the desired changes in the setpoint, leaving the feedback controller to deal
only with external disturbances.

τFF = Mν̇TR +D(νTR)νTR +C(νTR)νTR (5.2)

where ηTR is the desired trajectory in the n frame and νTR is the desired speed
in the b frame.

The feedback term is chosen as the Proportional Integrative and Derivative
(PID) controller stated in (5.3). The PID terms are functions of the pose error e
and the velocity error νe defined in (5.4) and (5.5).

τFB = KPe+KI

∫ t

0

e(τ)dτ +KDνe (5.3)

e = RT (ψ)(ηTR − η) (5.4)

νe = νTR − ν (5.5)

where KP , KI , and KD are positive diagonal matrices containing the proportional,
integral, and derivative gains, respectively.

5.1.2 Environmental Feedforward

The controller is modelled as in [36] and consists of three independent PDs, one per
each DOF. The integrative term needed to correct the mean offset error is replaced
with the reconstruction of the compensated environmental forces. The current and
the wave are estimated through an average of the forces and moment required by
the PD controller in a previous fixed time interval τPD, while the wind action
τWIND is reconstructed as a feedforward through a wind force model, see Section
2.6.1. In this case, the relative wind speed VWIND and the relative wind coming
direction γWIND are also needed.

The control law that gives as output the required forces and moment τC in the
b base can be written as in (5.6).

τC = R(ψ)[KPη +KDη̇] + τPD + τW (5.6)

where the speed and pose error η and η̇ are computed according to (5.7) and (5.8)

η = η − ηTR (5.7)

η̇ = R(ψ)−1(ν − νTR) (5.8)
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5.2 Force Allocation Logic

The kernel of the 3-DOF controller is the force allocation algorithm (FAL). Usually,
the number of unknowns is greater than the available equations, i.e. the equilibrium
equations in the horizontal plane. The result is an over-actuated system with
infinite solutions to the force allocation problem. Several techniques are proposed
in the literature as reported in [30] and [65] to solve the problem. Possible solutions
lead to simplifying the approach with equivalent systems and fixed angles or using
optimal thrust allocation methods.

5.2.1 Simplified approach

Simplification and reduction of each actuator unknowns can be done to obtain an
analytical formulation of the allocation problem. These depend on the test case
propulsion plant and the problem aim. Hereinafter, the application done on the
PSV test case (Section 7.4) is reported as an example but it can be extended to all
the propulsion configuration with two azimuth angle and one or two bow thrusters.

The PSV test propulsion configuration, as shown in Section 7.4, consists of
two azimuthal thrusters and two bow thrusters. Each azimuthal thruster has two
degrees of freedom, the thrust TAZi and the angle αi, while the bow thruster has
only one degree of freedom, the thrust TBTi . In summary, the total amount of
unknowns in the equilibrium equations in the horizontal plane is six; indeed, the
vessel is over-actuated. The choice is to reduce the order of the problem working
on constant azimuthal angles and considering the two bow thrusters as one with
an equivalent thrust TBTeq = YBTeq and position xBTeq . The resulting system is in
(5.9) and is function of the allocation matrix A in 5.10 and 5.11.

τALL = A−1τC (5.9)

A = [tPT , tSB , tBTeq ]
T (5.10)

tPT =

−1 0
0 −1
yPT −xPT


︸ ︷︷ ︸

portside

, tSB =

−1 0
0 −1
ySB −xSB


︸ ︷︷ ︸

starboard

, tBTeq =

 0
−1

−xBTeq


︸ ︷︷ ︸
bow thruster

(5.11)

where τALL = [XPT , YPT , XSB , YSB , TBTeq ]
⊤ is the unknown vector.

The second step involves the definition of time dependence of A. The selected
relationship is A := A(τC) and is governed by (5.12). The main idea is to assign
two states at each time step by nullifying one of the two components of the thrust
force of each main azimuthal thruster. In this way, the allocation matrix is always
n-by-n invertible, and the reduced order allocation problem is pointwise solvable.
Three main configurations are identified following the sketch in Figure 5.2 (b-d).
Such configurations are toggled depending on the prevailing components of the
forces and moments required by the controller according to the switch logic of
Figure 5.3, where NLOC = xBTeqτC(2) − τC(3). Three main cases are identified:
(i) bow or stern seas, Figure 5.2 (b), where YPT := YSB := 0; (ii) portside seas,
Figure 5.2 (c), where YPT := XSB := 0; (iii) starboard seas, Figure 5.2 (d), where
XPT := YSB := 0.
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Figure 5.2: Control: 3-DOF - (a) Actuators layout (b-d) Fixed Angles Allocations.

tPT =

−1
0
yPT

and tSB =

 0
−1

−xSB

 if

{
|yPT XR| ≤ |xBTeq τC(2)− τC(3)|
xBTeq τC(2)− τC(3) < −a

(5.12a)

tPT =

 0
−1

−xPT

and tSB =

−1
0
ySB

 if

{
|yPT τC(1)| ≤ |xBTeq τC(2)− τC(3)|
xBTeq τC(2)− τC(3) ≥ a

(5.12b)

tPT =

−1
0
yPT

and tSB =

−1
0
ySB

 otherwise

(5.12c)

where a > 0 is a coefficient introduced to avoid fast transitions when the required
forces are limited in magnitude. In this way, reducing the machinery wear and
preventing the fast change of the azimuth angle is possible. Moreover, the switch-
ing law described in (5.12) guarantees that propellers are never flushing on other
working propellers.

Ultimately, the thrust required at the equivalent bow thruster must be split into
the thrust requirements for each thruster. In this case, the two bow thrusters are
of the single-propeller type, with the propellers symmetrically placed with respect
to the middle-line. When the thrust is required in the opposite direction to the
propeller position, a thrust loss coefficient of 70% determines the thrust requirement
of the individual bow thruster. Hence, the thrust required at each bow thruster
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Figure 5.3: Control: 3-DOF - Allocation Switch condition.

can be found according to (5.13).
if YBTeq ⩾ 0 then

YBTaft =
100
170YBTeq

YBTfore =
70
170YBTeq

if YBTeq < 0 then
YBTaft =

70
170YBTeq

YBTfore =
100
170YBTeq

(5.13)

5.2.2 Optimized methods

Optimisation methods can be used to solve the allocation problem. The opti-
misation methods can be solved through nonlinear programming techniques or
mathematics techniques like Lagrange Multiplier.

5.2.2.1 Nonlinear programming

The general allocation problem is formulated as the general constrained optimi-
sation problem of (5.14) where the aim is to minimise an objective function f(x)
in the variables x under the equality h(x) and inequality constraints g(x) with
the lower bounds lb and upper bounds ub. One of the methods for solving this
problem is the use of nonlinear programming techniques.

minimize
x

f(x)

subject to h(x) = 0,

x(0) = x0,

lb ≤x ≤ ub,

g(x) ≤ 0

(5.14)

The unknowns of the problem are the thruster load, the direction, and the
corresponding rectangular force components defined for the nac thruster: x =
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[Xi, Yi, Ti, αi]
T , i = 1, ..., nac. The four unknowns of each thruster can be modified

and reduced according to the actuator type; for example, the tunnel thrusters have
only the thrust as unknown.

The general equality constraints are given by the horizontal plane static equi-
librium and the relationships between the unknowns, as shown in (5.15).

h(x) =



∑4
i=1Xiη(αi)− τC(1)∑4
i=1 Yiη(αi)− τC(2)∑4
i=1(xazi , yazi)× (Xi, Yi)η(αi)− τC(3)

T 2
i −X2

i − Y 2
i

αi − atan2(Yi, Xi)

Xi − Ti(1− cxδi)

Yi − Ticyδi)

(5.15)

where cx and cy are parameters to rotate the thrust given by the rudder and the
propeller and η(αi) represents the thruster efficiency and considers the thruster-
thruster and the thruster-hull interactions depending on the actuator angle. The
nonlinear effects can be considered with the parametric formulations of [32] with-
out requiring time-consuming and resource-intensive calculations. The thruster
efficiency η(αi) is one of the possibilities for considering the thruster-thruster in-
teractions; this interaction can affect the thruster performance sensibly accord-
ing to the actuator diameters and the distance between them. An experimental
evaluation of the interaction is shown in [12] together with applications in [11]
and [142]. Since there are interference effects, it is not simple to evaluate these
efficiency curves; hence, another possibility is to consider a sector for each cou-
ple of actuators in which it can not operate due to the interactions; these sectors
are commonly known as forbidden zones, and the amplitude of the sector can be
considered thanks with some parametric formulation like the one proposed in [32].
In this case, the forbidden zones can be integrated into the optimum problem by
setting the bounds on the variables or can be added after the optimisation problem
checking if the found solution is inside the forbidden sector and if it is, solving the
optimisation problem fixing the azimuthal angles inside the forbidden range at the
boundaries of them.

The bounds lb and ub, for example, set the limits on the azimuth angles αi,
on the magnitude of the thrust Ti, or on the rudder angles δi.

A set of inequality constraints g(x) can be defined, for example, to put a limit
on the derivative of the azimuth angles α̇i to limit their movements according to:

g(x) = α̇i − α̇maxi ≤ 0 i = 1, .., nac (5.16)

where α̇maxi is the maximum value of the derivative given by the actuator limits.
The objective function is the function to minimise. It can be defined in several

ways according to the study objective. In the applications analysed in this thesis,
the aim is always to minimise the total actuator thrust. For such a reason, the
resulting objective functions are like the one in (5.17) that tends to minimise the
thrust or the one of (5.18) where penalties in the changes of the angle α and of the
thrust TAZ are taken into account.

f(x) =

4∑
i=1

tTi Witi (5.17)
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f(x) =

4∑
i=1

tTi Witi + (α− αt−1)
′Γ(α− αt−1) + (T−Tt−1)

′S(T−Tt−1) (5.18)

where ti = [XAZi , YAZi ] are the thrust components, Wi is a weight diagonal matrix
penalising the square of the maximum allowable thrust Tmaxi of each actuator, Γ
is a diagonal matrix penalising the square of the maximum ∆α considered, αt−1 is
the vector of the actuator angles at the previous time step, S is a diagonal matrix
penalising the maximum thrust, and Tt−1 is the vector of thrust magnitudes at
the previous time step.

5.2.2.2 Lagrange Multiplier

The optimum allocation problem can also be solved analytically using the method
of Lagrange Multipliers [15], [76]. The method lets to have an analytical solution
of the optimum problem (5.19) subject to equality constraints. The problem is
formulated as in Theorem 1.

minimize
x

f(x)

subject to h(x) = 0
(5.19)

Theorem 1 (Lagrange Multiplier). Let x∗ a minimum for the problem (5.19)
and let ∇h1(x∗),..., ∇hm(x∗) linear independent. Then ∃! λ∗ named Lagrange
Multipliers such that

∇f(x∗) +
m∑
i=1

λ∗i∇hi(x∗) = 0

The geometric interpretation is that this method is going to search the minimum
of the function f(x) subject to the constraints h(x) when the function f(x) is
tangent to the function h(x), in other words when the gradient of f(x) is parallel
to the gradient of h(x), see Figure 5.4. This method adds the same numbers of
λ of the constraints and the same number of relationships of the unknown. The
result is a system with the same number of unknowns and equations that can be
solved analytically.

Inequalities constraints can be added in the Lagrange Multiplier problem, trans-
forming the nonlinear programming problem of (5.20) to the equality problem
(5.21) adding the additional variables zi.

minimize
x

f(x)

subject to h(x) = 0,

g(x) < 0

(5.20)

minimize
x

f(x)

subject to h(x) = 0,

g(x) + z2i = 0

(5.21)

The method is applied to two of the case studies: the milliAmpere of Section
7.2 and the PSV of Section 7.4.

In the PSV application, the optimum problem of (5.14) with no bounds and in-
equalities constraints, the objective function of (5.17), and the equality constraints
given by the equilibrium in the horizontal plane are taken into account.
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Figure 5.4: Control: 3-DOF - Lagrange Multiplier.

In the milliAmpere application, the actuator angles are kept fixed, reducing the
unknown to the only actuator thrust. In this case, the limits on the maximum
and the minimum actuator thrust are considered, transforming the inequalities
constraints in equalities and adding a number of unknowns that are double with
respect to the actuators. The optimum problem is the one of (5.14) with bounds,
equality constraints and the objective function of (5.17).

5.3 Thrust Allocation Logic

The Thrust Allocation Logic (TAL) module takes as input the thrust request of
each actuator computed by the FAL and translate it into an actuator setpoint. The
setpoint can be a rate number, a pitch request, a voltage, and an angle setpoint
depending on the actuator type or the propulsion plant.

The required thrusts and the actuator setpoints are linked with combinator
curves depending on the actuator and the vessel itself. The adopted combinator
curves are shown in Section 7 for each test case.
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Chapter 6

Key Performance Indicators

A set of suitable Key Performance Indicators (KPIs) are proposed for a quantitative
comparison among the different scenarios developed. The aim is to exploit and
adapt methods already present in the literature in order to better compare the
results obtained. In this chapter, the KPI identified for the 2-DOF scenario with
the target tracking guidance law of Section 3.1 are selected and shown in Section
6.1, while the different KPI adopted for the different 3-DOF scenarios are presented
in Sections 6.2-6.5. In the last case, KPIs for static and dynamic evaluations are
considered.

Key Performance Indicators (KPIs) are identified to evaluate mission perfor-
mances for all the scenarios adopted.

6.1 Target Tracking KPIs

The 2-DOF scenario studied in this thesis considers the target tracking guidance
law. As shown in Section 3.1, different parameter sets are inside the three guidance
laws. They affect the performance of the control scenario and some proper KPIs
are needed to quantify the performance.

The first KPI is the distance e that is equal to the projection of the vector
(ΩT −ΩI) on f2. It is possible to evaluate the target trajectory overshoot through
e, because the f basis is fixed with the target velocity. The distance e is linked to
the heading angle ψ. The maximum and the minimum values during the simulation
time (emax and emin respectively) are analysed together with the general behaviour.

The second KPI identified is the distance s that is equal to the projection of the
vector (ΩT − ΩI) along f

1
. Such quantity influences the following manoeuvring

stability. The mean value during the following phase, smean, is evaluated with the
general behaviour.

The third KPI is the interceptor path convergence time tR. The latter can
be evaluated in a straight path manoeuvre, and it depends on the distance s and
the speed. Indeed, when the speed setpoint converges to the target one, and the
distance s remains constant, the following phase begins, and it is possible to get
tR.
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Figure 6.1: KPI - DPCP - Example.

6.2 Dynamic Positioning Capability Plot (DPCP)

The station-keeping performance of the proposed vessel and relative propulsion
configuration is strictly linked with the environmental disturbances in which the
vessel can operate. An indicator of the station-keeping capability is the Dynamic
Positioning Capability Plot evaluated at a static and a dynamic level; in this case, it
is possible to evaluate the limiting environmental disturbance. The environmental
disturbance considered in this analysis are wave, wind, and current as stated in
Section 2.6 and can be considered as independent or linked. The representation of
the station-keeping capability is standardised in [74]. It leads to having the polar
plot where, for each angle, the maximum wind speed that the vessel can support is
defined. This analysis considers wind, wave, and current, and their contributions
are summed. The coming direction can be considered coincident or not, and the
disturbances can be linked or not; for more details see Section 2.6. The analysis can
be done at static and dynamic levels. One method for linking the environmental
disturbances is, for example, the use of the Beaufort scale of Figure 2.9 or of the
Pierson relationship (2.38). An example of DPCP is shown in Figure 6.1.

6.2.1 Static analysis

The analysis conducted at the static level wants to evaluate if the selected propul-
sion plant, together with the selected force allocation algorithms, is able to support
the selected environmental disturbance. Hence, only the force allocation problem
is solved starting from the environmental disturbance forces and moment array,
and the thrust required at each actuator is defined. These values are compared
with the maximum available thrust for each actuator; if the required values are
lower than the maximum ones, the environmental condition analysed is considered
satisfied; otherwise, the analysis is stopped for the selected coming direction, and
the maximum allowable value is selected. Usually, a dynamic allowance coefficient
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is introduced to consider the dynamic effects in the case of a static analysis. This
coefficient increases the environmental forces, and a reasonable value can be 1.25
as suggested by [32] and [113]. It is a rapid and helpful way for comparing different
allocation and propulsion plant since only the main vessel dimension are required
together with the definition of the allocation logic; hence also the computational
time and effort is low.

6.2.2 Dynamic analysis

To consider all the dynamic effects that occur during low-speed operations, the
DPCP can also be evaluated at the dynamic level. In this case, several dynamic
simulations are done to evaluate the maximum environmental condition the vessel
can support. In this case, the environmental disturbances are increased until the
position and speed errors after the end of the transient phase necessary to initialise
the controller are inside the defined limits. When the limits are not respected, the
maximum environmental condition the system can support is found. Examples can
be found in [113] and [76]. In this case, a fully detailed simulator representing the
vessel with the controller and the TAL system is required, hence it results in a huge
computational time.

6.3 Yearly operability

To better define the operability of the vessel, it is possible to conduct an analysis
that considers the environmental condition of a selected geographic area, consid-
ering all the probabilistic combinations of environmental and heading conditions.
The proposed calculation for each combination of wave height and period present
in a geographic area allows the evaluation of an operability index of the vessel in
the selected area, [113] and [82]. It is valuable information in the design phase, even
more during the vessel operability, since the mission planner can properly select
the most appropriate unit to operate in a specific sea area. The scatter diagram
allows the knowledge of the wave environmental magnitude; hence, it is necessary
to associate a wind condition in terms of speed Vw. Indeed, thanks to the Pierson
wind-wave correlation (2.38), the triplets H1/3- Tz-Vware available.

The current speed can be linked or fixed, while the incoming direction is con-
sidered the same.

Based on the previous assumptions, it is possible to evaluate the station-keeping
capability of the two propulsive configurations for each cell (triplet H1/3- Tz-Vw)
of the scatter diagram. It means verifying where the static equilibrium between
the external and the delivered forces is satisfied. Taking into account if the equi-
librium is verified and the probability of occurrence of the cell, it is possible to
define an operability index χ for each incoming direction analysed γi following the
formulation in (6.1).

χγi =

nH∑
j=1

nT∑
k=1

ζjkpjk (6.1)

where nH is the number of the wave height values on the scatter diagram involved
in the analysis, nT is the number of the wave period values on the scatter diagram
involved in the analysis, pjk is the probability of occurrence of the cell jk, and ζjk
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is the function that states if the equilibrium in the cell jk is satisfied (ζn = 1) or
not (ζn = 0).

In the end, taking into account the analysis done for each incoming direction γi
and its percentage of occurrence, it is possible to find a global index χtot defined as
in (6.2). This index defines the operability of the propulsion configuration in the
selected geographic area.

χtot =

nγ∑
i=1

pγiχγi (6.2)

where pγi is the probability of occurrence of the environmental incoming direction
γi (see Figure 2.10) and χγi is defined in equation (6.1).

6.4 Emission factor

Besides the operability index χtot that leads to defining the operability of the
selected propulsion configuration in the selected geographic area, attention is also
on the impact, in terms of greenhouse gas emissions, of the configuration in the
selected geographic area as a function of its operability. Indeed, in recent years,
studies are done to estimate atmospheric emissions, and in [88] and [86], a review
of the methods to perform the global emissions of the marine field is done. The
two main methods for performing the ship emission can be divided into top-down
and bottom-up methods. The top-down method is also called fuel-based since it
estimates the emission in a specific geographic area starting from the fuel usage
statistic. The bottom-up method, instead, is also called activity-based since it uses
the ship specification plus the operational data to compute the pollutants emitted
by a single ship in a specific position. The single data are aggregated over the fleet
and time, and the total emissions of an area are computed. The approach is quite
similar to a bottom-up method since the starting point is the operational data of
the ship.

The analysis wants to estimate the emission of each cell of the scatter diagram
where the static equilibrium is verified (i.e. for each triplet H1/3- Tz-Vw where
ζn = 1) starting from the total power required by the actuators PBtotjk . The first

step is to share the load on the available engine. In this case, the load sharing
is done by searching the minimum number of motors ζejk required to meet the
demand, and if more than one motor is switched on, the load is divided equally.
Hence, the number of the engine turned on ζejk and the power required for each
engine PBjk is defined for each cell.

After, the Specific Fuel Consumption (SFC) of each engine is computed with
the formulation proposed in [57] and shown in equation (6.3).

SFCeik = SFCb(0.455P
2
B%jk

− 0.71PB%jk
+ 1.28) (6.3)

where SFCb is the lowest SFC for a given engine and is reported in Table 6.1 (at
80% of the load) and provided by [57], PB%jk

is the percentage of the engine load of

each cell (i.e. is the value of power required for each enginePBjk over the maximum
value reported in Table 6.1), and SFCeik is the SFC of the single-engine for each
cell.

The total hourly consumption HCjk is computed as in equation (6.4).
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HSD LBSI
( g
kWh ) ( g

kWh )
SFCb 185 156

Table 6.1: KPIs - 3-DOF - SFC baseline

HCjk = SFCeikζejkPBjk (6.4)

The pollutant emissions are evaluated based on statistical data. For each pollu-
tant P an emission factor is defined; this indicates the percentage of each pollutant
emitted with respect to the hourly consumption. Hence, each pollutant emission
factor EFP for each engine is defined according to [57]. The data adopted are
reported in Table 6.2. The emission given by each pollutant for each cell EMPjk

in terms of [gp/h] are found according to equation (6.5).

EMPjk = EFPHCjk (6.5)

EFP HSD LBSI
kgpoll
tfuel

kgpoll
tfuel

CO2 3206 2755
CH4 0.05 11.96
N2O 0.18 0.1
NOX 56.71 13.44
CO 2.59 3.97

NMVOC 2.4 1.59
SOX 1.37 0.03
PM 0.9 0.11
PM2.5 0.83 0.1
BC 0.38 0.019

Table 6.2: KPIs - 3-DOF - Emission Factor

An approach similar to the one adopted for the operability index described
above is found to find an emission index for each pollutant. Taking into account
the EMPjk of each cell of the scatter diagram, the function ζjk that states if the
equilibrium is verified, and the probability of occurrence of the cell pjk, it is possible
to define an emission index ϵ for each incoming direction analysed γi and for each
pollutant P following the formulation in (6.6).

ϵPγi =

nH∑
j=1

nT∑
k=1

ζjkpjkEMPjk (6.6)

In the end, taking into account the analysis done for each incoming direction γi
and its percentage of occurrence, it is possible to find a global index ϵPtot defined
as in equation (6.7). This index defines an emission index of each pollutant of the
propulsion configuration in the selected geographic area.

ϵPtot =

nγ∑
i=1

pγiϵPγi (6.7)
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6.5 Integral metrics

Integral metrics can also be used to evaluate the full desired performance. The first
formulation dates back to 1942 when the method of the derivative area to measure
the control error was proposed for the first time [89]. Metrics are proposed from
this first formulation, leading to the well-known formulation defined in [117]. Five
different integral metrics are adopted in this thesis.

The Integral of Absolute Error (IAE) is introduced in [43] as a measure of the
system error and it is defined as in (6.8) with the error of (6.9).

IAE =

∫ t

0

|eIAE(ϵ)|dϵ (6.8)

eIAE =
√
eTW IAEe (6.9)

where W IAE is a diagonal matrix penalising the pose error.
The absolute value of the error multiplied by the energy consumption (IAEW )

is proposed in [118] to take into account also the energy consumption, and is defined
as in (6.10) with the power consumption of (6.11). It penalises the error linearly
with the magnitude and is a measure of control precision.

IAEW =

∫ t

0

|eIAE(ϵ)|dϵ
∫ t

0

P (ϵ)dϵ (6.10)

P (t) = |νTW ττC | (6.11)

where W τ is the diagonal matrix penalising the thrust vector
To take into account the actuator wear and tear and to penalise actuator

changes, the Integral of Absolute Differentiated Control (IADC) is suggested in [40]
and is defined as in (6.12) with the normalised thrust vector of (6.13).

IADC =

∫ t

0

|τ̇∗(ϵ)|dϵ (6.12)

τ̇∗ =

√
τ̇TCW τ τ̇C (6.13)

The Integral of Absolute Thrust Error (IATE) is defined as in (6.14) with the
error in (6.15) to take into account the actuation error.

IATE =

∫ t

0

|eIATE(ϵ)|dϵ (6.14)

eIATE =
√
(T − Tact)TW IATE(T − Tact) (6.15)

where Tact is the actuated thrust and W IATE is the diagonal matrix penalising
the thrust error.

A variation of the IAE index is also added for an initial evaluation of the
different reference models for the low-speed range, which is called IAE − RF .
It is formulated as in (6.16) and it is a function of the error eIAE−RF between
the trajectories computed by each reference model and the straight line trajectory
defined between the waypoints.

IAE −RF =

∫ t

0

eIAE−RF (ϵ)dϵ (6.16)
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Chapter 7

Vessel test cases

The above-mentioned guidance, control, and modelling techniques can be applied
to different vessels and different case studies can be selected to test and validate it.
In this thesis, four test cases are considered, spacing from model scale to prototype
and then to full-scale vessel. The Tito-Neri model described in section 7.1 is a model
scale vessel physically available in the UniGe laboratory for trial tests together with
a detailed simulator. The milliAmpere test case of Section 7.2 is a ferry prototype
physically available in the NTNU infrastructures with a detailed simulator. In the
end, the last two test cases, the Platform Supply Vessel of Section 7.4 and the
Minehunter of Section 7.3, are the vessels in full scale; the Platform Supply Vessel
is a real ocean-going vessel and a detailed simulator is available and used, while the
Minehunter test case is approached during the early design stage, hence only the
main dimension are known. Different actuators, propulsion plants, and hull shapes
characterise each test case; further details are shown in the following sections. All
the adopted simulators are implemented in Matlab and Simulink.

7.1 Tito-Neri tug model

The first test case is a model-scale tugboat (1:33) named “Tito-Neri” and developed
by Delft University of Technology for teaching and research activities [53]. It has
an overall length (LOA) equal to 0.97m and is shown in Figure 7.1. The model
is available physically in the UniGe laboratory and via an in-house-developed and
fully validated simulator. The construction plan is shown in Figure 7.2 together
with the main characteristics of Table 7.1. The construction plan is defined starting
from the hull shape obtained employing a 3D scanner developed by Shining 3D.
The scan results is the elaborated through the Rhinoceros software and the results
are shown in Figure 7.3.

A starboard-portside symmetry characterises the model, while the propulsion
plant comprises two azimuthal thrusters and a bow thruster to ensure manoeuvra-
bility at low speed, as shown in Figure 7.4. A dedicated DC motor drives each
actuator, and a Z-drive shaft is present in each azimuthal shaft line. Two RPM
encoders, one on each shaft line, are mounted between the DC motor and the az-
imuthal component to provide information of the revolutions of the main propellers.
Three current sensors were installed downstream of the DC drives for feedback logic
application since they let the DC motors know the current absorbed. The electric

89



7.1. TITO-NERI TUG MODEL 90

Figure 7.1: Test Case - Tito-Neri - Model.

Figure 7.2: Test Cases - Tito-Neri - Construction plan.

Figure 7.3: Test Cases - Tito-Neri - Hull.

energy is provided by a battery pack that supplies direct current at 12 V olt. The
model can be equipped with ultrasonic sensors to measure small distances in an ac-
ceptably accurate manner, one humidity and temperature sensor to use the sound
speed in air to evaluate the obstacle distance, a LiDAR sensor for detection and
tracking, and an IMU coupled with a GPS for having the information about the
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Name UoM Value
LOA (m) 0.97
LPP (m) 0.82
B (m) 0.3
T (m) 0.103
∇ (kg) 13.275

(xAZ , yAZ) (m) (−0.41,±0.075)
(xBT , yBT ) (m) (0.325, 0)
Vmax (kn) 2.5

Table 7.1: Test Cases - Tito-Neri - Characteristics.

vessel motion and position. Wireless communication is done via the Xbee module
mounted on the onboard microprocessor (Arduino). The communication could also
be via cable directly connected to the Arduino board.

Figure 7.4: Test Cases - Tito-Neri - Actuators layout.

The components of the non-linear simulation model adopted for the Tito-Neri
test case are summarised in Table 7.2.

In the 2-DOF scenarios, where the tug is supposed to work in its high-speed
regime, only the two azimuthal thrusters are taken into consideration; indeed, the
controllable inputs are the voltage VA and the azimuth angle α for each shaft-line.
A saturation level is present in the model: the voltage VA is saturated with the
maximum value of 8 V olt to protect the electric motors. At the same time, the
desired heading derivative is limited to a maximum of 1◦/s for safety reasons. All
the actuators are used in the 3-DOF scenarios, and the azimuthal thrusters can
operate in the 360◦ range.

Adopted simulated model
Hull symmetry Portside-Starboard
Hull forces Oltmann & Sharma, Section 2.3.1
Propulsion Plant DC, Z-drive with gearbox, according to (2.17)-(2.21)
Manoeuvring Device 2 Az. thruster: model of 2.5.1 with dynamic eq (2.24)

1 Bow Thruster: Section 2.5.2
Env. Disturbances DNV model [32], Blenderman, and relative currents

2.6
Control variables Azimuthal and bow thruster voltages (VAi , VABT ),

Azimuth angles αi

Table 7.2: Test Cases - Tito-Neri - Adopted simulation model.
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The coefficients necessary to describe the hull forces according to the model in
2.3.1 are listed in Table 7.4 while the hull resistance coefficient ζRT introduced in
Section 4.3 is defined by the curve in Table 7.3.

u ζRT

(m/s) (kg/s)
0 0

0.28 -0.63
0.37 -0.68
0.45 -0.74
0.52 -0.93
0.66 -1.28
0.8 -1.57

Table 7.3: Test Cases - Tito-Neri - Hull resistance coefficient.

Name UoM Adopted value
Iz (kg m2) 0.8

(xG, yG) (m) (−0.02, 0)
Xu̇ (kg) −1.86
Yv̇ (kg) −13.07
Yṙ (kgm) 0.888
Nv̇ (kg) 0.888
Nṙ (kgm) −0.162
Xvr (kg) 13.0706
Xrr (kgm) −0.8876
Xvv (kg/m) 0
c − 0.741
c′ − 1.039
d − 1
d′ − 1
e − 0.204
e′ − 0.433
k − 0.4
Ke (N m

A ) 0.0183
i − 3
R (Ω) 1.51
L (H) 6.03 10−4

IT (kg m2) 3.18 10−5

mcos − −0.296
msin − 0.939

Table 7.4: Test Cases - Tito-Neri - Parameters.

The thrust coefficient ζAZ defined in 4.3 is defined according to the curve in
Table 7.5. The desired speed is reported in the first column, the related shaft-line
revolution in the second column, and the thrust coefficient in the last.

The constants of the two first-order equations of (4.5) and (4.7) are defined as
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u n ζAZ

(m/s) (RPS) (kg m/s)
0.076 8.58 0.0088
0.19 17 0.0112
0.31 25.37 0.0123
0.42 33.57 0.0146
0.52 41.82 0.0187
0.61 50.07 0.0245
0.71 58.18 0.0283
0.8 66.2 0.0318

Table 7.5: Test Cases - Tito-Neri - Thrust coefficient.

in Table 7.6.

Name Value
τAZn 0.14
τAZδ 0.16

Table 7.6: Test Cases - Tito-Neri - Azimuth first order function constants.

The adopted combinator curves for the azimuthal thruster and the bow thruster
are in figures 7.5 and 7.6, respectively. Both are a function of the voltage setpoints
and link the correspondent thrust.

Figure 7.5: Test Cases - Tito-Neri - Azimuthal combinator curve.
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Figure 7.6: Test Cases - Tito-Neri - Bow thruster combinator curve.

7.2 milliAmpere ferry prototype vessel

milliAmpere1 (MA1) is an autonomous passenger ferry development prototype,
which is used as a test platform in numerous research projects at the Norwegian
University of Science and Technology since 2017 [23]. The ferry is shown in Figure
7.7 and is equipped with sensors like GNSS, IMU, Cameras, Radar, and Lidar to
fulfil the Navigation system aim. The main characteristics are reported in Table
7.7.

Figure 7.7: Test Cases - milliAmpere - Model.
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Name UoM Value
LOA (m) 5
LPP (m) 4.8
B (m) 2.8
T (m) 0.2
∇ (kg) 1800

(xAZ , yAZ) (m) (±1.45,±0.6)
Vmax (kn) 3

Table 7.7: Test Cases - milliAmpere - Characteristics.

The model is physically available and modelled through a non-linear simulator.
A post-starboard and fore-aft symmetries characterise the ferry. The details about
the model adopted in the milliAmpere simulator are summarised in Table 7.8.

Adopted simulated model
Hull symmetry Portside-Strarboard, Fore-Aft
Hull forces MMG-like model, Section 2.3.2
Propulsion Plant Non-physical model of (2.22)
Manoeuvring Device 4 Az. thruster: Non-physical model of (2.25)
Env. Disturbances Blenderman and relative current,t Sec. 2.6
Control variables Actuator revolutions ni, Azimuth angles αi

Table 7.8: Test Cases - milliAmpere - Adopted simulation model.

The propulsion plant comprises four azimuthal thrusters, an electric motor, and
batteries. The four azimuthal thrusters are placed at the four corners, as shown in
Figure 7.8. Each thruster can be used within a 90◦ angle sector, where the working
ranges are defined by an interval of ±45◦ from the reference angle α∗

i . Two options
are identified for choosing the α∗

i angle: the first is to select the reference angle
along the bisectors of the vessel reference frame b, this configuration is named
α∗
A and is shown in the starboard part of Figure 7.8; the second is to choose the

reference angle along the diagonals of the rectangular defined by the four actuators,
this configuration is named α∗

B and is shown in the portside part of Figure 7.8.

Figure 7.8: Test Cases - milliAmpere - Actuators layout.

The parameters necessary to define the non-linear simulator are reported in
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Table 7.9. The parameters came from an identification procedure based on some
experimental tests. The system identification problem can be formulated as an
Optimal Control Problem where an optimisation problem is solved by simulating
the dynamics of the candidate models. Using multiple shooting, it is possible
to write the general problem as a Non-linear programming problem, considering
the key idea of multiple shooting, for which the integration function can be made
arbitrarily linear by reducing the integration time. For more details, see [96].

Variables UoM Data
m (kg) 1800
IZ (kg m2) 3280
Xu̇ (kg) -589.6570
Yv̇ (kg) -733.911
Yṙ (kgm) -62.386
Nṙ (kg m) -3069
Xu (kg/s) -27.632
Yv (kg/s) -52.947
Yr (kgm/s) 24.732
Nv (kgm/s) 3.524
Nr (kgm2/s) -122.860
X|u|u (kg/m) -110.064
Xuuu (kg/m) -13.965
Y|v|v (kg/m) -116.486
Yv|r| (kg) -1540.383
Yvvv (kg/m) -24.313
Y|v|r (kg) 572.141
Y|r|r (kgm) -115.457
N|v|v (kg) -0.832
Nv|r| (kgm) 336.827
N|v|r (kgm) -121.957
N|r|r (kgm2) -874.428
Nrrr (kgm2) 0
Kα (deg/s) 37.5
ϵ (deg) 7
Kω (1/s) 0.56

Table 7.9: Test Cases - milliAmpere - Parameters.

The thrust-shaftline revolutions combinator curve is shown in Figure 7.9.

This test case is used in 3-DOF scenarios and also in some cases where the angles
are kept fixed with the Lagrange multiplier method, see Section 5.2.2.2. The 3-
DOF motion scenario wants to cover the entire speed range of the ferry with two
different controllers with the same layout and will be referred to henceforth as low-
and higher-speed. These definitions are related to the speed range in which the ferry
can operate. The low-speed speed range considers speeds from zero to 0.2 m/s,
while the higher-speed range considers speeds up to the supposed maximum speed
1.2 m/s. The selected azimuth angle quadruplets are the following:

� Low-speed with configuration α∗
B : [0

◦, 0◦, 135◦−α∗
B , 270

◦−α∗
B ] & [−α∗

B , 90
◦−

α∗
B , 180

◦ + α∗
B , 270

◦ − α∗
B ]; it is shown in Figure 7.10a.
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Figure 7.9: Test Cases - milliAmpere - Combinator curve.

� Low-speed with configuration α∗
A: [0

◦, 0◦, 90◦, 270◦] & [0◦, 90◦, 90◦, 180◦];
it is shown in Figure 7.10b.

� Higher-speed: [5◦, −5◦, 225◦ − α∗
B , 135

◦ + α∗
B ] it is shown in Figure 7.10c.

(a) Low speed α∗
B . (b) Low speed α∗

A. (c) Higher speed.

Figure 7.10: Test Cases - milliAmpere - Angles Allocations.
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Figure 7.11: Test Cases - Minehunter - Layout configuration A.

Figure 7.12: Test Cases - Minehunter - Layout configuration B.

7.3 Minehunter

The third test case used in this thesis is a Minehunter prototype with the main
dimension of Table 7.10. The test case is considered in the early stage design phase;
hence, only the main dimensions are defined together with the main data of the
proposed propulsion plant. Hence, a fully detailed simulation is not developed, and
the approach is done at a static level.

Name UoM Value
LPP (m) 60
B (m) 27.3
T (m) 3.18
∇ (kg) 1200

Table 7.10: Test Cases - Minehunter- Characteristics.

Two propulsion configurations are considered. The layout of the first configura-
tion, named “Configuration A”, is shown in Figure 7.12. It comprises two azimuthal
thrusters at the stern and two bow thrusters.

The layout of the second propulsion configuration, named “Configuration B”,
is shown in Figure 7.12. It comprises two propeller-plus-rudder actuators, two bow
thrusters, and two stern thrusters.
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In both configurations, the prime movers and the tunnel thrusters are electric
and diesel generators provide the energy. The available power onboard is the same
for the two configurations, and the power available at each thruster is reported in
Table 7.11. The thrusts available for each actuator are derived using the parametric
formulations defined in [32], to maintain the generality of the comparison.

Configuration A Configuration B
(kW ) (kW )

Total Power 2600 2600
Azimuthal Thruster 1000 −
Shaft-line propeller − 700

Bow Thruster 300 300
Stern Thruster − 300

Table 7.11: Test Cases - Minehunter - Power distribution.

In both the layout configurations, two different kinds of internal combustion
engines for the energy supply are taken into account:

� High-speed diesel engine (HSD). The fuel used in this case is Marine Diesel
Oil (MDO).

� Lean Burn Spark-Ignited (LBSI). The engine is mono-fuel and the adopted
fuel is Liquefied natural gas (LNG).

The characteristics of the two types of engines are reported in Table 7.12.

HSD LBSI
Engine Power 1300 kW 1300 kW

Engine Number 2 2
Engine Power MDO LNG

Table 7.12: Test Cases - Minehunter - Engine Layout.

The environmental disturbances action on the vessel are modelled with the
parametric formulation of [32], with the Blenderman wind model [18], and the
Faltinsen current model [42].

The interaction between thrusters, with the skeg, and with a dead actuator are
considered through parametric formulation like the one proposed in [32]. These
formulations are functions of the actuator thrust direction and lead to adding
non-linearities to the motion control problem. An example of the loss deduction
coefficient η for Configuration A is shown in Figure 7.13. In the figure, the loss
due to the skeg is marked in red, the forbidden zones angle is marked with the
dashed green line, and the loss due to a dead thruster is marked in light blue. All
are function of the azimuth angle.
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Figure 7.13: Test Cases - Minehunter - Loss due to interaction η(α).

7.4 Platform Supply Vessel

The last test case adopted in this thesis is the Platform Supply Vessel (PSV) of
Figure 7.14; it is an off-shore vessel and its main dimensions are reported in Table
7.13.

Name UoM Value
LOA (m) 83.83
LPP (m) 81.5
B (m) 16.8
T (m) 5
∇ (kg) 2953586

(xAZ , yAZ) (m) (−38,±3.8)
(xBT , yBT ) (m) (31.7− 34.2, 0)
Vmax (kn) 14

Table 7.13: Test Cases - PSV - Characteristics.

The vessel is characterised by a starboard-portside symmetry and is modelled
through a non-linear simulator. The details about the model adopted for the PSV
simulator are summarised in Table 7.14.

The propulsion system comprises two azimuthal and two bow thrusters, each
powered by an electric motor. The propulsion plant layout is shown in Figure
7.15. Each azimuthal thruster can rotate of 360◦ and is modelled through a four-
quadrant propeller model function of the effective angle of attack of the actuator
αeff = α−β and the advance angle ϵ = arctan( J

0.7π ). The propeller is a fixed-pitch
propeller where the setpoint is the shaft rate of turn. Interactions between thrusters
are taken into account in the simulator through an efficiency coefficient that is a
function of the azimuthal angle; the function is going to reduce the effectiveness of
the actuator when the flush direction is in the direction each of the other actuators,
see [28] for more details. A single controllable propeller characterises the two bow
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Figure 7.14: Test Cases - PSV - Model.

Adopted simulated model
Hull symmetry Portside-Starboard
Hull forces Oltmann & Sharma model, Section 2.3.1
Propulsion Plant Non-physical model of (2.22)
Manoeuvring Device 2 Az. thruster: model of 2.5.1 with dynamic eq (2.24)

2 Bow Thruster: Section 2.5.2
Env. Disturbances Wind, Wave, and Current - DNV model & Parametric

formulation with experimental coefficients, Section 2.6
Control variables Propeller revolutions nAZi , Azimuth angles αi , Bow

thruster Pitchs P/DBTi

Table 7.14: Test Cases - PSV - Adopted simulation model.

thrusters. They are designed to operate at constant revolution speed and change
the pitch to meet various thrust requirements; hence, the pitch is the setpoint. The
two bow thrusters are of the single-propeller type, with the propellers symmetrically
placed with respect to the middle line. When the thrust is required in the opposite
direction to the propeller position, a thrust loss coefficient of 70% determines the
thrust requirement of the individual bow thruster.

Figure 7.15: Test Cases - PSV - Layout.

The azimuthal and bow thruster combinator curves are shown in figures 7.16 and
7.17, respectively. Propellers with fixed blades characterise the azimuthal thrusters,
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and the combinator curve links the thrust TAZ and the number of revolutions
nAZ . Hence, knowing the required thrust, the setpoint in terms of the number of
revolutions is found. The bow thrusters, indeed, are designed to operate at constant
revolution speed and to change the pitch to meet various thrust requirements; to be
able to assume a setpoint as close as possible to the real one, a corrected setpoint
is generated based on the prediction of the sway v and yaw r speeds at low speed
according to (2.31) and (2.33) where the advance speed Va is equal to v + rxBT .
At this point, it is possible to find the pitch request to be sent to the thrusters to
satisfy the request given by the allocation as function of the required adimensional
thrust and the advance angle.

Figure 7.16: Test Cases - PSV - Azimuthal combinator curve.

Figure 7.17: Test Cases - PSV - Bow Thruster combinator curve.
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Chapter 8

Results

The control and guidance logic described in chapters 3, 4, and 5 are tested in the
case study described in Chapter 7 and evaluated through the KPIs of Chapter
6. Figure 8.1 summarises the structure of the applications done on the various
test cases. In the figure the guidance and control logic adopted for each test case
are summarised together with the relative KPIs and the results reported in the
following sections.

The Tito-Neri model is a test case for a 2-DOF scenario and the applications
done are developed and tested through its simulator. The smart pilot structure
and its synthesis approach described in Chapter 4 are applied to this case study
together with the Target Tracking guidance logic of Section 3.1. The performances
are evaluated through the well-known step response characteristics and the metrics
described in Section 6.1. The results reported concern the synthesis of the smart
pilot, the results of the target tracking guidance logic, and the introduction of the
human inside the simulation loop.

Thanks to its simulator, the milliAmpere ferry prototype vessel is a test case
for 3-DOF scenarios. A 3-DOF controller according to Chapter 5 is adopted with
optimised allocation logic, and two different guidance logic are used to cover the
full speed range, the track keeping guidance of Section 3.2 and the reference models
of Section 3.3. Different controller pipeline are adopted and the resulting pipeline
results are compared through the integral metrics defined in Section 6.5. The
results concern both the defined low and higher-speed scenarios.

The Minehunter case study is approached during its early design stage, where
only the main dimensions are known and the propulsion system needs to be defined.
The station-keeping capabilities in a 3-DOF scenario are evaluated thanks to a
static analysis. Only the force allocation system is developed, and optimisation
logic are taken into account according to Section 5.2.2. The adopted KPIs are the
DPCP of Section 6.2.1, the operability index of Section 6.3, and the emission factor
of Section 6.4. The results are reported in terms of DPCP, operability index, and
emission factor for a specific geographical area.

Ultimately, the simulator of the PSV case study is a test case for a 3-DOF
scenario. A 3-DOF controller according to Chapter 5 is adopted with optimised
and simplified allocation logic, and the evaluations are done with the static and
dynamic DPCP of Section 6.2. The results include the static and dynamic analysis
in the simulation environment and the dynamic analysis done after introducing the
real controller hardware inside the simulation loop.
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Figure 8.1: Results - Structure.

8.1 Tito-Neri tug model

The Tito-Neri model described in Section 7.1 is used as a test case for the 2-
DOF scenario, with the control structure of Section 4 and with the target tracking
guidance law of Section 3.1, as shown in Figure 8.1. In this case, the first problem
is to validate the synthesised control system, see Section 8.1.1; after a simulation
campaign is carried out to validate the proposed layout and to understand the
parameter influence assessment, see Section 8.1.2; in the end, an additional test
phase leading with the introduction of the human inside the simulation loop, see
Section 8.1.3.

8.1.1 Smart pilot synthesis results

The smart pilot composed of a speed pilot and an autopilot proposed for the Tito-
Neri test case in Chapter 4 is synthesised according to the method proposed in
Section 4.4. The resulting controller coefficients are reported in Table 8.1.

Coefficient Synthesised value
Ku
P 15.2855

Ku
I 1.1955

Ku
D 2.16

Kψ
P −4.4

Kψ
I −0.2431

Kψ
D −0.8039

Table 8.1: Test Case - Tito-Neri - Smart pilot gains.
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Figure 8.2: Results - Tito-Neri - Smart pilot layout.

The resulting pipeline is shown in Figure 8.2. Here the resulting smart pilot is
tested together with the non-linear model of Chapter 2 tailored on the characteris-
tics of the test case described in Section 7.1. The inputs are the desire heading and
speed time history. They are defined a priori and three test scenario are selected
for this study.

The three test scenarios used in this case are:

� Scenario A: slam start starting from rest with a concurrent heading change.
The desired speed is a step signal from 0 m/s to 0.5 m/s at the initial simu-
lation time, while the desired heading is a step signal from 0◦ to 10◦ always
at the initial simulation time, see Figure 8.3a. The initial conditions consider
the tug at rest (ν0 = [0, 0, 0]) and with the heading pointing toward the North
(η0 = [0, 0, 0]).

� Scenario B: staircase for both velocity and heading changes. A series of
ramps and constant setpoints characterise it. The desired speed time history
comprises an initial value of 0.1 m/s and several ramps leading to 0.2 m/s
increments in the speed setpoint. The ramps start at 0 s, 200 s, and 400 s
with a length of 50 s, 30 s , and 70 s, respectively. The ramps on the heading
setpoints have the same initial time and the same lengths, but they lead to an
increment in the desired heading value of 5◦ with an initial value of zero. See
Figure 8.3b. The initial conditions consider the tug with initial surge (ν0 =
[0.1, 0, 0]) and with the heading pointing toward the North (η0 = [0, 0, 0]).

� Scenario C: encompasses several step signals repeated over time for the ve-
locity. The desired speed time history is characterised by an initial value of
0.1 m/s and by several steps of 0.2 m/s each at the time step 300 s, 700 s,
and 1400 s. The desired heading time history is characterised by an initial
value of 5◦ and by several steps of 5◦ at time step 200 s, 500 s, 800 s, 1300 s,
and 1500 s. In addition, a sinusoidal signal with amplitude 10◦, phase 0,
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(a) Scenario A. (b) Scenario B. (c) Scenario C.

Figure 8.3: Results - Tito-Neri - Smart pilot test desired time histories.

and frequency ω0 = 1/40 rad/s starting at 750 s and ending at 1250 s is
added. See Figure 8.3c. The initial conditions consider the tug with initial
surge (ν0 = [0.1, 0, 0]) and with the heading pointing at 5◦ respect the North
(η0 = [0, 0, 005◦]).

For all the figures reported from now on: the voltage and azimuth angle set-
points are marked with the blue continuous line; the speed and heading state are
marked with the dashed blue line; the speed and heading setpoints are marked
with the red lines; the Ideal Fluid components τI are marked with the light blue
continuous line with circle markers; the Hull Lift components τHL are marked with
the dash-dot green line with asterisk markers; the hull resistance component RT
is marked with the dotted orange line with cross markers; the Hull Cross-Flow
components τHC are marked with the dotted purple line with square markers; the
total hull forces components τH are marked with the blue continuous line with pen-
tagram markers; and the azimuthal components τAZ are marked with the dashed
red line with triangle marker.

8.1.1.1 Scenario A

Firstly, the results coming from the controller synthesis are implemented in scenario
A of Figure 8.3a. The well-known step-response characteristics in terms of rise time,
peak time, settling time and peak are evaluated to verify the effectiveness of the
synthesised controller. Additional information regarding the output value VA and α
are computed as the maximum, minimum, and steady-state values and the settling
time. The result are reported in Figure 8.4, Table 8.2, and Table 8.3.

In the upper part of Figure 8.4a, the time histories of the voltage computed by
the defined speed controller are displayed, while in the bottom part, the results in
terms of speed time history are shown. The related speed step-response and input
characteristics are reported in the first column of Table 8.2 and 8.3, respectively. As
it is possible to see from the results, the synthesised controller reaches the desired
speed without overshooting, and the dual behaviour of the speed time history in
its initial phase is a consequence of the non-linear contributions of the model.

In the upper part of Figure 8.4b, the time history of the desired actuator angle
computed by the defined autopilot is displayed, while in the bottom part, the
result in terms of heading time history is shown. The related heading step-response
and input characteristics are reported in the second column of Table 8.2 and 8.3,
respectively. The results show that the defined controller lets reach the desired
heading with a convergent oscillatory behaviour with a maximum overshoot of
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about 2◦.

(a) Speed and Voltage. (b) Azimuth and heading angle.

Figure 8.4: Results - Tito-Neri - Scenario A, Setpoints and states time histories.

V ψ
Rise time 29 s 8 s

Settling time 57 s 37 s
Peak time / 13 s

Peak / 12◦

Table 8.2: Results - Tito-Neri - Scenario A, Smart Pilot step-response characteris-
tics.

Va α
Maximum value 7.6 V 3.82◦

Minimum value 3.8 V −2.14◦

Steady-state value 4.7 V 0◦

Settling time 64 s 61 s

Table 8.3: Results - Tito-Neri - Scenario A, Smart Pilot input characteristics.

The resultant trajectory is reported in Figure 8.5 and, as expected, is a straight
line with a constant heading equal to 10◦. In the zoom, it is possible to see the
initial transient phase when the tug starts with the heading pointing to the north
and is moving to the heading equal to 10◦.

The resultant propeller revolution is reported in Figure 8.6 and, as expected, has
the same behaviour as the voltage setpoint due to the linear relationship between
the two. The stabilised regime speed is of 13 RPS.

The hull and azimuthal forces and moment computed with the defined non-
linear model of Section 2.3.1 are reported in Figure 8.7. The ideal fluid, lift,
resistance, hull, and azimuthal longitudinal components are reported in Figure 8.7a;
the ideal fluid, lift, cross flow, hull, and azimuthal lateral forces and moments are
reported respectively in Figure 8.7b and 8.7c. The results show that the cross-flow
contributions can be considered equal to zero; hence, the hypothesis of neglecting its
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Figure 8.5: Results - Tito-Neri - Scenario A, Trajectory.

Figure 8.6: Results - Tito-Neri - Scenario A, Propeller revolutions.

contribution in the linearised model is verified. The hull lateral force and moment
have an oscillatory behaviour following the same trend and phase as the yaw rate.
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(a) Longitudinal forces time history. (b) Lateral forces time history.

(c) Moments time history.

Figure 8.7: Results - Tito-Neri - Scenario A, Hull and Azimuthal Forces.

8.1.1.2 Scenario B

The synthesised smart pilot is also tested with scenario B of Figure 8.3b.

In Figure 8.8a, the time history of the voltage computed by the speed controller
in the upper part, together with the resulting speed time history in the bottom
part are reported. Also in this case, the synthesised controller let to reach the
desired speed without overshooting.

In Figure 8.8b, the azimuth angle computed by the heading controller, in the
upper part, is reported together with the real heading time history in the bottom.
The controller allows it to reach the desired heading with a convergent oscillatory
behaviour. Neglecting the initial phase, where the error is considerable, the am-
plitude of the oscillations is related to the ramp slope; indeed, the second ramp
starting at 200 s has a more significant slope with respect to the third one starting
at 400 s and the corresponding azimuthal angle maximum values are more consid-
erable.

As expected, the resultant trajectory is reported in Figure 8.9 and is a series of
straight lines with constant headings. A zoomed picture reports the initial phase
and it is possible to see the tug initial heading pointing to the north and rotating
gradually to the desired value.

The resultant propeller revolution is reported in Figure 8.10 and, as expected,
has the same behaviour as the voltage setpoint (overdamped). It reaches a steady
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(a) Speed and Voltage. (b) Azimuth and heading angle.

Figure 8.8: Results - Tito-Neri - Scenario B, Setpoints and states time histories.

state value after a transient due to each ramp.

Figure 8.9: Results - Tito-Neri - Scenario B, Trajectory.

The hull and azimuthal forces and moment computed with the defined non-
linear model of Section 2.3.1 are reported in Figure 8.11 with the same format of
section 8.1.1.1. Hence, the longitudinal components are shown in Figure 8.11a, the
lateral one in Figure 8.11b, and the moments in Figure 8.11c. The longitudinal
components increase according to the surge speeds, while the lateral and the mo-
ment components have a convergent oscillation phase due to the yaw rate behaviour
at each ramp set. The cross-flow drag components can be considered neglectable,
validating the hypothesis in the linearised model.
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Figure 8.10: Results - Tito-Neri - Scenario B, Propeller revolution.

(a) Longitudinal forces time history. (b) Lateral forces time history.

(c) Moments time history.

Figure 8.11: Results - Tito-Neri - Scenario B, Hull and Azimuthal Forces.
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8.1.1.3 Scenario C

The synthesised smart pilot is also tested with the more complex scenario C of
Figure 8.3c.

In Figure 8.12a, the speed controller-related variables are reported as done be-
fore. The peaks present at each step are a typical behaviour in the DC engines
and are not present in the state variable, i.e. the speed, where they are damped,
as desired. Instead, in Figure 8.12b, the heading controller-related variables are
reported as before. The controller lets reach the desired value besides a small tran-
sient phase after each step; the behaviour is oscillatory convergence. All the steps
have the same amplitude, but the oscillation amplitude will decrease, increasing
time due to the controller integral effect.

(a) Speed and Voltage. (b) Azimuth and heading angle.

Figure 8.12: Results - Tito-Neri - Scenario C, Setpoints and states time histories.

The obtained trajectory is reported in Figure 8.13 and, as expected, is a series
of straight lines with constant headings and with a zig-zag part in the middle. In
this case, the initial heading is equal to the desired one.

The resultant propeller revolution is reported in Figure 8.14 and, as expected,
has the same behaviour as the voltage setpoint. The peaks linked with the voltage
need to be considered for the shafting components design.

The hull and azimuthal forces and moment computed with the defined non-
linear model of Section 2.3.1 are reported in Figure 8.15 with the same format of
section 8.1.1.1. Hence, the longitudinal components are shown in Figure 8.15a,
the lateral one in Figure 8.15b, and the moments in Figure 8.15c. The lateral
forces and moments components are equal to zero besides the transient phases
that follow each step and the time steps from 750 s to 1200 s where the desired
speed is sinusoidal. In this case, the lateral forces and moments components have
a sinusoidal behaviour too, since they are linked with the kinematics of the vessel,
while the peaks are linked with the behaviour of the azimuth angle. The peaks in
the longitudinal forces are also relevant for designing propulsion plant parts like
the thrust bearing.
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Figure 8.13: Results - Tito-Neri - Scenario C, Trajectory.

Figure 8.14: Results - Tito-Neri - Scenario C, Propeller revolutions.
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(a) Longitudinal forces time history. (b) Lateral forces time history.

(c) Moments time history.

Figure 8.15: Results - Tito-Neri - Scenario C, Hull and Azimuthal Forces.
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8.1.2 Target Tracking parameters sensitivity analysis

Thanks to the developed simulation platform and controller, the three guidance law
of Section 3.1 are tested with different combinations of parameters. The adopted
pipeline is shown in Figure 8.16. Here the three target tracking guidance laws
are tested together with the the non-linear model of Chapter 2 tailored on the
characteristics of the test case described in Section 7.1 and the smart pilot of
Section 4.

Figure 8.16: Results - Tito-Neri - Target tracking layout.

Each parameter of the guidance laws influences the ship behaviour in the ap-
proach and following phases. Table 8.4 summarises the target tracking guidance
laws parameters defined according to Section 3.1. This section studies the effect
and physical meaning of each input parameter.

Line-Of-Sight Pure Pursuit Constant Bearing
nLOS
p
k
δ̄thc
δ̄tlc
climit

dD
KPP

ξCB
∆CB

KCB

Table 8.4: Results - Tito-Neri - Parameters of Target Tracking guidance law.

Three scenarios are adopted and defined through three target paths with differ-
ent kinematics. The first path is a straight manoeuvre, as shown in Figure 8.17a
and named A. The second one is a manoeuvre with two direction changes, i.e.
zig-zag manoeuvre; this is reported in Figure 8.17b and is named B. The last is
a manoeuvre with significant heading variations and evolutions representing two
consecutive Williamson turns, as in Figure 8.17c and it is named C.

The simulation campaign done to evaluate the parameter influence assessment
is summarised in the concept map of Figure 8.18. The simulations are done at
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Figure 8.17: Results - Tito-Neri - Operational Scenarios.

Figure 8.18: Results - Tito-Neri - Concept map of the simulation campaign.

constant and variable speed with different combinations of parameters to investi-
gate the Guidance system response. The parameters were assumed to vary in the
following ranges:

� Line-Of-Sight guidance law: nLOS
LPP

∈ [2, 10], k
LPP

∈ [3, 10], p ∈ [0.02, 0.1],

δ̄thc ∈ [5, 50], δ̄tlc ∈ [20, 50], and climit is kept fixed;

� Pure Pursuit guidance law: dD ∈ [2, 15] and KPP ∈ [V ∗
T , VImax ];

� Constant Bearing guidance law: ξCB ∈ [1, 10], ∆CB ∈ [5, 30], and KCB ∈
[0, VImax − V ∗

T ].

The most significant tests that help the reader to understand the influence of the
input parameters are highlighted in orange in Figure 8.18 and reported hereinafter.
The target path A is used for the parameter assessment for the Constant Bearing
and Pure Pursuit, and the analysis of nLOS , p, and k Line-Of-Sight parameters.
The target path B is used for the study of the Line-Of-Sight parameters δ̄thc and
δ̄tlc, while the target path C is used for the validation of the proposed laws and
the overall comparison.

Each parameter and KPI is reported in a non-dimensional form. The simu-
lations were all conducted with the same delay between the interceptor and the
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target at the initial time step using the initial distance between the two objects of
17LPP .

8.1.2.1 Line-Of-Sight analysis

Few trials are performed to evaluate the curvature value, climit, corresponding to
the target course variation threshold for the updating time interval switch. A
value that allows small fluctuations in the path is chosen. The value of climit is
kept constant for all the tests and it is set equal to 0.1LPP . Table 8.4 summarises
the input parameters of the LOS guidance.

The parameters assessment for LOS guidance law is done in two steps. The
first one is needed to evaluate the influence of nLOS , p, and k; for such parameters,
the target path A of Figure 8.17a with a constant speed equal to VT /VImax = 0.6
is used. The second step concerns the evaluation of the influence of δ̄tlc and δ̄thc
parameters. Path B of Figure 8.17b is used to appreciate the change of target
curvature. In all the cases, the target speed is kept constant with the previous
value.

Only the summary of the more significant test is reported in Table 8.5; for the
sake of shortness, a summary of the KPI results is given in Table 8.6.

The first three tests (LOS-1, LOS-2, and LOS-3) help understand the influence
of the radius of the return circle kLPP . Indeed, by keeping all the parameters con-
stant, the stabilising radius is evaluated. As expected, results show that k needs to
be large enough to guarantee algorithm stability. Figure 8.19a reports e fluctuation
time histories, i.e. by increasing k up to the one in test LOS-3, it is possible to
avoid the fluctuation, but the distance s during the steady-state is approximately
equal to the largest value assigned to nLOS , as shown in Figure 8.19b.

Hence, the value of nLOS is decreased in test LOS-4, and a stable following
phase remains at a smaller distance (s ≡ n) concerning LOS-1, LOS-2, and LOS-3.
Of course, in this case, the KPI referred to the time needed to reach the target (tR)
increases since the distance to be covered is larger than the one in the previous
tests.

As the next step in the test LOS-5 and LOS-6, the speed low slope p impact
is evaluated. Converging time is not affected by p increases, but when the target
path has significant variations, the speed setpoint changes too fast. On the other
hand, with smaller values of p, converging time increases, as it is possible to see
from the KPI in Table 8.6 that increase by 75% approximately.

Simulations LOS-7 and LOS-8 are necessary to evaluate the influence of the

Test Target path k nLOS p δ̄tlc δ̄thc

LOS-1 A 3 7 0.04 25 25
LOS-2 A 5 7 0.04 25 25
LOS-3 A 7 7 0.04 25 25
LOS-4 A 7 2 0.04 25 25
LOS-5 A 7 2 0.06 25 25
LOS-6 A 7 2 0.02 25 25
LOS-7 B 7 2 0.04 25 25
LOS-8 B 7 2 0.04 5 25

Table 8.5: Results - Tito-Neri - Summary of LOS Tests.
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Test emax

LPP

emin

LPP

Steady-state
behaviour

of e

smean

LPP

at
steady-state

Steady-state
behaviour

of s

tRVT

LPP

LOS-1 3.7 −3.3 Oscillatory 9 Oscillatory 19
LOS-2 1 −1.2 Oscillatory 7 Oscillatory 37
LOS-3 0.5 −1.2 Convergent 7 Stable 37
LOS-4 0.5 −1.2 Convergent 2 Stable 46
LOS-5 0.5 −1.2 Convergent 2 Stable 34
LOS-6 0.5 −1.2 Convergent 2 Stable 80
LOS-7 3.2 −2.5 Convergent 2 Stable /
LOS-8 2.9 −2.1 Convergent 2 Stable /

Table 8.6: Results - Tito-Neri - Line-Of-Sight KPI.
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(b) Distance s for tests LOS-1 to LOS-6.
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(d) Distance s for tests LOS-7 and LOS-8.

Figure 8.19: Results - Tito-Neri - LOS tests.

time step, δ̄t, for the reference update. As it is possible to see from Table 8.5,
test LOS-7 has the same parameters as test LOS-4 but with the target path B,
while test LOS-8 has a different δ̄thc. In these cases, two direction changes are
present, and it is possible to evaluate the effect of a different δ̄thc on the overshoot
of the distances e. The comparison is shown in Figure 8.19c and Figure 8.19d, and
the KPIs are summarised in Table 8.6. Hence, it is possible to see that a lower
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δ̄thc reduces the maximum and minimum value of distance e. This means that,
as expected, a lower δ̄t is suitable for reducing overshooting after each change of
direction.

In tests LOS-7 and LOS-8, tR cannot be evaluated since the parameter is de-
fined only for straight manoeuvre. However, the trend observed in the straight
manoeuvre could be expected for manoeuvres in which the curvature is relevant.

It is possible to summarise that the radius kLPP of the return circle defines
whether the following phase is stable or not. The parameter nLOS describes the
distance at which the following phase is done, and it can be set as desired. The
slope p of the speed law influences the approach phase. If slope p decreases, tR
increases. Instead, δ̄thc and δ̄tlc parameters change the reference updating and
they become relevant when a relevant curvature is present. When the curvature is
greater than climit, the δ̄thc needs to be small to follow the target path better.

8.1.2.2 Pure Pursuit analysis

The Pure Pursuit input parameters are KPP and ξPP . As shown in section 3.1.2,
KPP is chosen equal to the maximum interceptor speed, allowing the ship to reach
the target as fast as possible and exploit the maximum performance. However, as
a general remark, KPP can be set as desired with the only condition that it should
be greater than the target speed. Indeed, KPP is multiplied for a quantity smaller
than 1 and if it is lower than the target speed, the interceptor will not be able to
reach the target, i.e. the distance between the two ships tends to increase in time.

Hence, the only parameter considered in this analysis is dD. All the tests
reported are carried out through the target path A of Figure 8.17a with a constant
speed equal to VT /VImax = 0.6 and a summary of the more significant tests is
reported in Table 8.7. A summary of the KPI results is given in Table 8.8.

The simulations are done by increasing the value of dD. As it is possible to see
in Figure 8.20a, with the increase of dD, the distance e tends to avoid fluctuation,
from test PP-4 to test PP-6, it is possible to note that the oscillatory and divergent
behaviour disappears. On the other side, the distance s, shown in Figure 8.20b, is
linked with the value of dD, hence the distance at which the following phase is done
increases. The behaviour of s is stable from test PP-3. Another consequence of
increasing dD is the growth of tR despite the distance to cover to reach the target
decrease. It is due to the formulation of the speed law and the presence of dD
under the square root at the denominator. In this case, it is possible to summarise
that the distance dD defines the following phase distance and stability. The value
of dD can be set as desired considering the minimum value (dD = 7.5LPP ) that let
to avoid the oscillations in the following phase.

Test Target path dD

LPP

PP-1 A 2
PP-2 A 4
PP-3 A 5
PP-4 A 7.5
PP-5 A 10
PP-6 A 12

Table 8.7: Results - Tito-Neri - Summary of PP Tests.
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Test emax

LPP

emin

LPP

Steady-state
behaviour

of e

smean

LPP

at
steady-state

Steady-state
behaviour

of s

tRVT

LPP

PP-1 4 −3.8 Oscillatory 3 Oscillatory 31
PP-2 0.8 −1.2 Divergent 4 Divergent 43
PP-3 0.6 −1.2 Divergent 5 Stable 48
PP-4 0.7 −1.2 Convergent 7.5 Stable 62
PP-5 0.9 −1.2 Convergent 10 Stable 73
PP-6 1 −1.2 Convergent 12 Stable 77

Table 8.8: Results - Tito-Neri - Pure Pursuit KPI.
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(b) Distance s for PP tests.

Figure 8.20: Results - Tito-Neri - PP tests.

8.1.2.3 Constant Bearing analysis

The Constant Bearing guidance input parameters are three: KCB , ∆CB , and ξCB .
As in the previous case, all parameters are included within the sensitivity analysis,
except KCB . Indeed, it is set equal to the difference between the maximum inter-
ceptor speed and the target speed in a previous time interval. In this way, as for
the Pure Pursuit case, the interceptor can reach the target as fast as possible and
compensate for the lack of knowledge about the maximum target speed. All the
tests are carried out through the target path A of Figure 8.17a, with a constant
speed equal to VT /VImax = 0.6 and with the distances sdes and edes set to −2LPP
and 2LPP , respectively. With this setpoint, the interceptor follows the target in a
point Ω∗

T set ahead and on the starboard side with respect to the target, as shown
in Figure 3.5. Among all the simulations conducted, only the more significant are
reported in Table 8.9 with the relative KPIs shown in Table 8.10.

The first three tests (CB-1, CB-2, and CB-3) are shown for understanding the
effect of ξCB . Unlike the detected effect on PP laws, in CB, such quantities only
affect tR, i.e. tR increases together with ξCB . The value used in test CB-2 is
considered a good trade-off.

The last three simulation results (CB-4, CB-5, and CB-6) show the influence
of ∆CB . In CB-4, the value of ∆CB is increasing with respect to test CB-2 and,
as reported in Table 8.10 and Figure 8.22a, the oscillation around edes value dis-
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Figure 8.21: Results - Tito-Neri - Sketch of desired distances for CB tests.

Test Target path
dgain,CB

LPP

∆CB

LPP

CB-1 A 1 10
CB-2 A 5 10
CB-3 A 10 10
CB-4 A 5 20
CB-5 A 5 5
CB-6 A 5 30

Table 8.9: Results - Tito-Neri - Summary of CB Tests.

appears. With a smaller value, like in test CB-5, oscillatory behaviour begins, as
shown in Figure 8.22a and Figure 8.22b. Instead, with a larger one, like in test
CB-6, there are no benefits with respect to test CB-4.

It is possible to summarise that the parameter ξCB influences the time necessary
to reach the target (tR), while the parameter ∆CB affects the following phase
stability.

Test emax

LPP

emin

LPP

Steady-state
behaviour

of e

smean

LPP

at
steady-state

Steady-state
behaviour

of s

tRVT

LPP

CB-1 0.4 −2.6 Convergent 2 Stable 26
CB-2 0.4 −2.6 Convergent 2 Stable 46
CB-3 0.5 −2.6 Convergent 2 Stable 80
CB-4 0.45 −2 Stable 2 Stable 46
CB-5 0.45 −4 Oscillatory 2.5 Oscillatory 77
CB-6 0.4 −2 Stable 2 Stable 46

Table 8.10: Results - Tito-Neri - Constant Bearing KPI.
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Figure 8.22: Results - Tito-Neri - CB tests.

8.1.2.4 Parameters selection and validation

The influence of each parameter is investigated in sections 8.1.2.1, 8.1.2.2, and
8.1.2.3 with a sensitivity analysis. Hence, selecting a proper set of parameters for
each mission is possible based on the mission requirements. Here, the hypothesised
mission is that the interceptor must reach the target as soon as possible, with a
stable following phase at the shortest distance allowed. Based on that, a set of
parameters that accomplish the requirements is selected.

For the Line-Of-Sight guidance, the set used for the test LOS-8 of Table 8.5
is selected. The reason is related to the values of KPIs; indeed, the distance s is
the shortest allowed (i.e. the following phase is the nearest), and the distance e is
lower than 3LPP with the target path B of Figure 8.17b, this set lets to reach the
target quickly.

For the Pure Pursuit guidance, the set used for the tests PP-4 of Table 8.7
is selected because it is the simulation with the smallest distance s, as shown in
Table 8.8, without unstable responses during the following phase.

The set used for the test CB-4 of Table 8.9 is selected for the Constant Bearing
guidance. In this law, the distance at which the following phase is done does not
affect the behaviour and can be chosen as desired. This set of parameters allows
reaching the target quickly, as it is possible to see from the tR KPI in Table 8.10
and to have stable behaviour, as it is possible to see from the behaviour of e and s.

The three laws are tested with the set of parameters defined above, with the
target trajectory shown in Figure 8.17c, where the target navigates with a variable
speed, as shown in black in Figure 8.23c. The interceptor starts with an initial delay,
that assumes the same value for all the guidance methods. All the trajectories are
reported together at different time steps better to understand the differences among
the three guidance laws, as shown in Figure 8.24. Here, the three guidance laws
outcomes, Line-Of-Sight, Pure Pursuit, and Constant Bearing are reported in red,
blue, and green, respectively, while the target trajectory is reported in black. The
time history of distance e, distance s, speed V , distance dT,I , and heading angle ψ
is reported from Figure 8.23a to Figure 8.23e.

The Line-Of-Sight guidance is the fastest to reach the target, as shown in Fig-
ure 8.23d, since the speed is set equal to the maximum value for long-distance, see
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Figure 8.23c. However, it has a relevant overshoot after each change of direction,
as shown in the slideshow in Figure 8.24, in the time history of the heading angle
in Figure 8.23e, and in the time history of the distance e and s in Figure 8.23a and
Figure 8.23b. With this law and thanks to the nLOS parameters, is it possible to
set the distance along the vector f

1
for the following phase. Hence, the interceptor

follows the target trajectory with a given distance.
The Pure Pursuit model has a speed law proportional to the distance between

the target and interceptor, and after each change of direction, it tends to converge,
as shown in Figure 8.23e. However, in this law, the distance s is larger during the
following phase than in the LOS and CB laws, as shown in Figure 8.23b. Also,
in this case, it is possible to set the distance at which the following phase (dD) is
done, but in Section 8.1.2.2 is shown that this value needs to be larger than 7.5LPP
to obtain a stable following phase.

The Constant Bearing model, like the Pure Pursuit one, has a speed law pro-
portional to the distance between the target and the interceptor, but in this case,
the speed law depends on the target speed. Indeed, it is possible to give as input
the desired distances for the following phase along the vector f

1
and f

2
(edes and

sdes). This law is the fastest to stabilise after each direction change, as it is possible
to see from Figure 8.23e. Hence, the model with this law tends to converge to a
parallel path with respect to the target one.
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Figure 8.23: Results - Tito-Neri - Overall comparison.
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Figure 8.24: Results - Tito-Neri - Slideshow.
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8.1.3 Human in the loop

The 2-DOF scenario of the Tito-Neri test case is also tested introducing the human
inside the simulation loop. He interacts with the simulator, and the reaction of the
autonomous system can be tested. The ultimate aim of this approach is to further
test the developed tracking algorithm. Indeed, the target trajectories adopted in
Section 8.1.2 are defined a priori, while here the additional evasive action resulting
from human thinking is introduced for further testing. In addition, IMO 2-3 levels
involve humans within the control loop, so it may be a first step to test the systems
from this perspective.

The architecture adopted is drawn in Figure 8.25. The target setpoints are given
manually by an operator via a human-machine interface. Since the target has two
azimuthal thrusters, the manual setpoints are each azimuthal voltage and azimuthal
angle. The signals are processed through the ship model of Chapter 2 that computes
the target trajectory and sends it to the interceptor. The interceptor, instead, is an
autonomous ship model with the 2-DOF controller of Chapter 4 and the Constant
Bearing target tracking law of Section 3.1.3. It automatically computes the course
through the guidance module. It computes a speed and heading setpoints to be sent
to the control module and after to the ship model that computes the interceptor
trajectory that follows the target.

The test is done setting the distances edes and sdes along the f basis equal to
2LPP and −2LPP , respectively and the total time is of 1000 s. The trajectory
covered during the simulation is shown in Figure 8.26a: the target is marked in
red, the interceptor in blue, and the yellow lines are used to connect the target and
interceptor positions at the same time step.

The inputs in terms of azimuth angle and voltage given manually to the target
are shown in Figure 8.26b and 8.26c. The inputs are required for the starboard and
portside azimuth thrusters, but in this case, the choice was to couple the starboard
and portside signals and mimic a navigation situation.

In Figure 8.26d, the speeds of the target and the interceptor are shown. In red
is shown the target speed as the result of the manual inputs, in green is shown the
maximum speed available for the interceptor, in orange, the desired value found by
the guidance law, and in blue is the speed assumed by the interceptor in reaction
to the setpoint given by the guidance.

In Figure 8.26e, the heading setpoint given by the guidance law, in orange, and

Figure 8.25: Results - Tito-Neri - Simulation Loop Framework.

Guidance and motion control logic for Marine Autonomous Surface Ships



127 8.1. TITO-NERI TUG MODEL

the real value, in blue, are shown.
In Figure 8.26f, the distances between the interceptor and the target are shown,

the distance e is shown in yellow, while the distance s is shown in purple.
As it is possible to see in Figure 8.26c, it is tried to keep the maximum speed

available for the target to leave behind the interceptor, and to stop the voltage
inputs of the target, around 700 s, to see how the guidance law reacts when the
target stops. As it is possible to see from the target path in Figure 8.26a, the
trajectory given as input through the azimuth angles in Figure 8.26b has several
changes of direction and ends with a straight path to see the following part. Indeed,
in the final part, the interceptor speed is set equal to the target one, as shown in
Figure 8.26d, and the distances are set equal to the desired values, as shown in
Figure 8.26f. From the results, it is also possible to note that when the speed
target goes to zero, the interceptor stops to wait for the target, as highlighted in
Figure 8.26d, and that the interceptor, thanks to the guidance law, reacts at each
change of direction properly.
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Figure 8.26: Results - Tito-Neri - HIL.

8.2 milliAmpere ferry prototype vessel

The milliAmpere test case described in Section 7.2 is used to test and develop
3-DOF scenarios. All the wall speed range is considered and controlled with two
controllers, the so-called low speed and higher speed, as defined in Section 7.2.

8.2.1 Low Speed range scenario

Different solutions are considered for defining the low-speed range scenarios. All
the controllers have the structure of Figure 8.27, and the test summary is shown
in Figure 8.28.

Figure 8.27: Results - milliAmpere - Low-speed layout.

The three reference model of Section 3.3 are taken into consideration together
with the two solutions proposed for the reference angle α∗

i shown in Section 7.2
and Figure 7.8, the controller of Section 5.1.1, the thrust allocation composed by
the combinator curve of Figure 7.9, and the three different force allocations. The
three allocations are the following:
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Figure 8.28: Results - milliAmpere - Concept map of the simulation campaign.

� κ: optimal allocation solved with non-linear programming techniques of sec-
tion 5.2.2.1. The problem is the one in (5.14) with no inequality constraints,
the equality constraints of (8.1), the objective function of (5.17), the un-
knowns are x = [Xi, Yi, Ti, αi]

T , i = 1, ..., 4, and the lower and upper bound
comes from the minimum and maximum thrust and from the azimuth angle
limits coming from the selected reference angle α∗

i mode.

h(x) =



∑4
i=1Xi − τC(1)∑4
i=1 Yi − τC(2)∑4
i=1(xazi , yazi)× (Xi, Yi)− τC(3)

T 2
i −X2

i − Y 2
i

αi − atan2(Yi, Xi)

(8.1)

� Ξ: optimal allocation solved with non-linear programming techniques of Sec-
tion 5.2.2.1. The problem is the one in (5.14) with the inequality constraints
of (5.16), the equality constraints of (8.1), and the objective function of (5.18).

� Π: semi-optimal allocation solved with Lagrange multiplier method of Sec-
tion 5.2.2.2. The optimum problem is the one of (5.20) where the equality
constraints are the one in (8.2) together with the bounds on the minimum and
maximum thrusts. The bounds were transformed into equalities by introduc-
ing a variable for each inequality as explained in Section 5.2.2.2. The number
of unknowns is reduced since the angle are kept fixed (x = [Ti]

T , i = 1, ..., 4),
the selected angle allocations are shown in Section 7.2 and figures 7.10b and
7.10a.

h(x) =


∑4
i=1 Ti cosαi − τC(1)∑4
i=1 Ti sinαi − τC(2)∑4
i=1(xazi , yazi)× (Ti cosαi, Ti sinαi)− τC(3)

(8.2)



8.2. MILLIAMPERE FERRY PROTOTYPE VESSEL 130

All the combinations are tested through simulations with a four-corner test
scenario shown in [112]. The four-corner test allows the evaluation of the trajectory
tracking capabilities of the ferry for each degree of freedom and with the coupled
motions. During the test, the following waypoints are reached: the starting point
is the position [0, 0, 0◦]T , then the ferry moves to [l, 0, 0◦]T with a pure surge
motion, then it moves in [l, l, 0◦]T with a pure sway motion, then it rotates up
to [l, l, 45◦]T with a pure rotation motion, then it moves in [0, l, 45◦]T coupling
the surge and sway movements, and at the end, it comes back to [0, 0, 0◦]T , thus
coupling all the motions. The side of the square l is assumed to be equal to 10m
in these tests and the time assumed to cover one side is assumed to be t∗ = 100 s.
The scheme is shown in Figure 8.29.

Figure 8.29: Results - milliAmpere - 4 corner test.

The first evaluation is done on the proposed reference models of section 3.3 on
the four-corner trajectory with the IAE-RF metrics. The adopted reference models
are the first-order transfer function, the trapezium speed law, and the ship model.
The results in terms of IAE − RF are reported in Table 8.11. From these, it is
possible to see that the trapezium and the 1st order model have small values of
IAE − RF , while the vessel model has the biggest value due to some delays that
arise when there is a change of the corner. Hence, only the trapezium and the 1st

order reference model are taken into consideration in the following tests.
Since there are two options for the reference angle α∗

i (see section 7.2), two
for the remaining reference model (RM), and three for the force allocation logic
(FAL), hence different tests are proposed and summarised in the first four columns
of Table 8.12.

The results, in terms of the KPI highlighted in section 6.5, are shown in the
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Reference Model IAE−RF
1st order 2.48

vessel model 12.48
Trapezium 0

Table 8.11: Results - milliAmpere - IAE-RF.

last three columns of Table 8.12 and in figures 8.30, 8.31, 8.32, and 8.33. The table
values correspond to the metrics values at the last simulation time step, i.e. at
the end of the four-corner test, while the total time histories are reported in the
figures. All simulations have the same total and partial time extension to make
them comparable. Lower metrics mean better performance in terms of precision,
energy consumption, actuator wear and tear, and actuation error. As it is possible
to see from the results, in general, the cases with the 1st order reference model have
lower (better) values of IAE and IAEW , which means higher precision, while the
cases with the allocation Ξ and Π have, as expected, the smallest values of IADC,
which means they move the actuators less. Allocation κ is generally the best in
terms of IATE. The best value of each metric is highlighted in bold in Table 8.12.

Case α∗
i RM FAL IAE IAEW IADC IATE

1 α∗
A 1st order κ 4,55 1,39 1,32 6,23

2 α∗
A 1st order Ξ 3,30 1,08 1,49 11,88

3 α∗
A 1st order Π 2,17 0,67 0,72 7,36

4 α∗
A Trapez. κ 11,42 6,04 2,36 9,03

5 α∗
A Trapez. Ξ 6,51 3,64 2,55 15,78

6 α∗
A Trapez. Π 3,11 1,58 1,40 14,21

7 α∗
B 1st order κ 2,98 0,91 1,02 3,91

8 α∗
B 1st order Ξ 1,43 0,40 0,94 5,11

9 α∗
B 1st order Π 2,66 0,84 0,74 8,5

10 α∗
B Trapez. κ 6,04 3,43 1,96 5,77

11 α∗
B Trapez. Ξ 9,84 6,46 2,73 16,65

12 α∗
B Trapez. Π 5,09 2,51 1,40 11,12

Table 8.12: Results - milliAmpere - Tests of low-speed controller configurations.

In the end, the results concerning cases 3, 7, 8, and 10 are reported in terms of
trajectory, pose errors in the n frame, and speed errors in the b reference frame in
figures 8.34c, 8.34a, and 8.34b, respectively. In all the figures, in blue are marked
the time histories related to test case 3, with the red dash-dotted line the data
related to test case 5, with the green dashed line the data related to test case
7, and with the dotted light blue line the data related to test case 10. From
the trajectories time histories, it is possible to see the difference between the two
reference models that leads to the different values of the IAE−RF values of Table
8.11; while from the others, it is possible to see that errors are born when the corners
are switched (every 100 s). Since this application aims to have high precision and
reduced azimuth movements, case 8 can be considered a good trade-off for this
case, together with the reference angle α∗

B selection.
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Figure 8.30: Results - milliAmpere - Low-speed configurations tests: IAE.

Figure 8.31: Results - milliAmpere - Low-speed configurations tests: IAEW.
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Figure 8.32: Results - milliAmpere - Low-speed configurations tests: IADC.

Figure 8.33: Results - milliAmpere - Low-speed configurations test: IATE.
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(a) Pose errors n frame. (b) Speed errors b frame.

(c) Trajectories.

Figure 8.34: Results - milliAmpere - Low-speed configurations.
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8.2.2 Higher Speed range scenario

The layout of the controller adopted for the higher speed range of milliAmpere, see
Section 7.2, is the one in Figure 8.35.

Figure 8.35: Results - milliAmpere - Higher speed layout.

The reference model adopted in this case is substituted by the track keeping
guidance laws of Section 3.2. The controller is the one of Section 5.1.1 with integral
gains equal to zero, the thrust allocation is composed by the combinator curve
of Figure 7.9, and the force allocation is the semi-optimal allocation solved with
Lagrange multiplier method of Section 5.2.2.2. The optimum problem is the one of
(5.20) where the equality constraints are the one in (8.2) together with the bounds
on the minimum and maximum thrusts. The number of unknowns is reduced since
the angles are kept fixed, the selected angle allocations are shown in Section 7.2
and Figure 7.10c.

To define the track keeping guidance law, the following parameters are assumed:
Vmax = 1.2ms , Vmin = 0.2ms , d

∗
TK = 8.3LPP , and n = 3.

The proposed higher-speed controller is tested with a series of waypoints that
lead to several heading changes. The desired path is highlighted in blue in Figure
8.36c and defined according to the waypoint list of Table 8.13. Here, in the first
column, there is the waypoint number; in the second and third columns, the po-
sition of the waypoints in the n frame is defined, while in the last two columns,
the angle γ and the distances between each couple of waypoints made of the one
in the same line and the one in the line before are computed. The adopted initial
conditions are: η0 = [0, 0, 0] and ν0 = [0.1, 0, 0]

n xWP yWP γ dwp
1 0 0
2 20LPP 50LPP 69 53LPP
3 30LPP 100LPP 79 51LPP
4 15LPP 150LPP 106 52LPP
5 15LPP 200LPP 90 50LPP
5 80LPP 300LPP 56 120LPP

Table 8.13: Results - milliAmpere - Higher-speed Scenario.
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In terms of resultant trajectory, the results are highlighted with the red line in
Figure 8.36c. The pose errors time history in the f reference frame are reported
in Figure 8.36d, while the corresponding pose in the n frame is reported in Figure
8.37b. The velocity errors in the b frame are reported in Figure 8.37a, while the
corresponding speeds are reported in Figure 8.37c. As it is possible to see from
the results, errors in terms of speed and pose arise, as expected, after each switch,
while the long error f

1
converges on the selected value for the switch nLPP . In

the end, the computed controller forces and moment are reported in figures 8.36a
and 8.36b, while the motor speed setpoints are in Figure 8.37d.

(a) Controller Action τC . (b) Controller components.

(c) Trajectory. (d) Pose errors f frame.

Figure 8.36: Results - milliAmpere - Higher-speed configurations.
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(a) Speed errors b frame. (b) Pose n frame.

(c) Speed b frame. (d) Motor Speed.

Figure 8.37: Results - milliAmpere - Higher-speed configurations.

8.3 Minehunter

The activities done on the Minehunter test case of Section 7.3 evaluates its station-
keeping capability. The analysis is done at the static level during the early stage of
design and different propulsion plants are evaluated to define the performance of
each one. The environmental forces acting on the vessel are computed according to
Section 2.6, and optimum allocation law are defined and solved to verify the forces
and moment equilibrium in the horizontal plane. The adopted layout is shown in
Figure 8.38.

The station-keeping capabilities are evaluated with three key performance in-
dicators: the static Dynamic Positioning Capability Plot of Section 6.2, the oper-
ability indexes of Section 6.3, and the emission factor of Section 6.4.

The environmental conditions adopted for the DPCP analysis consider the wind,
wave, and current disturbances coming from the same direction. The current speed
is considered fixed with a value of 0.5 kn, while the wind and wave conditions are
linked following the Beaufort scale as in Figure 2.9.

The environmental condition adopted for the operability and emission analysis
considers always the wind, wave, and current disturbances coming from the same
direction with the same fixed current speed. The wind and wave conditions of the
selected geographic area are defined through a scatter diagram; for more details, see



8.3. MINEHUNTER 138

Figure 8.38: Results - Minehunter - Layout.

Section 2.6.4. Thanks to these diagrams, for each incoming direction, it is possible
to know all the combinations of significant wave height, H1/3, and zero-crossing
period, Tz, for the selected area, together with the percentage of occurrence. The
data come from the database [3] and refers to the sea area 25, i.e. the area of the
Atlantic Ocean off the Canary Islands as shown in Figure 8.39. For each area, a
scatter diagram is available for incoming direction γi from 0◦ to 360◦ with step 45◦,
together with the percentage of occurrence of each direction pγi shown in Figure
8.40a. For example, a representation of the scatter diagram for a North-East, most
probable, incoming direction is reported in Figure 8.40b. Each cell of the scatter
diagram is linked with a wind speed magnitude through the Pierson relationship
(2.38); to validate the chosen procedure, the statistical distribution of the wind
speeds found is compared with the statistical data always provided in [3]. The
two cumulative distributions are compared in Figure 8.40c. As it is possible to see
from the Figure, the probability distribution coming from the adopted wind-wave
correlation (in blue) provides results comparable to the one based on the statics
observation (in leaf); hence, for this purpose, the adopted correlation is considered
a good approximation of the real conditions.

Figure 8.39: Results - Minehunter - Scatter diagram areas.

The allocation logic is the same for the three key performance indicators. It
is an optimized allocation logic solved with a nonlinear programming method, as
shown in Section 5.2.2.1. Hence, the problem is a constrained optimization problem
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(a) Incoming direction percentage of occur-
rence.
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(b) Scatter diagram - North-East direction.

(c) Cumulative distribution of wind speed.

Figure 8.40: Results - Minehunter - Environmental disturbance.

as the one in (5.14) where the aim is to minimize the total thrust according to (5.17)
under equality and inequality constraints. The unknown x for the configuration
A and B described in Section 7.3 are reported in (8.3) and (8.4), respectively.
The equality constraints are defined according to (8.7) and (8.8), the inequality
according to (8.5) and (8.6), in both cases for configuration A and B respectively.

x = [TAZi , XAZi , YAZi , αAZi , TBTi ] (8.3)

x = [TPi , XPi , YPi , δi, TBTi , TSTi ] (8.4)

g(x) = −TAZi (8.5)

g(x) = |δi| − 30 (8.6)
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h(x) =



2∑
i=1

XAZiη(αi)− τC(1)

2∑
i=1

YAZiη(αi) +
2∑
i=1

TBTi − τC(2)

2∑
i=1

(xAZi , yAZi)× (XAZi , YAZi)η(αi)−
2∑
i=1

xBTiTBTi − τC(3)

T 2
AZi

−X2
AZi

− Y 2
AZi

αi − atan2(YAZi , XAZi)

(8.7)

h(x) =



2∑
i=1

XPiη(δi)− τC(1)

2∑
i=1

YPiη(δi) +
2∑
i=1

TBTi +
2∑
i=1

TSTi − τC(2)

2∑
i=1

(xPi , yPi)× (XPi , YPi)η(δi)−
2∑
i=1

xBTiTBTi −
2∑
i=1

xSTiTSTi − τC(3)

XPi − TPi(1− cxδi)

YPi − TPicyδi)

δi, ifTPi <= (reverse)

(8.8)

8.3.1 DPCP

The resulting DPCPs are reported in Figure 8.41 and Figure 8.42 for configurations
A and B, respectively. The black lines represent the maximum wind speed that
the vessel can support for each angle, while the colour scale represents the wave
height.

Figure 8.41: Results - Minehunter - DPCP configuration A.
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Figure 8.42: Results - Minehunter - DPCP configuration B.

8.3.2 Operability index

The resulting operability index analysis starts from solving the allocation problem
and verifying the equilibrium with the index ζjk. In Figure 8.43a, as an example,
the function ζjk for the North-East incoming direction for the propulsion configu-
ration B is reported. If the equilibrium is verified, the cell is teal, on the contrary,
it is blue. Combining the data of Figure 8.43a with the probability of occurrence of
each cell pjk (data shown in Figure 8.40a ), the operability indexes χγi of (6.1) for
each incoming direction and for configuration is found. The results for the two con-
figurations are reported in Figure 8.43b, in blue are reported the data concerning
configuration B and in leaf are the ones corresponding to configuration A. At this
point, it is possible to assess the overall operability index χtot for each configura-
tion as shown in equation (6.2) taking into account the percentage of occurrence of
each incoming direction shown in Figure 8.40a. The results are reported in Figure
8.43c, in blue is marked the index concerning configuration B and in leaf is marked
the one for configuration A.

The comparison between the propulsive configurations shows a difference in
term operability of about 1%, demonstrating that they are equivalent for such a
purpose in terms of station-keeping capability. The analysis of the absolute number
shows an interesting aspect in probabilistic terms of the days out of services (i.e.
32 days per year for Configuration A and 36 days per year for Configuration B).
It is essential to underline that the calculation does not include additional effects
(e.g. vertical acceleration limits, stability, structural constraints, heeling angle,
etc.) that certainly will reduce the yearly index. As stated before, the operability
index expresses, from a statistical point of view, the probability that the proposed
propulsion configuration can operate in a specific geographic area during the year
according to the statistical environmental conditions given by the scatter diagram
of the area. The results obtained for the two analysed configuration demonstrate
that they are both able to keep the position for more than 90% of the year but does
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(a) Function ζjk, Configuration B, North-
East direction. (b) Operability index for each γi.

to
t (

-)

(c) Operability index.

Figure 8.43: Results - Minehunter - Operability analysis.

not give any information on the power required to do it; hence, from the point of
view of the station keeping capability the two configurations are equivalent.

8.3.3 Emission Factor

The resulting emission factor analysis starts from the definition of the total power
PBjk required by the actuators after the load sharing, of the SFC according to
(6.3), of the hourly consumption according to (6.4), and of the hourly emission
EMPjk according to (6.5). As an example, the resultant concerning Configuration
B with the engine type LBSI, coming direction North-East and for the of CO2

pollutant are reported respectively in figure 8.44a, 8.44b, 8.44c, and 8.44d. On the
other side, combining the probability of occurrence of each cell pjk (data shown in
Figure 8.40a) with the emission EMPjk , the emission indexes ϵPγi of (6.6) for each
incoming direction, for each propulsion configuration, for each engine kind, and
each pollutant is found. Figure 8.45a shows the result for the CO2 pollutant for
both the propulsion configuration and the engine type as a function of the coming
direction. The same representation can also be found for all the pollutants, and
the one related to the CO2 is reported only as an example. In light leaf is reported
the propulsion configuration A with the HSD engine, in leaf is the configuration A
with the LBSI engine, in blue is the configuration B with the HSD engine, and in
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dark blue is the configuration B with the LBSI engine.
At this stage, it is possible to assess the overall emission index ϵPTOT for each

configuration as shown in (6.7) taking into account the percentage of occurrence
of each incoming direction. The data are reported in Table 8.14 and in Figure
8.45b. In the table the data are reported as proportion respect to the reference
value of configuration A with HSD engine. In the Figure, in light leaf is reported
the propulsion configuration A with the HSD engine, in leaf is the configuration A
with the LBSI engine, in blue is the configuration B with the HSD engine, and in
dark blue is the configuration B with the LBSI engine. For the display of results,
the values for CO2 are scaled by 1000, the one of CH4 by 3, and the one of NOX
by 100.

(a) Total Power required. (b) SFC.

(c) Hourly consumption. (d) Hourly emission.

Figure 8.44: Results - Minehunter - Emission factor variables, Conf. B, North-East
direction.

From these results, it is possible to see the average hourly inputs in the operating
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(a) Emission factor for each γi, CO2. (b) Emission factor.

Figure 8.45: Results - Minehunter - Emission analysis.

Configuration A Configuration B
HSD LBSI HSD LBSI

gP
H

gP
H

gP
H

gP
H

CO2 1 0,725 1,289 0,933
CH4 1 201 1,289 259
N2O 1 0,468 1,289 0,603
NOX 1 0,120 1,289 0,257
CO 1 1,29 1,289 1,66

NMVOC 1 0,559 1,289 0,719
SOX 1 0,0185 1,289 0,0238
PM 1 0,103 1,289 0,133
PM2.5 1 0,102 1,289 0,131
BC 1 0,0422 1,289 0,0543

Table 8.14: Results - Minehunter - Emission factor.

area for each propulsion configuration for the two different engines. Of course, the
primary pollutants for the two engines follow the emission factor values given in
Table 8.14; it is possible to see that for the engine type HSD, the main pollutants
are the CO2, NOX , NMVOC, and the CO4 but other pollutants are also present
with non-negligible values. For the engine type LBSI, the main pollutants are
always the same with the CH4, but the others almost always have negligible values.
This reflects the main problem of the LBSI engine, the methane-slip problem; it
is the reason for which the CH4 index in Table 8.14 for the LBSI engine is so
high. An interesting result is obtained when comparing configurations A and B
with the same engine. It is possible to see that the emissions of configuration B
are generally higher due to the higher hourly consumption together with a slightly
lower operability index (see Figure 8.43c). Indeed, the operability indexes were
almost equivalent, but the real difference was in the total thrust and, consequently,
in the total power required to achieve the same performance. It turns out that
configuration A has a lower energy deployment than configuration B, leading to a
lower emission index. Instead, by comparing the same layout configuration with
the two different engines, it is possible to see how pollutants differ and to assess
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with which configuration the possible given limits are met.

8.4 Platform Supply Vessel

After the static analysis, necessary for the initial design, in this case study the
subsequent analysis approach considering the chosen propulsion system is seen
to define the dynamic capabilities. Indeed, the activities done on the PSV case
study of Section 7.4 are linked to the evaluation of the station-keeping capability
with both static and dynamic approaches and the design of a dynamic positioning
controller.

The environmental forces acting on the vessel are computed according to Section
2.6 and a 3-DOF controller is developed to ensure the station-keeping capability.
The 3-DOF controller, as shown in Figure 5.1, comprises a controller, a force
allocation logic, and a thrust allocation logic. The pipeline is shown in Figure
8.46.

Figure 8.46: Results - PSV - Layout.

The controller is composed of the environmental feedforward controller de-
scribed in Section 5.1.2; indeed in the vessel, an anemometer is present, and it
is possible to estimate the wind speed and coming direction. The thrust allocation
logic is indeed defined through the azimuthal and bow thruster combinator curves
of figures 7.16 and 7.17. The allocation logic is solved in two different ways. Indeed,
six unknowns (two for each azimuthal angle and one for each bow thruster) lead
to an over-actuated propulsion plant and infinite solutions.

The first approach simplifies the problem by reducing the unknowns; this is
done by fixing the azimuthal angles and is the approach described in Section 5.2.1.

The second solution consists of solving an optimum problem through the La-
grange multiplier method of Section 5.2.2.2. The optimum problem has the un-
knowns of (8.9) where the two bow thrusters are considered as an equivalent one
as done for the simplified approach. The objective function tends to minimize the
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total thrust and is the one stated in (5.17), and equality constraints are the one de-
fined in (8.10) ensuring the equilibrium in the horizontal plane and the relationship
between the unknowns.

x = [TAZi , XAZi , YAZi , TBTeq ], i = 1, 2 (8.9)

h(x) =



2∑
i=1

XAZi − τC(1)

2∑
i=1

YAZi + TBTeq − τC(2)

2∑
i=1

(xAZi , yAZi)× (XAZi , YAZi)− xBTeqTBTeq − τC(3)

T 2
AZi

−X2
AZi

− Y 2
AZi

(8.10)

8.4.1 Static Analysis

The first step evaluates the station-keeping capability through the DPCP static
analysis of Section 6.2.1. The capability of both the optimised and the simplified
allocation are evaluated in this case. The selected environmental disturbances for
the analysis considered those coming from the same direction and a constant cur-
rent and wave magnitude, hence, only the wind speed is increased. The current
speed is considered equal to 1.5 kn, while the wave height and zero crossing period
are considered equal to 6.2m and 10.4 s, respectively. The dynamic allowance co-
efficient is not considered in this analysis. The resulting DPCP is shown in Figure
8.47. The results concerning the simplified allocation are marked in blue, while
those concerning the optimized allocation are marked with the dashed orange line.
In this case, the optimized allocation does not provide many benefits in terms of
station-keeping capability for two reasons: firstly, the available degrees are lim-
ited compared to typical dynamic positioning applications where the optimization
method is essential; secondly, by using azimuthal thrusters and bow thrusters, the
first object to be saturated is the bow thruster, which limits the performance of
the system. However, using an optimized system adds the security of having the
best possible solution at the implementation level, which is not guaranteed by the
simplified logic.

8.4.2 Dynamic Analysis

The second step was the introduction of the time domain in the station-keeping
capability evaluation. The developed controller is implemented in the time do-
main simulator representing the PSV and a simulation campaign is done to find
the maximum environmental disturbance that the ship can support without having
position and heading errors after the transient phase larger than defined offsets.
The final result is the dynamic DPCP of Section 6.2.2. The selected environmental
conditions are the same used for the static analysis, hence only the wind speed
magnitude is increased. The offsets adopted for verifying the selected environmen-
tal condition are the following: the position error offset is 1

4LPP , while the heading
offset is 15◦. The adopted allocation is simplified since there are no sensible dif-
ferences, as shown from the static analysis. Two hundred and fifty simulations of
4000 s are carried out to define the dynamic DPCP shown in Figure 8.48.
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Figure 8.47: Results - PSV - Static DPCP.

Figure 8.48: Results - PSV - Dynamic DPCP.

The dynamic positioning capability plot found at the dynamic level, marked in
yellow, is now compared with the one found at the static level, marked in blue.
Considering the dynamic effects of the whole ship system, the maximum environ-
mental disturbances that the ship can support are lower. This is the reason for
taking into account the dynamic allowance coefficient in the static analysis; indeed,
in the end, the static DPCP with a dynamic allowance coefficient equal to 1.25 is
marked in red.
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The dynamic analysis also embraces a detailed review of the simulation results
for several environmental conditions. Here, the result of a simulation in the time
domain is shown as an example. The simulation is done with all the disturbances
coming from the same direction but with a change of direction at 1500 s, otherwise
than in the simulations used for the dynamic DPCP where the disturbances always
maintain the same direction. The coming direction change from 0◦ to 45◦, the
current speed is always 1.5 kn, the wave height and zero crossing period are consid-
ered equal to 6.2m and 10.4 s respectively, and the wind speed is assumed equal to
38 kn. The simulation is carried out for 5000 s to test the stability of the system,
and the results are reported in figures 8.49 and 8.50. The trajectory is shown in
Figure 8.49a with respect to the circle that defines the limiting position. The pose
and the speed errors are shown respectively in figures 8.49b and 8.49c, in the pose
error are reported in orange the defined offset. The outputs of the allocation are:
the azimuthal angles of Figure 8.49d, here it is possible to see that the fixed angle
allocation changes at 1500 s when the coming direction of the disturbances changes;
the shaft revolutions of Figure 8.50b; and the pitch of the bow thruster of Figure
8.50a, here it is possible to see that when the lateral thrust is required they are
near to the saturation limits. In the end, relative speeds, the wave height, and the
coming directions are reported in figures 8.50c, 8.50d, and 8.50e.

(a) Trajectory.
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(b) Pose Error.
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(d) Azimuth angle.

Figure 8.49: Results - PSV - Coming direction 0◦ to 45◦.
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(a) Bow thruster pitch.
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(b) Azimuthal revolutions.
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Angle.
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counter Angle.
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(e) Wave Elevation and Encounter Angle .

Figure 8.50: Results - PSV - Coming direction 0◦ to 45◦.

8.4.3 Real-Time Hardware in the loop

In a real system, the whole control system has to work in real-time, and the au-
tomation designer must ensure that the performance foreseen by simulation will
also be maintained in a real environment. To this end, it is necessary to limit most
of the differences between the two worlds. This could be made possible by adopt-
ing the Real- Time Hardwarde In the Loop (RT HIL) method. Several CPUs are
usually used to control different components of the propulsion system, trying to
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Figure 8.51: Results - PSV - Hardware in the loop Layout.

limit the loss of functionalities in case of failure of one of them. Unfortunately, the
behaviour of the real hardware on board could differ from the simulated one during
the preliminary design phase. The main differences could be due to the cyclic time
of the CPUs, the time delay in exchanging data among controllers and the native
functions that can be implemented; further differences can be represented by the
presence of many functionalities usually not implemented in the ship numerical
model (but that interact with the propulsion control) and the thousands of signals
that the automation has to monitor on the real system.

Figure 8.51 shows a general sketch of the RT HIL methodology. The simu-
lated vessel model is the one also used for the dynamic analysis of Section 8.4.2
and is implemented in a Matlab & Simulink environment, while the controller is
implemented in the real Programmable Logic Controller (PLC). In this way, the
physical availability of the ship is not required. Generally, the test of the real con-
troller is made onboard, partially during the delivery period and completely during
ship full-scale trials. These trials are time-consuming and very expensive, requiring
ship availability. By using RT HIL simulation, the physical availability of the ship
is not required and the controller testing can be done even before the ship is built.
The controller is the AC500 CPU family produced by ABB. The CPU model used
for RT HIL test is the PM591 with the following processor module characteristics
related to cycle time for one instruction: (i) Binary min. 0.002µs; (ii) Word min.
0.004µs; (iii) Floating point 0.004µs. A real-time application executes the ship
model; an Open Platform Communications (OPC) client reads the command pa-
rameters on the controllers through OPC servers and returns the feedback. OPC
servers and the application are on the same PC, and each OPC Server exchanges
data with the controllers through Ethernet LAN.

Hereinafter, the results concerning the RT HIL (named HIL) are reported to-
gether with the simulated results that are named SIM. The controller parameters
are modified to allow the RT HIL controller to converge. The environmental dis-
turbances are aligned and coming from 90◦, with a wind speed magnitude equal to
20 kn, a current speed equal to 1.5 kn, a wave height equal to 6.2m, and a wave
period equal to 10.4 s. In all the figures, the continuous orange line refers to the
RT HIL test, while the blue dotted line refers to the SIM.

In Figure 8.52a reports the trajectories of the ships, and it is worth of notice
that all the design requirements are satisfied (black dotted line equal to LPP /4). In
Figure 8.52b, the position and heading errors are reported, the green dotted lines
refer to the maximum allowed errors, these are set equal to LPP /4 for the position
errors, and equal to 15◦ for the heading error. The figure shows a more significant
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fluctuation in the case of RT HIL due to previously mentioned motivations. In
Figure 8.52d both setpoint and feedback of the propeller revolutions are reported.
Thanks to the fast dynamic of the electric prime mover, it is possible to note that
no delays in actuation are experienced. Figure 8.53a shows the azimuth angle
setpoints. Figure 8.53b shows required bow propeller pitch time histories. It is
possible to notice that the mean values of commands are similar for RT HIL and
SIM results. In Figures 8.53c and 8.53d, the time histories of azimuthal and tunnel
thrusters are reported. In both cases, the actuation strictly follows the commands
by remaining within their design limits.
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(d) Azimuthal revolutions.

Figure 8.52: Results - PSV - RT HIL and SIM results.
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(a) Azimuthal angle.
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(b) Bow thruster pitch.
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(c) Azimuthal Thrust.
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Figure 8.53: Results - PSV - RT HIL and SIM results.
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Chapter 9

Conclusion and future
developments

The proposed guidance and control methods for 2-DOF and 3-DOF scenarios are
applied to four case studies leading to models to full scale vessels, and the per-
formances are evaluated through proper key performance indicators. An approach
design for a 2-DOF controller synthesis is presented and applied to the Tito-Neri
model, together with the target tracking guidance laws and the relative sensitivity
analysis. The last one highlights that the choice of parameters is strongly influ-
enced by the operational condition and how each parameter affects the behaviour.
The controller is designed to guarantee the stability of the closed loop, together
with some performance like the rapid convergence to the setpoint and the over-
shoot limitation. The human factor is also introduced inside the simulation loop to
stress the proposed architecture. A 3-DOF control pipeline is defined and applied
at the milliAmpere prototype. Two separate controllers for the low- and higher-
speed ranges are defined with the same controller layout and different strategies
for each subsystem. The results are compared through integral metrics. A focus
on evaluating station-keeping capabilities during the early stages design is made in
the Minehunter case study; in addition to the DPCP, an index for emissions and
one for operability are defined. Lastly, a 3-DOF control controller is also applied
to a PSV, and its performances are evaluated using static and dynamic DPCP;
finally, the developed controller is also tested on real hardware.

The layouts investigated and developed for the 3-DOF and 2-DOF scenarios
represent the foundation for the following integration with the navigation, global
path planning, and collision avoidance systems. Given the generalized nature of
the developed layouts, these can be applied to different scale models, mainly those
available in the UniGe infrastructures, to conduct experimental tests and lead
the subsequent integrations. Indeed, the development of both scenario pipelines
allows future developments over the entire operating range of the models, and the
effectiveness of the higher-level logic implemented later also depends on them.

Naturally, the scenarios developed need subsequent improvements to increase
their performance; indeed, motion prediction is not taken into account in both the
2-DOF and 3-DOF layouts, and if integrated, it could lead to significant benefits. It
is an essential addition, mainly in the target tracking motion control scenario where
predicting the future motion of the target could be helpful in the approach phase.
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Additional aspect that should be investigated in the target tracking scenario is
the constraints that the regulations represent regarding relative positions between
the two moving objects. A limitation is due to the types of controllers used for
both scenarios, which need to be tailored to the case study employed. Another
critical improvement is introducing the bumpless function to link the 2-DOF and
3-DOF scenarios. The parametric formulations adopted to take into account the
hydrodynamic interactions between the thrusters and the hull and between the
thrusters themselves is another limitation; a more precise formulation of these
coefficients for the 3-DOF scenarios could lead to significant improvements in force
allocation. Moreover, only one controlled element is considered, and cooperation
between several vessels is not taken into accout. Finally, object of further studies
is failure management, which must be integrated into the defined scenarios.

In addition to those mentioned above, further improvements may include intro-
ducing MPC control systems and the stability and bifurcation analysis of closed
cycles with guidance for both scenarios.

Of future interest could be an investigation into how the developed procedures
can be incorporated into current regulations to move on to the next level from
experimental to actual implementation. The cooperative vision must be increas-
ingly considered, and the individual strategies must be integrated with the general
pipeline defined in the previous chapters. Indeed, keeping the overall vision into
account and integrating it with the various pieces of the final system will serve to
achieve the final objective of complete autonomy. At the same time, the individual
focus is defined and structured in such a way as not to talk to the general struc-
ture, which will only lead to slowing down the process. At a more general level,
however, studies on the subject will have to address the evaluation of cybersecurity
aspects, moral implications, and economic and regulatory aspects that need to be
implemented. Of further interest could also be the definition of the benefits and
needs associated with autonomous navigation at the local level in order to focus
on the territory and respond promptly to its demands; this could be accompanied
by a detailed analysis of the impact and confidence placed in these technologies at
the local level by humans.

Numerous overarching inquiries still need to be solved in the international and
legislative spheres and are anticipated to find resolution in the years ahead. Pri-
marily, these queries are oriented toward establishing a regulatory structure. The
trajectory adopted by the International Maritime Organization (IMO) in formulat-
ing definitions for its four levels of automation indicates a trend toward inclusive
and less detailed regulations governing various autonomy levels, potentially neces-
sitating adherence to uniform regulations. A pivotal concern also revolves around
the approach to handling collisions, prompting contemplation on the continuity of
COLREG or the development of novel standards tailored to this evolving naviga-
tion paradigm.
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Nomenclature

A ∈ R3x3 Allocation matrix

a ∈ R Coefficient of the simplified FAL (−)

{ai} ∈ R3 Vessel/Interceptor velocity fixed frame

Ae ∈ R8x8 Augmented state matrices

AF ∈ R Projected frontal area exposed to the wind (m2)

AL ∈ R Projected lateral area exposed to the wind (m2)

ALsub ∈ R Submerged lateral area (m2)

AOL ∈ R6x6 A matrix of the open loop state equation

aset ∈ R Desired acceleration for the track keeping guidance (ms2 )

{bi} ∈ R3 Vessel-fixed frame, BODY frame

Be ∈ R8x2 Augmented state matrices

BOL ∈ R6x2 B matrix of the open loop state equation

bowangle ∈ R Angle between b1 and a line drawn from the foremost point in the
water line to the point at B/4 on the water line (rad)

{ci} ∈ R3 Azimuthal thrust fixed frame

c ∈ R Curvature (ms2 )

c′, k, c, d, d′, e, e′ ∈ R Oltman model parameters (−)

CA ∈ R3x3 Hydrodynamics Coriolis and centripetal matrix

CCFD ∈ R Cross-flow drag coefficient (−)

climit ∈ R Curvature threshold (ms2 )

CN ∈ R Moment wind resistance coefficient (−)

CQ ∈ R Adimensional propeller torque(−)

CRB ∈ R3x3 Coriolis rigid body matrix

CT , CQ ∈ R Open water characteristics (−)
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CWLaft ∈ R Water plane area coefficient of the water plane area behind midship
(−)

cx ∈ R Rudder thrust parameter (−)

CXAF ∈ R Longitudinal force wind resistance coefficient (−)

CY ∈ R Lateral force wind resistance coefficient (−)

cy ∈ R Rudder thrust parameter (−)

D ∈ R3x3 Damping matrix

D ∈ R Propeller diameter (m)

{di} ∈ R3 Waypoints fixed frame

dD ∈ R Desired distance for PP speed law in the following phase (m)

δ̄t ∈ R Time interval (s)

δ̄thc ∈ R Time interval for high curvature in LOS guidance (s)

δ̄tlc ∈ R Time Interval for low curvature in LOS guidance (s)

derr ∈ R Distance between the desired path and the interceptor (m)

DL ∈ R3x3 Linear viscous damping matrix

DNL ∈ R3x3 Non linear damping matrix

d∗TK ∈ R+ Distance at which the acceleration phase is designed in track keeping
guidance (m)

d∗ ∈ R Distance corresponding to the LOS speed law maximum speed (m)

dsw ∈ R Along-track distance respect to ΩWP2
(m)

dT,I ∈ R Interceptor-Target distance (m)

dWP ∈ R Distance between waypoints (m)

{ei} ∈ R3 (ΩT −ΩR) fixed frame

e ∈ R Component on f
2
of the distance vector between the interceptor and the

target (m)

ecorr ∈ R Residual error distance between the target and edes

edes ∈ R Desired distance on f
2
in the CB guidance law (m)

EFP ∈ R Pollutant emission factor ( kgPlfuel
)

eIAE ∈ R IAE error (−)

eIAE−RF ∈ R IAE-RF error (−)

eIATE ∈ R IATE error (−)
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EMPjk ∈ R Emission given by each pollutant for each cell ( gPh )

eψ ∈ R Heading error in the smart pilot controller (rad)

e∗ Error between the computed trajectory and the selected waypoint (m)

eu ∈ R Speed error in the smart pilot controller (ms )

{f
i
} ∈ R3 Target velocity fixed frame

F e ∈ R8x2 Augmented state matrices

G = [xG, yG] ∈ R2 centre of gravity (m,m)

Ge ∈ R2x2 Matrix with PID gains

{hi} ∈ R3 (ΩI −ΩT ) fixed frame

HCjk ∈ R Total hourly consumption for each scatter diagram cell ( gPh )

HS ∈ R Main wave height (m)

i ∈ R Current of the DC motor (A)

IADC ∈ R Integral of Absolute Differentiated Control (−)

IAE ∈ R Integral of Absolute Error (−)

IAE −RF ∈ R IAE for the reference model (−)

IAEW ∈ R Integral of the absolute value of the error multiplied by the energy
consumption (−)

IATE ∈ R Integral of Absolute Thrust Error (−)

iGB ∈ R Gearbox ratio (−)

IT ∈ R Moment of inertia of the shaftline (kgm2)

IZ ∈ R Vessel inertia (kgm)

J ∈ R Advance angle (−)

k ∈ R Fraction of the LOS circle (−)

Kα ∈ R Constant representing the rotational speed (Hz)

KCB ∈ R Speed gain of the CB speed law (ms )

KCL ∈ R2x8 Matrix with PID gains

KD ∈ R3x3 3-DOF controller derivative coefficient matrix

Kψ,u
D ∈ R Smart pilot derivative coefficients

Ke ∈ R Constant of the DC motor (NmA )

KI ∈ R3x3 3-DOF controller integral coefficient matrix

Kψ,u
I ∈ R Smart pilot integral coefficients
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Km ∈ R Mechanical constant of the DC motor (NmA )

KP ∈ R3x3 3-DOF controller proportional coefficient matrix

Kω ∈ R Constant representing the total inertia (Hz)

KPP ∈ R Speed gain of the PP speed law (ms )

Kψ,u
P ∈ R Smart pilot proportional coefficients

KT ,KQ ∈ R Open water characteristics (−)

L ∈ R Inductance of the DC motor (H)

LOA ∈ R Overall length (m)

LOS ∈ R Longitudinal distance between the fore most and aft most point under
water (m)

LPP ∈ R Length between perpendiculars (m)

m ∈ R Mass of the ship (kg)

MA ∈ R3x3 Added mass matrix

MRB ∈ R3x3 Inertia matrix

msin ∈ R Tangent that approximates the sinus around α = 0 (−)

n ∈ R Fraction of the distance for waypoint switch (−)

n ∈ R Desired shaft-line revolution (RPS)

{ni} ∈ R3 Earth-fixed frame, NED frame

nac ∈ R Number of actuators (−)

nE ∈ R Engine revolution (RPS)

nH ∈ R Number of the wave height values on the scatter diagram (−)

nLOS ∈ R Fraction of the LOS speed law minimum distance (−)

nP ∈ R Propeller revolution (RPS)

nT ∈ R Number of the wave period values on the scatter diagram (−)

Nu, Nv, Nr ∈ R Ship model parameters

P ∈ R8x8 Lyupanov LMI matrix

p ∈ R Slope of the LOS speed law (−)

PBjk ∈ R Power required for each engine (kW )

PB%jk
∈ R Percentage of the engine load of each cell (−)

PBtotjk ∈ R Total power required by the actuators in each scatter diagram cell

(kW )
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pγi ∈ R Percentage of occurrence of each environmental direction (deg)

pjk ∈ R Probability of occurrence of the cell of the scatter diagram (−)

P (t) ∈ R Power consumption IAEW (−)

Q ∈ R8x8 Lyupanov LMI matrix

QB ∈ R Engine torque (Nm)

QD ∈ R Delivered torque (Nm)

Qfric ∈ R Friction torque (Nm)

QO ∈ R Propeller torque (Nm)

R ∈ R Resistance of the DC motor (Ω)

Rtofrom(∗) ∈ R3x3 Rotation matrix

RT ∈ R Resistance (N)

S ∈ Rnacxnac Weight diagonal matrix FAL ( 1
N2 )

{si} ∈ R3 Propeller plus rudder fixed frame

s ∈ R (ΩT −ΩI) on f1 (m)

sdes ∈ R Desired distance on f
1
in the CB guidance law (m)

SFC ∈ R Specific Fuel Consumption ( g
kWh )

SFCb ∈ R Lowest SFC for a given engine ( g
kWh )

SFCeik ∈ R SFC of the single-engine for each scatter diagram cell ( g
kWh )

smean ∈ R Mean value of s during the following phase (deg)

t0, t1, t2, t3 ∈ R Time steps in the trapezium speed law (s)

T ∈ R Vessel draft (m)

T act ∈ Rnac Actuated thrust (N)

TAZ ∈ R Azimuth thrust (N)

TBT ∈ R Bow thruster thrust (N)

ti = [Xi, Yi] ∈ R2 Thrust component (N,N)

TP ∈ R Peak wave period (s)

tR ∈ R Interceptor path convergence time in a straight path manoeuvre (s)

t∗ ∈ R Time for covering the segment between waypoins (s)

Tt−1 ∈ Rnac Vector of thrust magnitudes at the previous time step (N)

Tz ∈ R Zero-crossing wave period (s)
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u ∈ R Smart pilot design speed (ms )

uOL ∈ R2 Input sector of the linearised model (V, rad)

V ∈ R Desired angle setpoint at each time step (ms )

V ∈ R Interceptor velocity (ms )

VA ∈ R Voltage (V )

Va ∈ R Advance speed (ms )

VAset ∈ R Voltage setpoint (V olt)

VCURR ∈ R Current speed magnitude (ms )

Vd ∈ R Desired speed (ms )

VImax ∈ R Interceptor maximum speed (ms )

Vmax ∈ R Maximum admitted speed (ms )

Vmin ∈ R Selected minimum speed in the track keeping guidance law (ms )

Vr ∈ R Incoming propeller velocity (−)

V T ∈ R Target velocity (ms )

V T,I ∈ R Velocity vector of the CB speed law (ms )

V ∗
T ∈ R Maximum target speed in the a defined time interval (ms )

VWIND ∈ R Relative wind speed (ms )

V (x) ∈ R Lyupanov Function

Wi ∈ Rnacxnac Weight diagonal matrix FAL ( 1
N2 )

W IAE ∈ R3x3 Diagonal matrix penalising the pose error (( 1
m2 ,

1
m2 ,

1
rad2 ))

W IATE ∈ R3x3 Diagonal matrix penalising the thrust error (( 1
N ,

1
N ,

1
Nm ))

WPlist ∈ Rnx2 Waypoints list (m,m)

W τ ∈ R3x3 Diagonal matrix penalising the thrust vector (( 1
N ,

1
N ,

1
N m ))

xd ∈ R Desired position in f
1
(m)

xLOS ∈ R Half position of the longitudinal distance between the fore most and aft
most point under water (m)

xLsub ∈ R Center of the submerged lateral area (m)

xOL ∈ R6x1 Open loop state vector (ms ,
m
s ,

rad
s , rad,RPS, rad)

Xu, Xv, Xr ∈ R Ship model parameters

Xu̇, Xv̇, Xṙ ∈ R Added mass coefficients

Xvr, Xrr, Xvv ∈ R Ship model parameters
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Y ∈ R2x8 Lyupanov LMI matrix

Yu, Yv, Yr ∈ R Ship model parameters

Yu̇, Yv̇, Yṙ ∈ R Added mass coefficients

z ∈ R Additional variables in lagrange multiplier problem

zWL ∈ R Quota of the waterline with respect to the keel line (m)

α ∈ R Azimuthal thrust angle (rad) or (deg)

αk ∈ R Angle between n1 and e1 (deg)

α̇max ∈ R Maximum rotation speed of azimuthal thruster ( rads )

αrelR+1,I
∈ R Relative bearing angle (deg)

αrelT,I ∈ R Relative bearing angle between target and interceptor (deg)

αset ∈ R Azimuth angle setpoint (deg)

αt−1 ∈ Rnac Actuator angles at the previous time step (deg)

β ∈ R Drift angle (deg)

βP ∈ R Hydrodynamic pitch angle (−)

χcorr ∈ R It is the difference between χdes and χT (deg)

χdes ∈ R Desired course angle in the CB heading law (deg)

χγi ∈ R Operability index for each incoming direction (−)

χI ∈ R Interceptor course angle (deg)

χT ∈ R Target course angle (deg)

χtot ∈ R Operability index (−)

δ ∈ R Rudder angle (deg)

∆α ∈ R Maximum actuator angle at each time step (deg)

∆CB ∈ R Parameter of the CB heading law (deg)

∆LOS ∈ R Component of distance vector between the interceptor and the desired
position on e1 (m)

ϵ ∈ R Tuning parameter to adjust the azimuth behaviour (rad)

ϵPγi ∈ R Emission index for each incoming direction and for each pollutant ( gPh )

ϵPtot ∈ R Global emission index of each pollutant ( gPh )

η = [x, y, ψ]T ∈ R3 Vessel pose in n frame (m,m, deg)
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η(αi) ∈ R Thruster’s efficiency (−)

η̇ = [ẋ, ẏ, ψ̇]T ∈ R3 Vessel velocity in the n frame (ms ,
m
s ,

deg
s )

η∗
D ∈ R2 Desired position trajectory (m,m)

ηR ∈ R Relative rotative efficiency (−)

ηTR ∈ R3 Trajectory - pose time history (m,m, deg)

ηTRP ∈ R Transmission efficiency of the shaftline (−)

Γ ∈ Rnacxnac Weight diagonal matrix FAL ( 1
deg2 )

γCURR ∈ R Wind angle of attack (deg)

γi ∈ R Environmental coming direction (deg)

γWAVE ∈ R Wave coming direction (deg)

γWIND ∈ R Wind angle of attack (deg)

λ ∈ R Lagrange multiplier

µ ∈ R Peak limit LMI parameter

ν = [u, v, r]T ∈ R3 Vessel velocity in the b frame (ms ,
m
s ,

deg
s )

Nu̇, Nv̇, Nṙ ∈ R Added mass coefficients

ν̇ = [u̇, v̇, ṙ]T ∈ R3 Vessel acceleration in the b frame (ms2 ,
m
s2 ,

deg
s2 )

νR = [uR, vR, r]
T ∈ R3 Relative speed between the ship and the current (ms ,

m
s ,

deg
s )

νTR ∈ R3 Relative desire velocity time history (ms ,
m
s ,

deg
s )

ΩPi ∈ R2 i− Propeller position (m,m)

ω ∈ R Engine speed ( rads )

ΩAZi ∈ R2 i− Azimuthal thruster position (m,m)

ωd ∈ R Desired motor speed ( rads )

ΩI ∈ R2 Origin of hi-frame, vessel point (m,m)

ΩR+1 ∈ R2 Proposed reference point in LOS guidance (dm,m)

ΩR ∈ R2 Origin of ei-frame, reference point (m,m)

ΩT ∈ R2 Origin of f
i
-frame, target point (m,m)

ΩWP1 ∈ R2 Position of the first waypoint (m,m)

ΩWP2 ∈ R2 Position of the second waypoint (m,m)

ϕ ∈ R Desired angle setpoint at each time step (deg)

ψ ∈ R Interceptor heading angle (deg)
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ψd ∈ R Desired heading (deg)

ψlos ∈ R Angle between e1 and the radius kLPP (deg)

ρ ∈ R Water density ( kgm3 )

ρair ∈ R Air density ( kgm3 )

τ1 ∈ R Time constant of the first order reference model (s)

τ = [X,Y,N ]T ∈ R3 General forces and moment array (N,N,Nm)

τAZ ∈ R3 Azimuth thruster forces and moment array (N,N,Nm)

τAZα ∈ R Azimuth angle time constant (s)

τAZn ∈ R Shaft line time constant (s)

τBT ∈ R3 Bow Thruster forces and moment array (N,N,Nm)

τC ∈ R3 Control action (N,N,Nm)

τENV ∈ R3 Environmental forces and moment array (N,N,Nm)

τFB ∈ R3 Feedback control action (N,N,Nm)

τFF ∈ R3 Feedforward control action (N,N,Nm)

τH ∈ R3 Hull forces and moment array (N,N,Nm)

τHC ∈ R3 Cross Flow Drag forces and moment array (N,N,Nm)

τHL ∈ R3 Lift forces and moment array (N,N,Nm)

τ I ∈ R3 Ideal Fluid forces and moment array (N,N,Nm)

τP ∈ R3 Actuator forces and moment array (N,N,Nm)

τPD ∈ R3 Average of the forces and moment required by the PD controller in a
previous fixed time interval (N,N,Nm)

τRB ∈ R3 Longitudinal and lateral forces and the moment acting on the vessel
(N,N,Nm)

τ̇∗ ∈ R Adimensional thrust derivative coefficient IADC (−)

τWIND ∈ R3 Forces and moment array (N,N,Nm)

θ ∈ R Angle between n1 and h1 (deg)

υ ∈ R Decay rate (Hz)

ξ ∈ R Angle between n1 and d1 (deg)

ξCB ∈ R CB speed law parameter (m)

ξold ∈ R Angle defined by the previous couple of waypoints (deg)

ξPP ∈ R PP speed law parameter (m)
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ζaz ∈ R Azimuthal thrust coefficient (Ns )

ζejk ∈ R Engine number turning on in each scatter diagram cell (−)

ζjk ∈ R Function that states if the equilibrium in the cell jk is satisfied (−)

ζRT ∈ R Hull resistance coefficient (kgs )
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List of Acronyms

ADS: Automated Driving System

ASV: Autonomous Surface Vehicles

CB: Constant Bearing

DDT: Dynamic Driving Task

DPCP: Dynamic Positioning Capability Plot

DOF: Degree Of Freedom

DP: Dynamic Positioning

EMSA: European Maritime Safety Agency

FAL: Force Allocation Matrix

GNC: Guidance, Navigation, and Control

GMTT30: Global Marine Technology Trends 2030

GNSS: Global navigation satellite system

GPS: Global Positioning System

HIL: Human In the Loop

HSD: High-speed diesel engine

IMO: International Maritime Organization

IMU: Inertial Measurement Unit

KPIs: Key Performance Indicators

LBSI: Lean Burn Spark-Ignited

LNG: Liquefied Natural Gas

LOA: Levels Of Automation

LOS: Line-Of-Sight

MASS: Marine Autonomous Surface Ships

MDO: Marine Diesel Oil
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MSC: Marine Safety Control

ODD: Operational Design Domain

OEDR: Object and Event Detection and Response

PID: Proportional Integrative Derivative

PP: Pure Pursuit

PSV: Platform Supply Vessel

RM: Reference Model

RT-HIL: Real time Hardware In the Loop

SWAMP: Shallow Water Autonomous Multipurpose Platform

TAL: Thrust Allocation Logic

TK: Track Keeping

TT: Target Tracking

Guidance and motion control logic for Marine Autonomous Surface Ships



Bibliography

[1] Aegis. https://aegis.autonomous-ship.org/.

[2] Autoship. https://www.autoship-project.eu/the-project/.

[3] BMT. global wave statistics. http://www.globalwavestatisticsonline.

com. Accessed: 2022-09-20.

[4] Moses. https://moses-h2020.eu/.

[5] Definitions for autonomous merchant ships. Technical report, Norwegian
Forum for Autonomous Ship, NFAS, 2017.

[6] LR code for unmanned marine systems. Technical report, Lloyd’s Register
Group Limited, February 2017.

[7] Taxonomy and definitions for terms related to driving automation systems
for on-road motor vehicles. Technical report, SAE international, 2021.
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