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Abstract

In daily living activities, proprioception is fundamental to interact with the environment
and rapidly react to changing circumstances. The ability to coordinate force and position
in bimanual tasks is essential for manipulating objects out of view and preventing their
slippage. The work carried out in my Ph.D. research project aims to highlight the importance
of assessing proprioception in both people with sensorimotor deficits and unimpaired and
provide guidelines on how to design an effective supplementary vibrotactile feedback to
enhance proprioception and the associated motor outcomes.

In the usual formulation of assessment protocols, either in research or clinical envi-
ronments, position and force sense are mainly evaluated separately while their possible
interactions and interference have received less attention. In my Ph.D. research project, I
did a step toward filling this gap, identifying the reciprocal interaction between position
sense and force control in bimanual tasks performed by unimpaired participants. I found that
position sense is influenced by the symmetry of the loading condition, while force control
is mostly affected by the position of the non-dominant hand. I also found that this latter
result was not determined by handedness, but more likely by the specialization of the brain
hemispheres. However, handedness influenced the overall proprioceptive performance since
left-handers had a more asymmetrical performance than right-handers.

In the neurological assessment protocols commonly used in the clinical practice, pro-
prioceptive functions are mainly assessed subjectively by clinicians referring to qualitative
clinical scales. However, reliable methods to quantify proprioceptive deficits are crucial for
better enhancing the detection of early symptoms, developing effective neuro-rehabilitative
treatments, and monitor the progress of both disease and treatments. Furthermore, after
stroke the main focus of clinical assessment is on the contralesional side of the body. Less
attention is dedicated to the ipsilesional side and to the bimanual coordination. To this end, in
my Ph.D. project, I investigated the position sense deficits of the two upper limbs taking into
account also the location of the lesion. I found that the ipsilesional arm of stroke survivors
had similar matching accuracy but higher precision than the contralesional arm. The accuracy
of the two arms inter-correlated in the left and central regions of the peripersonal space for all
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the stroke survivors independently of the location of the brain lesion. This findings highlight
that after stroke the two arms have different proprioception and motor capabilities. As results,
one of the main consequences is a defective bimanual coordination, which impacts the ability
to perform many daily living activities. Despite its importance, the current formulation of
the neurological assessment and rehabilitative protocol is more focused on unimanual task,
limiting the possibility to investigate the interaction and interference that arise from the
inter-limb coordination. This could be due to the limited availability of devices to assess the
bimanual proprioception. In this context, in my Ph.D. research project I optimized a device to
assess proprioception and the reciprocal interaction between position sense and force control
in bimanual tasks. Its usability has been tested on stroke survivors, which performed force
matching tasks and a lifting task. In the matching task, I found that the stroke survivors
had higher difficulty to match a level of force required, even when it was tailored on their
capability, while their ability to maintain the force was not affected. In the lifting task, I
found that stroke survivors applied more force than age-matched unimpaired participants
to lift the device. However, the timing in which the force was applied was not significantly
different between the two populations.

Due to impact of the proprioceptive deficits, several solutions have been proposed to
mitigate them and enhance the related motor outcome. Among all, the application of sup-
plementary somatosensory feedback has been shown to be an effective resource to enhance
sensorimotor ability in unimpaired participants as well as in people with sensorimotor deficits.
This type of feedback is an strong modulator of plasticity, enhances motor (re-)learning and
control, and can also temporally reduce position sense disorders. However, how to convey
the proprioceptive information in the supplementary feedback (i.e., encoding method) and
the importance of the information conveyed by the feedback (i.e., informational content) are
not well investigated. In this context, my Ph.D. research project aims at deepening the actual
knowledge on how to encode information in supplementary vibrotactile feedback to enhance
proprioception and related motor outcomes. To this end, I compared the effects on postural
control of two methods for encoding the amplitude and direction of the acceleration of the
body center of mass in the activation of two vibration motors placed on the back and on the
abdomen of the participants. I also evaluated the importance of the informational content
of the feedback by applying a vibrotactile feedback that was uncorrelated with the actual
oscillations of the center of mass. The results show that synchronized vibrotactile feedback
significantly reduced the sway amplitude while increasing the frequency in anterior-posterior
and medial-lateral directions. The presence of uncorrelated vibration, instead, increased
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the sway amplitude, highlighting the importance of the informational content. In a second
study, I tested the effects of applying two types of supplemental vibrotactile feedback on
the ipsilesional arm in stroke survivors while they performed goal-directed movements with
their contralesional arm. I found that all the three stroke survivors were able to perceive the
vibrotactile feedback and to perform the motor tasks (i.e., reaching and stabilization) when it
was applied, but they reached various levels of capability in distinguishing and using it during
the motor tasks. Indeed, all of them improved their performance in the stabilization task using
one encoding scheme. The stroke survivor with the better sensory assessment score also
improved in the reaching performance when one supplemental feedback was applied. These
preliminary results encourage investigating the effects of a longer multi-session training with
a personalized vibrotactile feedback design.

The findings of my Ph.D. research project enlarge the actual knowledge on interaction
between the upper limb position sense and force control, and its asymmetries related to
handedness and how it is affected after stroke. My Ph.D. research project also provide
evidences to support the need to a assess both ipsilesional and contralesional proprioceptive
deficits separately and concurrently during bimanual tasks.
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Introduction

Somatosensation is vital to daily-living activities, critical for independence in the environment
and purposeful interaction with the external world. It allows, for example, to maneuvering
our way around obstacles in the dark and be able to manipulate objects out of view and
prevent their slippage.

Somatosensation is mediated by two subsystems: proprioception (kinesthetic) and tactile
(cutaneous) system. The tactile system provides information about contact with objects using
mainly four types of myelinated cutaneous mechanoreceptors that are sensitive to mechanical
pressure and skin deformation (Merkel cells, Ruffini corpuscles, Meissner corpuscles, and
Pacinian corpuscles) [1]. It is essential for sensing the proprieties of the objects and helps in
the object manipulation [2]. Proprioception includes the senses of position and motions, and
the senses of effort, and force. The proprioceptors are located in the skin (Ruffini corpuscles
and Pacinian corpuscles), skeletal striate muscles (muscle spindles) and junctions between
tendons and muscles (Golgi tendon organs) [1]. The signals from those two subsystems follow
the same pathway for the central nervous system that ends in the primary somatosensory
cortex (S1, or Brodmann area 3, 1 and 2) located in the parietal lobe [1].

Proprioception is fundamental to perform efficient movement, to interact with the envi-
ronment, and react rapidly in changing circumstances. Furthermore, afferent proprioceptive
signals generated during movements are processed and used in both feedback and feedforward
control loops. Indeed, in the feedback loop, proprioceptors have a role in rapid adaptation
mechanisms during motor task execution, while in the feedforward loop they contribute
to motor planning [3]. They help in the formation and maintenance of the internal body
schema to produce accurate motor command and predict the consequences of the actions
[4]. Proprioceptive information is perceived both at the conscious and unconscious level.
Conscious proprioception is helping in performing complex motor tasks, while unconscious
information is important for the reflexive control of muscle tone and the control of posture [4].
Indeed, information about the muscle contraction concomitant with the action establish the
force exterted and required to successfully accomplish the action. The ability to coordinate
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bimanual force and position control is essential for completing several daily-living activities,
such as manipulate objects out of view, preventing their slippage. To successfully accomplish
bimanual tasks our central nervous system has to process and integrate visual, tactile and
proprioceptive inputs coming from both sides of the body’s midline and coordinates the
actions of the two hands [1]. Even if sense of force and position share neural pathways
and sensory receptors, in the usual formulation of assessment protocols, either in research
or clinical, position and force senses are mainly evaluated separately with qualitative tests.
Moreover, while bimanual actions have been widely investigated in general terms, the im-
pact of discordant motion and/or of different force feedback arising from the two arms has
received less attention. The first aim of my Ph.D. research project is a first step toward to
filling this gap, deepening the knowledge identifying of the reciprocal interaction between
position sense and force control.

Previous studies on people with proprioception deafferentation have shown that the loss
of proprioception results in deficits in inter-joint coordination [5] and limb stabilization
also in presence of visual feedback [5, 6]. However, proprioception is affected by many
neurodegnerative diseases and traumatic events, such as Multiple Sclerosis, Parkison’s disease
and stroke. Proprioceptive deficits affects motor planning, control, and (re-)learning and
limit functional recovery in various motor tasks [3–8]. As consequence, reliable methods to
quantify proprioceptive deficits are crucial to assess sensorimotor abilities during the progress
of the disease, enhance the detection of early symptoms and designing neuro-rehabilitative
approaches to improve upper limb functions and quality of life.

Moreover, in the current formulation of the neurological assessment protocol, proprio-
ceptive functions are most often subjectively assessed by clinicians using qualitative clinical
scales [7, 9]. In addition to that, the different aspects of proprioception and the two upper
limbs are mainly evaluated separately without taking into account the bimanual coordination.
This limits the evaluation of the possible interactions or interference that arise from the
inter-limb coordination [10–12], which is one of the main outcome of proprioceptive deficits.

Furthermore, after stroke, the two upper limbs had different somatosensory [13, 14] and
motor [15, 16] deficits in the ipsilateral and contralateral hemi-body sides with respect to
the brain lesion side. Recent studies suggested that hemispheric specialization influences
differently the motor deficits in both arms following unilateral stroke [17–23], the dependency
on this in proprioceptive deficits is less investigated [24]. The previous studies on differences
in somatosensory deficits due to hemisphere of the lesion reported discordant and task-specific
findings.
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In my Ph.D. research project I did a first step toward filling those gaps, deepening the
knowledge on the proprioceptive performance of stroke survivors while performing uni and
bimanual tasks.

Somatosensation and motor control could be enhance using wearable technologies in
unimpaired people by guiding ongoing movement with supplemental kinesthetic cues in
various forms: vibrotactile, skin stretch cues, and force feedback [25, 26]. Providing supple-
mental haptic cues may also be a way to mitigate the impact of proprioceptive deficits on
upper limb control after stroke. It is well known that this type of feedback is an effective
modulator of plasticity, enhances motor (re-)learning and control, and it can also temporally
reduce position sense disorders [27–34]. As consequence, several research groups devel-
oped devices and technologies for applying supplementary somatosensory feedback [35–38].
Among all, vibrotactile feedback is widely used because it the simplest tactile stimulation
from the technological point of view. For that reasons, there is a spreading of devices that
apply different stimulation patterns ranging from a simple on-off stimulation provided by one
actuator [39–41] to a complex pattern of stimuli provided by an array of actuators [42, 43].
However, the effectiveness of the supplementary feedback in enhancing the performance
is strictly related to the stimulation pattern, since it could result difficult to interpret and
integrate in the neural control [26]. One reason is that the patterns of somatosensory stimuli
could result not intuitive or complex, due to either the number of vibration motors, thus
forcing the user to process a redundant set of signals, or to the encoding methods that may
require specific attention [44]. While from the technological point of view there are several
solutions for providing supplemental vibrotactile feedback, while which information is more
effective to enhance proprioception and how to encode it has received less attention. To this
end, in my Ph.D. research project, I focused on the supplementary vibrotactile feedback, and
I compared the efficacy of different econding method in enhancing sensorimotor abilities
and the related motor outcome in both unimpaired individuals and people with sensorimotor
deficits.

In detail, this Ph.D. thesis is divided into three main parts:

Part I Part I is about the interaction in unimpaired participants between the ability to perceive
and control concurrently the position sense and the force control in a bimanual task
(Chapter 1 and 2).



4

Part II is about the influence of sensorimotor deficits in stroke survivors in the ipsilesional
arm (Chapter 3) and the bimanual coordination (Chapter 4);

Part III is about supplementary haptic feedback to enhance motor proprioception and motor
performance. After a review of the supplementary haptic feedback used in literature
(Chapter 5), I report the studies on the effect of different encoding methods for the
vibrotactile feedback to improve position sense in unimpaired participants (Chapter 6)
and in stroke survivors (Chapter 7).



Part I

Interaction between the ability to perceive
and control concurrently the position

sense and force control
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Introduction

The ability to lift objects and to apply coordinated bilateral forces is essential for completing
several daily living activities. To successfully accomplish ordinary bimanual tasks our Central
Nervous System (CNS) has to process the sensory inputs coming from both sides of the body’s
midline and coordinate the actions of the two hands, integrating haptic information. For that
reason, asymmetric conditions might influence task execution due to cross-modal interference
[45–48]. This is the case, for example, of when the two hands have to simultaneously perform
different actions or achieving the same goal in the presence of different sensory inputs from
the two sides of the body.

Both position and force sense contribute to efficient neural control of actions that imply
interaction with the environment at different levels: they have a role in reflex responses at
both spinal and cortical levels, are fundamental for the control of all purposeful movements
[1, 49–53] and influence motor (re-)learning [4, 7, 54].

Force and position control have different neural correlates [55–57] and contribute to
different action features (e.g. pushing and reaching), but they share neural pathways and
sensory receptors [58]. For example, muscle spindles are responsible for the position
sense and are also involved in the perception of force and heaviness [59–61]. Thus, the
simultaneous processing of motions and forces could represent a challenge and it might also
lead to reciprocal interference, a crucial topic that was rather recently disregarded [58, 62].

Nevertheless, in the usual formulation of assessment protocols, either in research or
clinical environments, position and force sense are mainly evaluated separately, without
accounting for their possible interactions or interference [7, 63, 64]. The most used protocols
are based on matching tasks, where blindfolded participants are required to match a reference
joint position [58, 63, 65, 66] or a level of muscle contraction [52, 58, 67] with the same or
with the other arm, either sequentially or concurrently. These protocols allowed investigating
the asymmetries in the upper-limbs position [68, 69] and force [70] control associated with
handedness and hand preferences [71, 72]. They were also used to establish indicators for
intrinsic cerebral asymmetry at functional and structural levels [73–76] and to find similarity
of pathways and sensory receptors between force and position sense [58].

In position matching tasks, few studies demonstrated that changing the sensory inputs
affects performance [77]. For example, eliminating the antigravity support or adding weights
to the reference arm provided an additional position sense cue that improved matching
outcomes [77]. However, to the best of our knowledge, this sensory effect has not been
evaluated in bimanual tasks with both hands active and engaged toward a common goal.
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In other words, there is a lack of knowledge on how additional sensory inputs provided
symmetrically or asymmetrically to the two hands impact concurrent bimanual control; this
is the case for the influence of the loading conditions on position control as well as for the
influence of position sense on force control.

More specifically the purpose of this project was: to investigate - in healthy participants
and people with MS - how the sense of effort influences the ability to sense and control the
position of the hands to investigate how the configurations of the arms have an impact on
the ability to produce isometric force in tasks where the two hands share a common goal.
Our hypothesis was that asymmetric loading conditions and asymmetric arm configurations
might affect, respectively, the accuracy of lifting the two hands at the same height and/or
applying bilaterally equal isometric forces. In fact, in mirror-symmetric conditions, the
CNS could simply solve the task of guiding the two hands toward the common goal by
transmitting the same motor commands to both sides of the body [78–80]. Conversely, in the
presence of different sensory feedback from the two arms, the CNS must take into account
this difference and compensate for it, producing different bilateral motor commands for
achieving the same common goal. we wonder whether the CNS might not account correctly
for the mismatch on the sensory inputs between the two limbs when pursuing a bilateral
equal force or position goal; the differences in performance among task conditions would
highlight this effect. In order to investigate these hypotheses, we designed and built a device
that allowed to implement two bimanual matching tasks: a first task investigating position
control where the two hands had to be placed in the same position under different loading
conditions; and a second task where participants had to produce an equal isometric force
with the two arms in symmetric or asymmetric configurations. Both tasks were performed
without the guidance of visual feedback.

Experimental set-up

We designed and built a device (Fig. 1) for evaluating the ability to control position, force,
and their interaction in bimanual tasks, as lifting objects and applying controlled isometric
forces in the upward direction. The device is composed by two wooden vertical bars, firmly
attached to a base plane. Each bar has a metal linear guide where a custom-made handle can
slide or be locked in specific positions. The vertical motion of each handle is transmitted to a
potentiometer (Vishay; maximum resistance of 500 Ω, linearity of ±0.25% FS) via a belt and
a pulley in order to provide a precise measurement of the handle position (resolution of 0.27
mm). The friction of the sliding motion of the handle is minimized by a custom-designed
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bearing block. The handle can be locked in fixed positions by a mechanical block and in such
case, the isometric force exerted by the participant in the upward direction is measured by a
micro load cell (mod. CZL635, Phidgets Inc.; full range scale of 5kg; precision of 0.05%;
linearity of 0.05% FS). The analog signals from the potentiometers and the load cells are
recorded by a DAQ board (NI USB-6008, National Instruments) that is used also to power
them. The vertical range of motion of each sliding guide is 0.60 m and the lateral distance
of the two guides is 0.50 m, approximately equivalent to the average shoulder-to-shoulder
distance.

The handle has a cylindrical shape (90 mm height, diameter of 20 mm) and a weight of
50 g: it is 3D-printed in a rigid and low-weight material (polylactic acid) and covered with
high-density foam to increase comfort. It is designed to be easy-to-grasp also by people with
low to moderate motor deficits affecting upper limbs or hands. The upper side of the handle
terminates with a plate where additional weights could be placed to change the loading
condition during the bimanual position matching task (see subsection 1.1.2 for more details).
Two conditions were used: (i) no weight, and (ii) additional weights (250 g or 500 g). Both
the types of weights are shaped as cylindrical containers with the same dimension (30 mm
height and diameter of 60 mm): the weight difference is obtained by homogeneously filling
the containers with different percentages of clay and lead.

The DAQ board is connected to a laptop via USB. The control software is developed in
LabVIEW (National Instrument): it acquires the data from the board at a sampling frequency
of 100 Hz and sends the corresponding visual information to the screen placed between the
two vertical bars.

During the tasks (bimanual position and force matching tasks, see also subsection 1.1.2)
the device was placed on a table and the participants were seated on a 0.50 m high chair
in front of it (Fig. 1). Participants grasped the cylindrical part of the device’s handles,
maintaining their hands (thumb and index fingers) in contact with the bottom surface of the
plates. The distance between the participants and the device was slightly adjusted for each
participant, such that their arms were completely extended at the top of the metal guide. The
base plane of the device provided a surface where the arms could rest during breaks. A black
curtain prevented the visual feedback of shoulders, arms, and hands for the entire duration
of the experiments. Our goal was to assess proprioceptive ability in terms of position and
force control as well as their interaction without visual influence. We designed two separate
experiments that required the coordination of the two hands. Participants were allowed and
encouraged to rest anytime they needed during the execution of each experiment, but they
did not ask for any pause. Between the two tasks a break between them to prevent fatigue.
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Figure 1 (left) Render of the device with a screen placed in the middle of the two lateral
poles, with metal guides where custom-made handles could slide. The motion of each handle
was transmitted through a belt and a pulley to a potentiometer that measured its position (left
detailed view). Each handle enclosed a load cell (right detailed view) to record the force
applied to the handles after fixing them with a screw in specific positions on the guide. The
load cells recorded the force applied in the upward direction (i.e., the participants had to push
the handle upward). (right) Experimental set-up. The device was placed on a table and the
Participants were seated in front of the screen. A black curtain was attached to the device in
order to prevent the visual feedback of their arms.



Chapter 1

Study I: Right-handed participants

This study has been published in: Ballardini. G., Ponassi V., Galofaro E., Carlini G., Marini
F., Pellegrino L., Morasso P., Casadio M. ‘Interaction between position sense and force

control in bimanual tasks’, Journal of NeuroEngineering and Rehabilitation 16.1 (2019):
1-13. doi:10.1186/s12984-019-0606-9

1.1 Material and methods

1.1.1 Participants

Twenty people participated in both tasks (mean ± std age: 31 ± 14 years old; 12 females).
Five additional people participated only in Task 2 (i.e., bimanual force matching task), with a
total of 25 participants (mean ± std age: 30 ± 12 years old; 14 females). Participants of both
experiments performed first Task 1, then Task 2. We verified that the performance of the
twenty participants performing both experiments was not different from the performance of
the other five participants (repeated-measure ANOVA group effect: p=0.115, all interactions
p>0.21), i.e., We did not detect any fatigue effect or carryover effects of Task 1 on Task 2.

Inclusion criteria were: (i) no evidence or known history of neurological diseases; (ii)
normal joint range of motion and muscle strength; (iii) no problems of visual integrity that
could not be corrected with glasses or contact lenses, as they could clearly see the targets that
were displayed on the computer screen; (iv) right-hand dominance. All participants resulted
right-handed from the 10-item Edinburgh Handedness Inventory [81], which has a Laterality
Quotient (LQ) score ranging from -100 to 100 (LQ score: 86 ± 17 for the population of
Task 1 and 87 ± 16 for the population of Task 2). Each participant signed a consent form
to participate in the study and to publish the results of this research. The research and the
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consent form were conformed to the ethical standards of the 1964 Declaration of Helsinki
and approved by the local Ethical Committee.

1.1.2 Protocol

Task 1: Bimanual position matching task

During this task, the handles were free to be moved up and down sliding on the vertical
guides. Each trial started with both handles placed in the starting position i.e., with both
handles in contact with the base plane (Fig. 1.1a). Participants were asked to lift the handles
reaching with both hands the same height indicated by a horizontal red line displayed on
the screen. The actual positions reached by the two hands were measured when participants
communicated verbally to the experimenter that they had reached the requested target and
maintained it for 0.50 s (holding time interval). Participants were instructed to reach the
required height with both hands, without any time constraint or additional information, so
they could choose the strategy they preferred.

The visual target line could appear in three different target positions placed respectively
at 0.15 m, 0.30 m, and 0.45 m from the starting position (Fig. 1.1b). Two different additional
weights (250 g and 500 g) could be placed on top of the left (L) and the right (R) handles,
i.e., participants lifted the two handles with on top an additional weight. These weights could
be equal on the two handles (symmetric loading conditions LC1: 250 g; LC2: 500 g on
both handles) or different (asymmetric loading conditions LC3: L=250 g and R=500 g; LC4:
L=500 g and R=250 g), for a total of four loading conditions.

b)a)

0.15m 0.30m 0.45m

Figure 1.1 a) Starting position. Every trial started with the handles placed in contact with
the base plane. b) Target positions placed respectively 0.15 m, 0.30m, and 0.45 m above the
starting position. The target position was displayed on the screen with a horizontal red line
that the participants had to match bilaterally with the bottom surface of the handle’s plate,
which was in contact with their thumb and index fingers.
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Each loading condition was tested five times for each target position for a total of 60
trials (4 loading conditions ∗ 3 target positions ∗ 5 repetitions). The loading conditions and
the target positions were presented in randomized order. During the test phase, participants
did not receive any feedback about their performance and their hands’ positions.

The task included a familiarization phase, prior to the test, where participants were
required to reach once each target position without any additional weight on the handles.
They received visual feedback about their hands’ position through a black line connecting the
position of the two handles. The trial was performed correctly when the black line perfectly
overlapped the target red line. They were aware that in the following test the black line
would be removed. At the end of the familiarization phase, we asked the participants if they
correctly understood the task, otherwise, they could extend the familiarization phase.

Task 2: Bimanual force matching task

In Task 2, participants were asked to apply the same amount of isometric force with the
two arms pushing up the handles, which were rigidly fixed on the metal guide (Fig. 1, right
detailed view). They had to perform this task with the hand placed in different positions and
to reach a total amount of force. The participants receive feedback only of the total force
exerted, i.e. the sum of the forces of the two hands. It was visible on the video screen as a
vertical bar, together with a horizontal line expressing the force target level (Fig. 1.2). Two
different target force levels were requested: 9.8 N or 19.6 N. Two different hand positions
were used (0.10 m or 0.30 m above the starting position) for four symmetric (HC1: 0.10 m;
HC2: 0.30 m for both hands) and asymmetric (asymmetric HC3: L=0.10m and R=0.30 m;
HC4 L = 0.30 m and R=0.10 m) hand configurations (Fig. 1.2).

HC1 HC2 HC3 HC4

Figure 1.2 Hand configurations in the bimanual force matching task and examples of the
real-time visual feedback provided during each trial. The height of the blue bar displayed on
the screen was proportional to the sum of the force applied by the two hands. The black line
indicated the desired target force that had to be reached with equal force contribution of the
two hands.
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The four hand configurations were presented five times for each target force in random
order for a total of 40 trials (4 hand configurations ∗ 2 target forces ∗ 5 repetitions). The
participants were instructed to apply the force simultaneously with both hands: if they
attempted to do it sequentially, an error message was provided, and the trial was repeated.
Participants were also instructed to verbally communicate to the experimenter that they had
reached the required amount of force and then they maintained that level of force for 0.50 s
(holding time interval). There was no time constrain for completing the trials.

As in Task 1, there was a familiarization phase before the test. During this phase, we
provided the participants with the visual feedback of the force applied by each hand by
displaying two lateral bars in addition to the central bar of the total force. Each additional
bar had a height proportional to the force exerted by the corresponding hand. Participants
were aware that the two additional bars would be not displayed during the test. In the
familiarization phase the participants were asked to perform four of the eight possible
combinations of the four hand configurations and two force levels (i.e., each participant
experienced all the hand configurations and all the target forces, but not all combinations),
to minimize the duration of this phase while allowing the participants to experience all the
experimental conditions. Then we asked them if they correctly understood the task, otherwise,
they could extend the familiarization phase.

Each task lasted about 30 minutes. In every trial to evaluate the participants’ performance,
we focused on the holding time interval.

1.1.3 Data analysis

Our primary outcome was the systematic difference between the two hands in terms of
position in Task 1 and force in Task 2. For this purpose, we computed two types of bias error,
related to position or force control, as the signed difference between the position/force of the
two hands, averaged for each participant over the trials performed in the same conditions:

γ̄ =
∑

N
i=1(γL − γR)

N
(1.1)

where γ̄ is the signed difference between the positions reached or the forces applied by the
left (γL) and right (γR) hands, during the N trials for the same experimental conditions: target
position and loading condition (Task 1), target force and hand configuration (Task 2). This
indicator is also a measure of symmetry between the two hands in the two tasks: the lower
the error the higher the degree of symmetry.
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In addition to the bias error, for each experimental condition we also computed the
variable error 1.2 as the standard deviation of the difference between the two hands at the
end of each trial, in terms of position for Task 1 and force for Task 2:

σγ =

√
∑

N
i=1(γi − γ̄)2

N
(1.2)

this indicator is a measure of performance variability, independent of the degree of correctness
of each trial, i.e., it is zero if a participant reaches the same value in each trial, even if it is far
from the correct one.

We computed also additional indicators to take into account any apparently minor dif-
ference between the two matching tasks. In Task 2, due to the experimental design, the
participants always reached the required target force (i.e., visual feedback of the sum of two
forces) and the performance of the two arms are balanced, i.e., if one hand exceeded half of
the target force, the other undershoot it by the same amount. In contrast, the performance of
the two hands in Task 1 was independent, i.e., one hand could undershoot or overshoot the
target position to different extents independently of the behavior of the other hand. Thus, in
order to better understand the results of Task 1, we also verified whether each hand overshoot
or undershoot the target position by computing the bias error (with 1.1) and the variable
error (with 1.2) of each hand position with respect to the target position, namely the ‘target
bias error’ and the ‘target variable error’. As a final indicator, only for Task 2, we computed
the absolute error, as the unsigned difference between the forces applied by the two hands
averaged for each participant over the trials performed in the same conditions.

Lastly, since participants were free to choose the strategy that they preferred for accom-
plishing the tasks, we investigated the chosen strategies in order to understand to which
extent they can provide further explanations of the results.

In Task 1 we analyzed the speed profiles of the two hands in each trial, which were
characterized by a single dominant peak and by a series of small peaks (e.g., Fig. 1.3a). Then,
we divided the hand movement in each trial a ballistic phase followed by an adjustment phase.
In particular, the ballistic phase started when the speed exceeds 10% of its peak speed and
terminates when it crosses downward the same threshold. The adjustment phase went from
this latter instant to the end of the holding time. For each phase, we computed the duration.
In the ballistic phase, we also computed the amplitude and the time of the peak speed. In
the adjustment phase, we computed the standard deviation of the speed profile (std speed
adjustment).



1.1 Material and methods 15

0 1 2 3 4 5 6 7 8
0

2

4

6

8

0 1 2 3 4 5 6 7
0

6

12

18

24

30a) b)

Time (s)

Fo
rc

e 
(N

)

Time (s)

Sp
ee

d 
(c

m
/s

)

Figure 1.3 Example of a) speed profile from Task 1 and b) force profile from Task 2 for a
participant. In a) the yellow area highlights the ballistic phase, which is initiated when the
speed exceeds the threshold of 10% of the first peak (horizontal dashed line) and terminates
when it crosses downward which started when the speed exceeded the relative threshold. The
gray area indicates the adjustment phase. In b) the green area highlights the first part of the
force profile, characterized by the main force peak. This is followed by the adjustment phase
(gray area) where the mean value is indicated by a horizontal dashed line and the standard
deviation by a dashed and dotted line.

In Task 2 we analyzed the force profiles separately for two hands, considering as starting
time the instant when the force applied by both hands exceeded for the first time the threshold
level of 0.50 N. The force profiles were characterized by a first phase in which they reached
the main peak, and the following adjustment phase in which the force level remained high
(e.g. Fig. 1.3b). We computed the amplitude and the timing of the first peak. We considered
that the adjustment phase started with the first minimum of the force profile after the main
peak and ended with the holding time. For this phase, we computed the duration and the
amplitude of the force profile, characterizing the latter with the standard deviation (std force
adjustment) and the corresponding coefficient of variance (CV), i.e., the standard deviation
divided by the mean value.

Statistical analysis

Our primary goal was to assess in:

Task 1 the influence of the loading conditions of the two hands on the ability to lift them at
the same height in the absence of visual feedback;

Task 2 the influence of the hand configurations on the ability to push upward, applying equal
force with the two hands.
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Specifically, using Statistica 7.1 (Statsoft) we tested in Task 1 the hypothesis that the loading
conditions could influence the position sense, whereas in Task 2 we tested the hypothesis
that the hand configurations could influence the force applied by the hands. To test both
hypotheses we performed a repeated-measures ANOVA (rm-ANOVA) on the two types
of bias error with two within-subjects factors: the ‘loading condition’ (4 levels: LC1,
LC2, LC3, LC4) and ‘target position’ (3 levels: 0.15, 0.30, 0.45 m) for Task 1; ‘hand
configuration’ (4 levels: HC1, HC2, HC3, HC4) and ‘target force’ (2 levels: 9.8, 19.6 N) for
Task 2. A significant effect of the first factor in each task would support our hypotheses. To
further understand our outcomes, we applied the same analysis to the variable error in both
experiments and to the absolute error only in Task 2.

Moreover, to evaluate to what extent the two hands matched the target positions in Task
1, we performed an rm-ANOVA on the target bias error and target variable error with two
within-subjects factors: ‘hand’ (2 levels: right and left) and the ‘loading condition’ (4 levels).
For the analysis of the strategy, we used two separated rm-ANOVA, one for each task. For
Task 1 we performed an rm-ANOVA with three within-subjects factors: ‘hand’ (2 levels),
‘target position’ (3 levels) ‘weight’ (4 levels: the additional weights added on one hand (250
g and 500 g) considered both in symmetric and asymmetric loading conditions). For Task 2
weperformed an rm-ANOVA using three within-subjects factors: ‘hand’ (2 levels: left, right),
‘hand configuration’ (4 levels), and ‘target force’ (2 levels).

We verified that all data were normality distributed by the Lilliefors test. we tested
for the sphericity of the data using Mauchly’s test and the Greenhouse-Geisser correction
was applied when the assumption of sphericity was rejected. Specifically, the sphericity
assumption was rejected only for the bias error in Task 1 and for some strategy indicators
(Task 1: peak time and peak amplitude - Task 2: CV and duration of the adjustment phase).

we performed a post-hoc analysis (Fisher’s LSD test) to further investigate statistically
significant main and interaction effects. Statistical significance was set at the family-wise
error rate of α=0.05. The p-values are reported without the correction for multiple com-
parisons, however, we verified that the significant results were robust to Bonferroni-Holm
corrections and we reported in the text when it was not.

1.2 Results

All participants successfully participated in this study and did not report any adverse event in
terms of muscle aches, fatigue, or misunderstanding of the tasks.
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Task 1: Bimanual position matching task

The bias error was influenced by the loading condition (F3,57=13.47; p<0.001), regardless of
the target position (target position effect: F2,38=1.67; p=0.210; interaction target ∗ load effect:
F6,114=1.366; p=0.234). Indeed, in the symmetric loading conditions, when both held either
lighter (250 g) or heavier (500 g) weights, the bias error was close to zero and there was
not a statistical difference in height between two hands (LC1-LC2: p=0.403; Fig. 1.4a, top
row). Conversely, a significant difference emerged between the two asymmetric conditions
(LC3-LC4: p<0.001; Fig. 1.4a, bottom row): the hand with the lighter weight reached
systematically a lower height than the hand with the heavier weight, as indicated by the
different sign of the bias error of LC3 and LC4. This effect was more marked when the left
hand had the lighter weight (LC3), in fact, this condition was significantly different from
all the others (p≤0.001 in all cases). In LC4, i.e., when the lighter weight was on the right
hand, the bias error changed sign with respect to LC3, but its absolute value was lower. The
difference between LC4 and LC2 was statistically significant (LC2-LC4: p=0.007), while
the difference between LC4 and LC1 was close to the threshold of significance (LC1-LC4:
p=0.058). Neither the loading condition nor the target position had a significant effect on the
variable error computed for the difference in height between the two hands (Fig. 1.4b).

To further understand the effect of the loading condition, we analyzed also the difference
between each hand and the target position. The target bias error highlighted that both hands
in all the conditions undershoot the target position (mean ± SE: 15.5 ± 6.0 mm; Fig. 1.4).
This undershoot was equal for the two hands in both the symmetric conditions (Fig. 1.4c,
top row). Conversely, in the asymmetric conditions (Fig. 1.4c, bottom row) this undershoot
increased for the hand that held the lighter weight, i.e. the left in LC3, and the right in LC4,
determining a highly significant hand ∗ load effect (F3,5=14.94; p<0.001). More specifically,
the hand with lighter weight reached a significantly lower height with respect to the other
hand and also the height reached by both hands in symmetric conditions (p<0.005 in all
cases). The target variable error (Fig. 1.4d), instead, revealed only a significant difference
across the loading conditions (F3,57=5.19; p=0.003). Specifically, it was lower in LC1 and
LC3 with respect to LC2 and LC4, i.e. the variability of the height reached by both hands
was lower when the left hand held a lighter weight (LC1-LC2: p=0.008; LC1-LC4: p=0.001;
LC3-LC4: p=0.009; LC2-LC3: p=0.042 - not robust to Bonferroni-Holm correction; other
comparisons p>0.50).
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Figure 1.4 Indicators of performance in the bimanual position matching task averaged
over the three target positions divided in symmetric (top) and asymmetric (bottom) loading
conditions (x-axis). a) Bias error and b) Variable error computed on the difference between
the heights reached by the two hands (L – R). In a) the dashed line indicates no difference
between the two hands (i.e., the desired performance). c) Target bias error and d) Target
variable error, computed on the difference between the heights reached by each hand and
the target position. The left hand is represented by an ‘x’ symbol, right hand by a ‘diamond’
symbol. In c) the red line represents the target position. Colors indicate the loading conditions
of the hand: gray is for the lighter weight and black is for the heavier. All the panels show
the population results (mean value ± SE). ∗ indicate statistical significance: ∗∗ p< 0.01 and
∗∗∗ p<0.001.

Analysis of the strategy

From the analysis of the strategies adopted by the participants to match the target position,
we found that the two hands rose concurrently, i.e., no statistically significant difference
between the two hands in the peak time as well as in the onset time (all p>0.18). Also, all the
other parameters were not different for the two hands (all p>0.07; Table 1.1). Conversely, all
the parameters depended on the weights placed on the handles except for the duration of the
adjustments (F3,57=1.93; p=0.134). In the symmetric conditions with heavier weights, the
mean speed, the std in the adjustment, and also the peak speed were significantly lower than
in presence of lighter weights, while the duration of both phases was longer. Instead in the
asymmetric conditions, the speed of both hands decreased, assuming intermediate values with
respect to the two symmetric conditions for all the parameters, except for peak time, and for
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Table 1.1 F and p values of the position strategy parameters in Task 1

Hand Weight Target
F1,19 p F3,57 p F2,38 p

Peak amplitude 1.72 0.205 29.38 <0.001 167.81 <0.001
Peak time 1.31 0.267 11.75 <0.001 8.72 0.005
Onset time 1.14 0.300 53.67 <0.001 27.25 <0.001
Mean speed 0.14 0.715 13.25 <0.001 91.30 <0.001
Ballistic duration 1.63 0.217 23.10 <0.001 19.88 <0.001
Std speed adjustment 3.48 0.078 16.95 <0.001 39.92 <0.001
Adjustment duration 2.42 0.136 1.93 0.134 0.27 0.764

the duration of the adjustment phase. Comparing symmetric and asymmetric conditions, we
found that the hand holding 250 g had a delayed velocity peak in the asymmetric condition,
while for the heavier weight there was no change. As expected all the parameters differed
for the target positions, (p≤0.005 in all cases; Table 1.1), except for the duration of the
adjustment phase (F3,57=0.27, p=0.764).

Task 2: Bimanual force matching task

The absolute error (Fig. 1.5a) computed as the absolute difference between the force applied
by the left and right hand was influenced by two factors:

• the target force (F1,24=9.11; p=0.006), i.e., higher force corresponded to higher absolute
error;

• the hand configuration (F3,72=4.22; p=0.008), i.e., the left hand in the lower posi-
tion corresponded to higher absolute error (left hand at lower vs higher position:
F(1,99=12.25; p=0.001)

The effect of the target force was due to the variable error, i.e. higher target force led
to significantly higher variable errors (F1,24=30.36; p<0.001). Instead, the bias error had
an opposite and significant behavior: the systematic difference between the two hands was
lower for the higher target force (F1,24=15.67; p<0.001, no interaction effects were observed
p>0.11 in all cases).

Conversely, the effect of the hand configuration was due mainly to the systematic compo-
nent of the error, i.e. to the bias error (hand configuration effect: F3,72=6.72; p<0.001; left
hand at lower vs higher position: F1,99=20.63; p<0.001; Fig. 1.5b). This effect was signif-
icant in both the symmetric (HC1-HC2: p=0.028) and asymmetric (HC3-HC4: p<0.001)
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Figure 1.5 Indicators of performance in the force matching task: the difference between the
forces applied by the two hands (L - R). Top row: symmetric hand configurations (HC1 and
HC2). Bottom row: asymmetric hand configurations (HC3 and HC4). All the panels show
the population results (mean value ± SE). In each panel, data is reported separately for each
target force (dark blue for the lower force, light blue for the higher). a) absolute error; b) bias
error, where the gray dashed line represents the null difference between the two hands (i.e.,
the desired performance). c) variable error. ∗ indicates statistical significance: ∗ p<0.05, ∗∗
p< 0.01 and ∗∗∗ p<0.001.

configurations, indicating that when the left hand was in the lowest position, it applied
systematically more force than the right, independently on its position. This overshoot
remarkably decreased when the left hand was in the highest position, to the point that for the
higher target force, this trend was inverted, i.e., the right hand applied more force than the left.
The variable error had the same trend without reaching the significance threshold (F3,72=2.14;
p=0.102; Fig. 1.5c). When we considered the two conditions separately, the absolute error
(Fig. 1.5a) was statistically significant only for the symmetric hand configurations (HC1-HC2:
p=0.001; HC3-HC4: p=0.114). For all the parameters no significant differences were found
between symmetrical and asymmetrical hand configurations (p>0.10).

Analysis of the strategy

From the analysis of the strategies adopted by the participants to accomplish this task, we
found that almost all the parameters computed on the force profiles were significantly different
between the two hands (Table 1.2). In particular, the left hand had a higher (F1,24=9.52,
p=0.005) and delayed (F1,24=5.43, p=0.028 - not robust to Bonferroni-Holm corrections)
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Table 1.2 F and p values of the force strategy parameters in Task 2

Hand Target force HC
F1,19 p F3,57 p F2,38 p

Peak amplitude 9.52 0.005 483.35 <0.001 2.50 0.066
Peak time 5.43 0.028 183.13 <0.001 3.55 0.019
CV adjustment 14.43 0.001 6.13 0.021 7.35 0.001
Std force adjustment 0.37 0.548 49.42 <0.001 10.10 <0.001
Adjustment duration 5.20 0.032 14.20 0.001 2.58 0.060

force peak than the right hand. In the adjustment phase, the left hand had a longer duration
(F1,24=5.20, p=0.032, not robust to Bonferroni-Holm corrections) and lower CV (F1,24=14.43,
p=0.001), but the latter was due to the higher mean values of the force since the std was equal
between the two hands (p>0.54).

Also, the target force level significantly influenced the strategy adopted to accomplish
the task. Specifically, an higher target force induced a delay in the peak force (F1,24=183.13,
p<0.001), a longer duration of the adjustment phase (F1,24=14.20, p=0.001), and a lower CV
(F1,24=6.13, p=0.021 - not robust to Bonferroni-Holm corrections). Also, in this case, the
latter was due to a higher mean value.

The hand configuration did not affect the amplitude of the force peak (F1,24= 2.50,
p=0.066), while its timing was significantly higher when both hands were at the lower
position with respect to all the other conditions (all p<0.02). In the adjustment phase, both
the CV and the std were affected by the hand configurations (CV: F3,72=7.35, p=0.001; std:
F3,72=10.10, p<0.001), specifically both parameters were higher when the left hand was
higher than the right hand, with respect to all the other hand configurations (p<0.05)

1.3 Discussion

We designed two tasks to investigate the interaction between position and force control
in bimanual tasks. Indeed, in Task 1, the participants had to lift both hands at the same
height under different loading conditions; in Task 2, they had to apply equal isometric
forces in the upward direction, with the hands in different configurations. In both cases, the
participants could perform the matching task without relying on visual feedback, but only on
proprioception. Our hypotheses were that:

• asymmetric loading conditions, i.e. different weights held by the two hands, would
affect bimanual position control in Task 1;
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• asymmetric configurations of the hands/joints would influence bilateral force control
in Task 2.

For both conditions, we also expected decreased performance with respect to the corre-
sponding symmetric ones. The results confirmed the first hypothesis, demonstrating that
an asymmetric loading condition determined a systematic bias error between the heights
reached by the two hands. As expected, the target height did not influence the performance.
Conversely, the second hypothesis had to be rejected because our results showed that the
configuration of the hands affected the ability to apply the desired bimanual force, but this
effect was dominated by the position of the left hand, regardless of the position of the right.

Task 1: Bimanual position matching task

The reported ability to lift both hands at the same height in symmetric loading conditions is
probably due to an underlying synchronization tendency between the hands, well established
in several bimanual tasks [10, 82–84]. Indeed, in this task temporal and spatial parameters
constrain the limb movements [78, 84, 85], inducing intermanual coordination and leading
to a systematic bias toward similar patterns [82, 86].

In the asymmetric conditions, the hand holding the lighter weight reached a position
farther from the target, i.e., had a higher target bias error than the other hand. This is in
agreement with previous findings suggesting that the effort required to hold a limb against
the force of gravity or weight in static condition provide a positional cue that improves
performance in upper limb joint matching tasks [77, 87, 88]. Moreover, holding bigger
heavier weights increases muscular activation of the same muscle groups [1, 89], determining
a higher proprioceptors’ activation [1], that leads to better performance in position matching
tasks [76].

However, in the symmetric loading conditions, we did not find any significant difference
between the trials cases in which both hands held heavier or lighter weights. Thus, in our task
based on additional light-weights but with a marked relative difference between them, the
position control was influenced by the different weights, only when they were unbalanced,
i.e. in asymmetric loading conditions, but not when they were balanced, i.e. in symmetric
loading conditions.

As for the variable error, the two hands were coupled, i.e. the variability of the two
hands with respect to their average error was similar in all the conditions. Specifically, in
symmetric conditions (LC1 and LC2) both hands had higher target variable error when
holding heavier than lighter weights. In symmetric conditions, the two hands received
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the same additional feedback (i.e., the position of the other hand) and since the variability
associated with force/heaviness perception is known to be higher for higher forces/weights
[79, 80]), we expected the two hands to have higher variability when holding heavier weights.
In the two asymmetric conditions (LC3 and LC4), the two hands received different feedback
depending on the weight they were holding. If the CNS when controlling one hand was
unable to integrate the information of the other, each hand would maintain higher target
variability holding the heavier weight. However, the latter was only the behavior of the left
hand, while the right hand modified its behavior to match the performance of the left. Thus,
the CNS when controlling the right hand is integrating and accounting for the information
coming from the left hand holding a different weight. Conversely, when controlling the left
hand, the CNS did not account for the feedback from the right hand, relying only on the
left hand’s proprioceptive information. This result suggests a ‘leading role’ of the left since
the variability of the two hands was coupled in all conditions, independently of the weight
held by each hand, and this behavior seems to be determined by the left hand, at least in
right-handed participants.

The dominant role in proprioceptive tasks of the left hand has been previously reported in
the literature [72, 90] and also the results of the second task, discussed in the next paragraph,
supported this conclusion.

The results of the analysis on the strategies suggest that in Task 1 the loading condition
influences the kinematic strategy during the execution of the task and this may cause the
changes in the bimanual position performance observed in the experiments. Specifically,
the movements’ strategies support the following considerations: (i) in symmetric loading
conditions, the movement speed was influenced by the heaviness of the weight on the handle;
(ii) in asymmetric conditions, the difference between the hands’ speed due to the weights
decreased. Most features of the movement converged toward intermediate values with respect
to those observed when both hands hold the same weights, in accordance with the inter-limb
interference; (iii) in asymmetric conditions, the hand holding the lighter weight has a delayed
peak speed. This supports the main result that, in this case, the mismatch in the proprioceptive
inputs results in difficulty for the subjects in performing the task, as also highlighted by the
residual bias error in the steady-state phase.

Task 2: Bimanual force matching task

The force outcomes mainly depended on the position of the left hand, regardless of the right
hand, i.e. for this bimanual isometric force task we found a leading role of the left hand
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and not an effect of hand configuration symmetry. This result is surprising and in apparent
contrast with the initial assumption that the equal position of the two hands would imply
better performance as it corresponded to equal joint configurations that require a similar
motor command for the two sides of the body.

However, this paradoxical result may be explained by the dichotomous model proposed
by Goble et al. [72]. The model suggests that the upper limbs’ differences found in the
behavioral performances are based on the different key sources of movement-related sensory
feedback, which they rely more on: vision or proprioception. According to such model,
during bimanual activities, the dominant (right) arm relies more on visual feedback, whereas
the non-dominant (left) arm is better off with proprioceptive feedback [72, 90]. Thus, in our
experimental paradigm, where the task could not be solved relying on visual feedback, the left
arm may be advantaged and consequently assume a leading, dominant role. Further support
to this interpretation comes from another similar study demonstrating that the non-dominant
limb is specialized in controlling static exertion of forces [47, 91, 92].

However, this finding is supported by Johansson et al. [93]. They found that during
bimanual object manipulation the brain selects one hand as prime actor even when the two
hands has to apply symmetric forces, i.e., there is an asymmetric control of the two hands
even if the same force outcome is required. Indeed, the hand that experiences the most
natural directional relationship between forces generated and desired motion consequences,
whether left or right, is appointed as prime actor while the other hand plays an assisting, or
postural, role. The asymmetric control of the hands is manifest from the cortical level all
the way down to specific muscles. Thus, besides supporting the notion that there is a dual
coordinated control scheme for goal oriented behaviors, with one system for goal motions
and one for postural support [94], these systems are segregated throughout the motor system
and can be flexibly rearranged between the hands depending on task constrains.

Another result worth consideration is that the errors, and especially the bias error, were
lower when the left hand was in the higher position. we may speculate that the better
performance of the leading hand in the highest position could be due to muscular activation.
In particular, for exerting the required isometric forces, participants may need to recruit
motor units at the shoulder/trunk level when the hand is in the higher position compared to
when it is in a lower position: this may imply an increase of the motor commands to produce
the same amount of force that could lead to a better force perception [70, 95, 96], explaining
the lower errors. Notice also that in different arm configurations, different muscle groups
contribute to produce the same level of force, thus the variability (i.e., variable error) of the
resulting force could change depending on which specific muscles are recruited and how
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they are activated: in our task the recruitment of shoulder and trunk muscles determined also
a decreased variability. For different levels of force, the results confirmed that the variable
error depended on the applied force: the variability increased when higher force was required.
Indeed, for biological signals it is common to have larger variability associated with higher
amplitude of the signals. It is well known for force applied by the fingers or in unimanual
tasks [48] as well as for bimanual matching tasks [78, 79].

The magnitude of the desired force had also another relevant effect: the left hand applied
more force than the right hand for the lower target force, but for higher target force such
effect was decreased and even inverted. This result is consistent with the literature about
sequential matching tasks, where the force applied by the left hand is significantly altered by
the amount of force required [76].

The results of the analysis on the strategies suggest that in Task 2 the force strategy
appeared to be unaffected by the symmetry of the hand configuration, this might be an addi-
tional explanation for the independence of the accuracy of performance from this parameter.
Furthermore, as for the bias error, almost all the strategy indicators were different between
the two hands: the left hand had a higher and delayed force peak and longer adjustment
phase with higher mean force. These features support the hypothesis of a leading role in
force control for this hand.

The results of this study would be relevant for clinical evaluations and rehabilitative
applications. While providing new insights about the interaction between force and position
control in unimpaired individuals, they can be also used to define a quantitative evaluation of
proprioception in bilateral tasks for people with neurological disorders and stroke survivors.

Limitations

A concurrent acquisition of muscle signals was not performed. This could allow a deeper
understanding of the neural mechanism underlying our results, providing further support for
the explanations proposed in the section 1.3. Thus, future studies might focus on recording
surface electromyographic data, especially to further investigate the relation between the
number of recruited muscle fibers and proprioceptive errors. In addition, the results we found
in Task 1 could be valid only for lighter and not for heavier weights, due to no linear relations
between proprioceptive errors and muscle fiber activations.



Chapter 2

Study II: The influence of handedness on
bimanual isometric force matching task

This study has been published in: Ballardini G., Casadio M. ‘Isometric force matching

asymmetries depend on the position of the left hand regardless of handedness’. In Interna-
tional Conference on Human Haptic Sensing and Touch Enabled Computer Applications (pp.
194-202). Springer, Cham. Eurohaptics Conference, Leiden, Netherlands. (September 6-9,
2020)

2.1 Introduction

In the previous study on right-handed participants (Chapter 1) we found that the ability to
simultaneously apply an equal amount of isometric force in the upward direction with the
two arms was influenced by the position of the left hand, indicating a leading role of the
non-dominant limb on the bimanual performance of such task. We hypothesize that this effect
is related to the participants’ handedness and therefore that the results would be mirrored in
left-handed individuals.

Since about 89.5% of the world population prefers using the right hand [97] in the
execution of various uni-manual motor tasks, there is a bias also in the study of sensorimotor
abilities and motor control [98, 99]. The majority of research on the upper limb focused
only on right-handed individuals performing uni-manual tasks with their preferred arm, also
called the dominant arm. This approach reduces the experimental design complexity but does
not take into account the interaction between the two arms [100]. In addition, it limits the
possibility to determine sensorimotor differences between left- and right-handed individuals
(see also [98] for a review) and the ability to determine whether the upper limb asymmetries



2.2 Material and methods 27

were due, to the hand dominance or to a specialization of the brain hemisphere unrelated to
handedness. Actually, some tasks showed upper-limb behavioral asymmetries in left-handed
individuals identical to the right-handers, suggesting that these observed effects were not
determined by handedness, but likely by the specialization of the brain hemisphere. For
example, this is the case of stiffness perception [101] and weight perception [102]. In other
tasks, instead, the upper-limb behavioral asymmetries, such as target reaching accuracy
[90] and finger pinch movement discrimination [100], were found mirrored with respect to
right-handers, suggesting that the observed effects were due to handedness. However, to
the best of our knowledge, the handedness effect on behavioral asymmetries has not been
evaluated in bimanual force control tasks with both hands are actively engaged toward a
common goal.

For testing my hypothesis, i.e., the leading role of the left-hand position in the bimanual
isometric force task is related to handedness, in this study, we repeated the same experiment
on a population of young left-handers and on an age-matched group of right-handers. My
hypothesis will be supported if in both populations the performance will depend on the
position of the non-dominant hand. Conversely, if force performance will depend on the
position of the left hand, results will indicate a hemispheric specialization in the brain,
independent of handedness.

2.2 Material and methods

2.2.1 Participants

36 participants (20 females, age range: 23-33 years old) voluntarily participated in this study.
For all participants, we evaluated the hand dominance by the 10-item Edinburgh Handedness
Inventory [81]. Based on this score, we divided them into two age-matched groups (Table
2.1): 13 left-handers (LQ score < -50) and 23 right-handers (LQ score > 50).

Inclusion criteria were: (i) no evidence or known history of neurological disease; (ii)
normal joint range of motion and muscle strength; (iii) no problems of visual integrity that
could not be corrected with glasses or contact lenses, as i.e. they could see the feedback
displayed on the device’s screen. Each participant signed a consent form to participate in
the study and to publish the results of this research. The research and the consent form were
conformed to the ethical standards of the 1964 Declaration of Helsinki and approved by the
local Ethical Committee.
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Table 2.1 Demographic data

Sex Age LQ score

Left-handed 8 F, 5 M 25 ± 3 -86 ± 14
Right-handed 12 F, 11 M 26 ± 2 75 ± 14

Age and LQ scores are reported as mean ± std

2.2.2 Protocol

The experimental set-up and protocol are the same as the bimanual force matching task
described in section I and subsection 1.1.2 respectively. Here, we decided to perform only
Task 2, since we did not find any limb asymmetry in right-handed participants.

Briefly, participants were sat in front of our device (Fig. 1) and they were required to
apply simultaneously the same amount of isometric force on both handles. In each trial the
handles were placed in one of the four different configurations (HC; Fig. 1.2) corresponding
to all the possible combinations of two different heights, respectively 0.10 and 0.30 m above
the baseline position, i.e. handle in contact with the base plane. During each trial, participants
did not receive any feedback of the force applied by each hand, but they could see on the
device’s screen the total force exerted as a vertical bar whose height was equal to the sum
of the two forces. On the screen, they can see the target force to match, as a horizontal line
that has to be reached by the bar controlled by the bilateral force applied by the participants.
Two different target force levels were presented: 9.8 N or 19.6 N. Each target force was
presented five times for each hand configuration, in random order, for a total of 40 trials (4
hand configurations*2 target forces*5 repetitions). To complete each trial, participants had
to communicate to the experimenter when they reached the required amount of force and to
maintain it for 0.5 s (holding time interval). There was no time constrain to complete each
trial.

2.2.3 Data analysis

We focused on the difference of force applied by the two hands in the holding time interval.
Our primary outcome was the absolute error defined as the absolute value of the difference
between the left and the right hand (2.1) computed in terms of upward isometric force:

γ =
∑

N
i=1 |γL − γR|

N
(2.1)
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Eq. 2.1. where N (=5) is the number of trials repeated under the same condition, γ is the
measured force for the right (R) and left (L) hand. This difference was evaluated in the
holding time, i.e., 0.5 s after the participants declared to have matched the required force.

It could be influenced by two concurrent factors: (1) a systematic tendency to exert more
force with one arm, i.e. the bias error, computed as in Eq. 1.2; (2) a variable component
accounting for trial-to-trial consistency, i.e. the variable error, computed as in Eq. 1.2.

Statistical analysis

Our primary goal was to investigate whether the ability to exert equal isometric forces with
the two arms in different configurations was influenced by handedness. The secondary goal
was to verify if the performance of left-handed participants depended on the symmetry of
the hand configuration, the position of the left hand, and the target force. Using IBM SPSS
Statistics, we performed a repeated-measures ANOVA on the three indicators (absolute, bias,
and variable error) with one between-subjects factor: ‘handedness’ (2 levels: left- and right-
handed participants) and with three within-subjects factors: ‘symmetry’ (2 levels: symmetric
HC and asymmetric HC), ‘left hand position’ (2 levels: up and down), and ‘target force’ (2
levels: 9.8 N and 19.6 N). We verified the normality of the data using the Anderson-Darling
test [103]. The null hypothesis was rejected for the absolute and the variable error, thus these
data were corrected applying the fractional rank method [104]. We tested for the sphericity of
the data using Mauchly’s test, and it was verified for all indicators. We performed a post-hoc
analysis (Tukey’s method) to further investigate statistically significant effects. Statistical
significance was set at the family-wise error rate of α=0.05.

2.3 Results

Left-handed participants had worse performance in the bimanual force
matching task

The absolute error (Fig. 2.1a) was influenced by handedness (F1,34=6.75; p=0.014). Specifi-
cally, left-handers performed the task with a higher difference of force between the arms than
right-handers. However, this population effect for each participant could be due to the bias or
to the variable error, as well as to their combination, regardless of handedness. Indeed, for
both the bias and the variable errors (Fig. 2.1b and 2.1c), the handedness main factor did not
reach the threshold of significance.
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The bimanual performance was influenced by the position of the left
hand regardless of handedness

In left-handed participants, the difference of force applied by the two hands depended on
the position of the left hand and not of the non-dominant (right) hand. The absolute error
significantly depended on the position of the left hand for both groups (left hand position
effect: F1,34=22.09; p<0.001), i.e. when the left hand was in the lower position the absolute
error was higher for all participants. This could be explained by the bias error, which showed
that participants of both groups tended to apply more force with the left hand when it was in
the lower position (left hand position effect: F1,34= 16.44; p<0.001). However, this effect
was more marked when the hands were in asymmetric configurations, i.e., the performance
was not different in symmetric configurations (symmetry*left hand position interaction:
F1,34=16.00; p<0.001; post-hoc: HC1-HC2: p=0.759; HC3-HC4: p<0.001). As for the
variable error, no effect of the left hand position was found in the overall population (left
hand position effect: p>0.05), while only the left-handers in most configurations (3 out
of 4) had a higher variable error when the left hand was in the lower position (left hand
position*group interaction: F1,34=11.86; p=0.002). For all the three indicators there was
no significant main effect of the symmetry of the hand configuration, consistently for both
groups.

The error was influenced by the required total amount of force, regardless
of handedness

The level of the target force had a significant - or close to significance - effect on all the three
indicators (absolute error: F1,34= 6.89; p=0.013; variable error: F1,34=11.86; p=0.002; bias
error: F1,34=6.22; p=0.018), i.e. as expected these indicators were higher for higher target
force, regardless of handedness, symmetry of the hand configuration and position of the left
hand.

All the above-mentioned results were confirmed also in the sex-matched subgroup.

2.4 Discussion

In this study, we wanted to test our hypothesis that the leading role of the left hand position
in bimanual isometric force task is related to handedness. To do so, we repeated the
same experiment performed chapter 1 on a population of young left-handers and an age-
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Figure 2.1 Indicators of performance computed on the difference between the forces applied
by the left and the right hand in terms of a) absolute error, b) bias error and c) variable error.
Each indicator has been reported for the four hand configurations (symmetric: HC1 and HC2;
asymmetric: HC3 and HC4, see 1.2). The left hand in the higher position is represented
by the ‘x’ symbol, while in the lower position by the ‘diamond’ symbol. Data is reported
separately for each target force: white background indicates 9.8 N, light gray background
19.6 N. All the panels show the results (mean ± SE) separately for the left- (blue) and the
right- (gray) handed population. * indicates a p<0.05

matched group of right-handers. Our hypothesis will be supported if in both populations
the performance will depend on the position of the non-dominant hand. Conversely, if force
performance will depend on the position of the left hand, results will indicate a hemispheric
specialization in the brain, independent of handedness. Interestingly, our results showed an
effect of the handedness on the force applied by the two hands, but not on the leading role of
the left hand position.

The difference of force applied by the two hands in terms of absolute
error was influenced by handedness in all the experimental conditions

Left-handed participants had higher absolute error than right-handed participants. This
result supports the conclusions of previous studies, such as [100], suggesting that bimanual
proprioception was less accurate in left-handed individuals. This study extends this finding
to a bimanual isometric force matching task, where participants integrated the proprioceptive
information from their arms positioned in symmetric or asymmetric configurations, not
relying on visual feedback.
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Bimanual force matching performance depended on the position of the
left hand regardless of the handedness

The performance seemed to be influenced by the specialization of the brain hemisphere,
evolving independently from handedness. The significant effect of the left hand position
in right-handed individuals was supported by the dichotomous model theorized by Goble
et al. [99] and observed in motor [90] and force tasks [70, 76]. This model suggests that
during bimanual activities, the dominant right arm relies more on visual feedback, while
the non-dominant left arm on proprioceptive feedback. Thus, in our experiment, where
participants could not rely on visual feedback, the left arm might be advantaged and play
a key role in solving the task. The present study on left-handed individuals extends this
finding, suggesting that the observed asymmetry in bimanual force matching performance
with different arm configurations could be due to a specialization of the right hemisphere,
evolving independently from handedness. This result is also supported by a study by Kang
et al. [105] on people with unilateral stroke, suggesting a specific contribution of the right
hemisphere in controlling the production of bilateral force. Also other studies found a
specialization of the right hemisphere in different but related tasks, such as controlling limb
impedance for stabilizing limb position at the end of movement [19] and generating force for
adapting to dynamic variation, such as unexpected perturbation [106]. Note that the signed
difference between the forces applied by the two hands was higher and significant when the
two arms were in asymmetric configurations. This was expected, since in this case the central
nervous system has to apply different neural commands for each side of the body, accounting
for the difference in arm configuration. However, humans have a universal tendency to
perform coordinated bimanual movements, by synchronized activation of homologous limb
muscles (e.g. in [10]). The present results suggest that this tendency could be present also
in bimanual isometric force matching tasks, explaining at least in part the more similar
performance in symmetric configurations. we also found that the performance variability was
partially influenced by handedness, since only left-handed individuals tended to have higher
variability when the left hand was in the lower position than in the other configurations.
A crucial role of the right hemisphere for variability of bilateral force control has been
suggested in [70], but its interaction with handedness has not been extensively studied.
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The error is influenced by the required total amount of force, regardless
of handedness

The total amount of the requested force had a relevant effect on the performance, increasing
the difference between the two hands and its variability. Further, the bias error highlighted
that the left hand applied more force than the right for the lower target force, but this effect
was decreased and even inverted for the higher target force, consistently with previous results
in the sequential [70, 76] and concurrent matching task. The results of the present study
extend the previous findings, highlighting that this effect was not influenced by handedness.

2.4.1 Limitations

The results obtained in the right-handers were consistent with what was reported in Chapter 1
for both the absolute and the bias error. Instead, the variable errors in our young participants
were lower and in a different relation to hand configurations. The difference was due to the
older participants included in the previous study who had significantly higher variable errors,
as found also in [107]. We plan to further investigate the influence of aging on this specific
task in a future study.



Part II

Assessment of proprioception in stroke
survivors
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Introduction

Stroke is characterized as a neurological deficit attributed to an acute focal injury of the
central nervous system by a vascular cause. There are two main types of stroke: the ischemic,
which is caused by a lack of blood, and the hemorrhagic, due to the rupture of a vascular
structure. It results in the localized death of the nervous tissue leading to a not proper
functionality of the brain in that region. The long-term effect of stroke is mainly determined
by the site and size of the initial stroke lesion and by the extent of subsequent recovery [56].

Stroke is the second cause of disability worldwide [108]. One of the most common
deficit after stroke is hemiparesis of the upper limb contaleral with respect to the brain lesion
side, with more than 80% of those with stroke experiencing it acutely and more than 40%
chronically. Furthermore, more than 50% of stroke survivors exhibit long-term weakness or
paresis in their contralesional arm [109, 110], while 50% ehibit proprioceptive deficits [111].
It is well known that the loss of proprioception affects motor planning, control, and (re-
)learning limiting functional recovery in various motor tasks [3–8]. In fact, many survivors
present with deficits of proprioception perform movement trajectories that are often less
accurate and stabilization strategies that are less effective compared to unimpaired people
[50]. This limits physical interaction with people and the environment, thereby reducing
their quality of life [112].

Thus, the recovery of upper limb functions in stroke survivors is an important rehabilita-
tive goal [113]. To achieve this goal, it is essential to assess and consider abnormal patterns of
movements, altered strength, and sensory perception of both ipsilesional and contralesional
arms [114, 115]. The first necessary step for achieving this goal is a complete and effective
assessment of the capability of the person. This will allow to design specific rehabilitative
treatment, and also monitoring the progress. Despite that, in the current formulation of
the neurological assessment protocol, proprioceptive functions are most often subjectively
assessed by clinicians using qualitative clinical scales [7]. In addition to that, the different
aspects of proprioception and the two upper limbs are mainly evaluated separately and the
main focus of the rehabilitation and the assessment protocol in stroke survivors is on the con-
tralesional arm. This limits the evaluation of the possible interactions or interference that arise
from the inter-limb coordination [12], which is one of the main outcome of proprioceptive
deficits in stroke survivors.

In relation to the cerebral lesion, the ipsilesional Upper Limb (iUL) is often termed
‘unaffected’ or ‘unimpaired’ and used as a reference for the assessment of the ‘affected’
or ‘impaired’ contralesional Upper Limb (cUL) [116, 117]. However, there is increasing
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evidence that also ipsilesional deficits can persist and be functionally limiting from the acute
to the chronic stage of stroke (see [115] for a review).

In general, most studies on iUL focused on motor deficits, while limited attention has
been devoted to somatosensation. Early studies found ipsilesional muscle weakness [117–
119], while recently degradation of motor performance was mainly investigated in tasks
requiring accuracy, dexterity or coordination [17–20, 22, 23, 114, 120]. Previous studies on
ipsilesional tactile and proprioceptive deficits in stroke survivors highlighted impairments in
stereognosis [121], tactile-perceptual ability [13], as well as altered thresholds for light-touch
[14, 16], motion detection [122], point localization [121, 123], two points discrimination
[15, 124] and pressure sensitivity [15, 125, 126]. Those can be detected with standard clinical
methods, e.g., the nine-peg hole test [127, 128], the Jebsen hand function test [114, 116], the
pegboard test [129, 130].

In addition to that, recent studies suggested that hemispheric specialization influences
differently the motor deficits in both arms following unilateral stroke [18, 19, 131–135], the
dependency on this in proprioceptive deficits is less investigated. The previous studies on
differences in somatosensory deficits due to hemisphere of the lesion reported discordant and
task-specific findings [13–16].

In my Ph.D. research project I did a first step toward filling those gaps, deepening the
knowledge on the proprioceptive performance of stroke survivors while performing uni and
bimanual tasks.



Chapter 3

Study I: The influence of brain laterality
on unimanual passive position matching
task

This study has been done in collaboration with the with Robotic Research Center, Mechanical
and Aerospace Engineering and the School of Physical and Mathematical Sciences of
Nanyang Technological University (Singapore), and the Clinic for Advanced Rehabilitation
Therapeutics, Tan Tock Seng Hospital Rehabilitation Centre, (Singapore).

3.1 Introduction

Hemispheric specialization is a defining characteristic of the human brain organization [136].
It can be defined by asymmetries of intra-hemispheric functional and effective connectivity.
Hemispheric specialization is based on the interplay of two complementary aspects: (i)
functional specialization, i.e., each hemisphere hosts specialized networks that have unique
functional properties. From the evolutionary point of view, the lateralization of specific
functions in one hemisphere seems to be beneficial in reducing conduction delays [137] or
downgrading interference from incompatible processes [138]; (ii) functional integration, i.e.,
mechanisms that enable the inter-hemispheric coordination necessary to efficiently process
the information of both hemispheres [139–141]. Anatomical and developmental studies
highlighted hemispheric asymmetries in structural connectivity, which are a fundamental
constraint of brain architecture and may be the cause for functional hemispheric specialization
[142].
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Traditionally, emphasis has been on left hemisphere supremacy for language versus right
hemisphere dominance for visuo-spatial representation and attention [140, 143]. Recently,
it has been proposed that this specialization is relative because, with only few exceptions,
both hemispheres can process all types of information, although they do it in fundamentally
different manners [136]. This can be explained by the differences in anatomical connectivity,
which have been described both within and between cortical areas in the two hemispheres
[142]. However, the view that specialized functions of the left hemisphere are essential for
skilled movement and language, is quite well established for right-handers unimpaired people
[140, 144, 145].

With respect to human motor control and execution, the hemispheric specialization is
closely tied to handedness [140], i.e., the preferred and non-preferred arms have complemen-
tary roles during motor performance.

Two main theories have been proposed for how motion and impedance is coordinated
among human hands. Global dominance theory states that the hemisphere contralateral to the
dominant arm (left hemisphere for right-handers) specializes in all aspects of motor control,
while dynamic dominance theory suggests that each hemisphere specializes in different
control aspects [94].

This dynamic-dominance hypothesis of handedness is based on differences in movement
strategy observed between the preferred and non-preferred arms of right-handed individuals.
This hypothesis suggests that each arm is specialized for a different aspect of movement con-
trol: the dominant (right) arm system is specialized for the predictive control of trajectories,
and the non-dominant (left) arm system for the stabilization controlling the limb impedance
[69, 94, 146].

Studies on behavioral performance of individuals with unilateral brain injury supported
the hemisphere-limb specialization for motor control finding different deficits in both the
ipsilesional [18, 131] and contralesional [19] arm depending on the brain lesion side. Left
hemisphere damage resulted in deficits in the early stages of movement, such as increased
reaction times [132, 133] and a slower initial movement component [134]. In contrast,
individuals with damage to the right hemisphere showed poorer feedback-dependent control,
as would be necessary for accurately achieving a final target position [134, 135].

Despite their importance, there is limited evidence about the dependency of upper limb
position sense performance on the brain hemispheric location and the arm position in the
workspace. Vallar et al. [147] addressed this issue, but they focused on the difference
between stroke survivors with and without spatial neglect and the effects of supplementary
optokinetic stimulation. More in general, previous studies on differences in somatosensory
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deficits due to hemisphere of the lesion reported discordant findings. For example, tactile
sensation in stroke survivors with a Right Brain Damage (RBD) was better [16, 15], equal
[14] or even worst [13] than survivors with Left Brain Damage (LBD).

Furthermore, to assess position sense, nowadays, both in clinical and research, there are
about fifty standardized methods [148], which applying different methods have discrepancies
in their findings [148–150]. One of the most common paradigm to study perception ability
in stroke survivors is the mirror position matching task. Specifically, it allows to quantify
the spatial component of the proprioception ability after stroke. There, a physiotherapist
or a robotic device moves the contralesional arm in specific positions that the participants
have to mirror with the ipsilesional arm [7, 151–153]. However, this type of test, as our
previous bimanual position matching tasks (subsection 1.1.2), accounts concurrently for the
proprioception of the two arms [90, 99, 149], not allowing us to determine independently
the deficits of each arm and their mapping in the workspace. For this reason, we focused
on the comparison of performance on unilateral position matching tasks. However, in this
case, the memory component plays an important role [65], since the same arm is used as
both reference and matching in sequential phases.

This study aims at filling these gaps by assessing the iUL position sense after stroke
during a passive unimanual position matching task. We compared the iUL proprioceptive per-
formance with those of the cUL and we also investigated the dependency of this performance
on the hemisphere of the brain lesion, accounting for the hand position in the workspace.
Moreover, we compared the iUL proprioceptive performance with those of the dominant arm
of a group of slightly younger unimpaired participants.

3.2 Material and methods

3.2.1 Participants

40 stroke survivors (age range: 31-72 years old, see also Table 3.1) and 24 participants
without any known sensorimotor impairment or history of neurological, psychiatric, or
neuromuscular disorders (age range: 21-58 years old, mean age ± std: 37.2 ± 14.2 years old;
10 females) completed the proprioceptive test.

For stroke survivors, the inclusion criteria: (i) first-ever stroke event diagnosed by
neurologists or neurosurgeons and brain imaging; (ii) age ranged between 21 and 85 years
old; (iii) being between 3 and 24 months after the stroke event, i.e., post-acute stroke phase;
(iv) Upper Extremity portion of the Fugl-Meyer Assessment (FMA-UE) < 20 or presence of
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motor ataxia; (v) ability to understand instructions and give informed consent; (vi) absence
of uncontrolled medical illnesses and pregnancy; (vii) more than 6 months of life expectancy;
(viii) ability to sit upright with support for more than 90 minutes; (ix) absence of arm related
contraindications to robot aided therapy such as shoulder pain (Visual Analog Scale for pain
≤ 4); (x) absent or low level of spasticity (Modified Ashworth Scale ≤ 2); (xi) absence of
hemi spatial neglect assessed using the line bisection test; (xii) mini-mental state examination
score ≥ 27.

Inclusion criteria for all participants were to be naïve to the study and right-handed; this
latter requirement for stroke survivors was referred to their hand dominance before the stroke
event. This was motivated by the fact that hand dominance could be a confounding factor in
this experiment, accounting for the hemispheric localization of the lesion.

41 stroke survivors matching the inclusion criteria were enrolled for the assessment.
However, one of them was excluded from the analysis because he/she did not complete the
assessment, performing the test only with one arm. According to the clinical history, 28
stroke survivors had left-hemisphere damage and 12 had right-hemisphere damage (Table
3.1).

As preliminary analysis, we verified that there was no difference in age or clinical scores
between the LBD and RBD stroke survivors, using the Wilcoxon rank-sum test. We did
not find any difference between the two groups neither in the age (p=0.701) nor in their
clinical scores (Table 3.1; FMA-UE p=0.111; ARAT p=0.360; FAT p=0.169). Instead,
stroke survivors and unimpaired participants had different age (p<0.001) and they cannot
be considered age-matched groups. This limit was considered in the analysis and in the
section 3.5 (further analysis on the effects of age in unimpaired participants are reported in
the section 3.3).

Ethical approvals for all procedures were obtained from the Domain Specific Review
Boards (NHG-DSRB 2014/00122) of the National Healthcare Group for stroke survivors,
and of Nanyang Technological University for unimpaired participants before recruitment. All
participants gave written informed consent to participate in the study, in conformity with the
1964 Declaration of Helsinki. The study was carried out in the outpatient clinic of a tertiary
rehabilitation centre with links to an acute stroke unit.



3.2 Material and methods 41

Table 3.1 Demographic data and clinical test results

Brain lesion side Sex Age FMA-UE ARAT FAT
(0-66) (0-51) (0-5)

Left 13F, 15M 57 ± 9 40.4 ± 10.5 24.4 ± 15.9 1.5 ± 1.5
Right 5F, 7M 54 ± 13 33.7 ± 8.0 18.4 ± 14.7 0.8 ± 1.3
All 56 ± 10 38.4 ± 10.3 22.6 ± 15.8 1.32 ± 1.5

Abbreviations: FMA-UE: Upper Extremity portion of the Fugl-Meyer Assessment; ARAT: Action Research
Arm Test; FAT: Frenchay Arm Test. Data are reported as mean ± std

3.2.2 Experimental set-up

The proprioceptive assessment was performed using H-Man, a planar end-point robot de-
signed for assessing and training the upper-limb sensorimotor function, already used in
studies with unimpaired participants and stroke survivors [154–157].

The experimental set-up and the protocol were the same used in [155, 156]. Briefly,
participants were seated in front of H-Man in a height-adjustable chair, with their sternum
centered to the robot’s workspace. Their hand grasped or was strapped to the robot’s handle,
which in the starting position was on the participants’ midline, approximately 25 cm far from
their sternum, requiring an elbow angle of approximately 90° (Fig. 3.1). Shoulder straps
attached to the chair prevent trunk movements, allowing only rotations of the shoulder and
flexion/extension of elbow joints.

3.2.3 Protocol

During the experiment, they were required to keep the eyes closed and the arm muscles
relaxed.
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Figure 3.1 Experimental set-up. Participants were seated in front of H-Man, with their
sternum’s center aligned with the center of the robot’s workspace and with the hand’s starting
position (gray). They had to grasp the robot’s handle, which in each trial was moved by
the robot in one of three possible target locations (green) set 10 cm far from the starting
position and with an angle of 0° (Central: C) and ± 45° (Left: L; Right: R) with respect to
the participant’s midline.

Each trial was divided into two phases: ‘reference’ and ‘match’. In the reference phase,
the robot’s handle was moved from the starting position to a target position at a constant
velocity of 7 cm/s and held there for 2 seconds. Then, the handle returned to the starting
position at the same velocity. After 1s, the match phase started. In this phase, the robot’s
handle was moved again in the direction of the same target at a constant velocity of 2 cm/s.
Participants had to verbally notify when they felt that their hand reached the target position
(perceived target position). The experimenter immediately ended the trial stopping the handle
motion. After that, the handle returned to the starting position. The participants did not
receive any feedback about trial performance. The three targets were placed 10 cm far from
the starting position in three different directions at 0° (central target), and ± 45° (left and
right lateral targets) with respect to the participants’ midline. Each target was presented 6
times in random order for a total of 18 trials. The stroke survivors performed the same task
with both the contralesional and the ipsilesional arm. The order in which the arms were
tested was balanced among them. The unimpaired participants performed the task only once,
with the dominant (right) arm . All the participants performed up to 10 trials (minimum 3)
for familiarizing themselves with the task before performing the test.
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3.2.4 Data analysis

First, we computed the matching error as the signed difference between the perceived (i.e.
the point where the participant indicated their hand reached the target position) and the true
target position as in [158]. Then, to assess the proprioceptive performance we estimated the
following indicators:

• Constant error, as the mean value of the matching error across trials toward the same
target. Before averaging across participants, we considered the unsigned value of the
matching error, since we were interested in evaluating the overall accuracy, not the
tendency of the participants to overshoot or undershoot the target distance;

• Variable error, as the standard deviation of the matching error, computed across trials
toward the same target. This represents the precision, i.e., the repeatability (consistency)
of the performance across trials.

The difference between cUL and D was not studied here, because it has been already
investigated in several studies and reported in [159, 156] with this experimental set-up and
protocol.

Statistical analysis

Our main goal was to evaluate if in stroke survivors there were differences between the
proprioceptive performance of the two arms during a passive position matching task, where
the hand was moved by an endpoint robot. To do so, we compared the proprioceptive
performance of iUL and cUL, performing a repeated measure ANOVA with two within-
subjects factors: ‘arm’ (2 levels: ‘iUL’ and ‘cUL’) and ‘target’ (3 levels: ‘left’, ‘central’
and ‘right’). In addition, we also compared the performance of iUL and Dominant arm
(D) of unimpaired participants, performing a mixed-design ANOVA with ‘population’ as a
between-subjects factor (2 levels: ‘unimpaired’ and ‘stroke’) and ‘target’ as a within-subjects
factor (3 levels). Before running the ANOVA, we checked the normality of data using the
Anderson-Darling test [103]. When the null hypothesis was rejected, the data were corrected
by applying the fractional rank method [104]. For the rm-ANOVA, we tested the sphericity
using Mauchly’s test and for the mixed ANOVA we tested the equality of variances using
Levene’s test , both were not rejected for any metric. Statistical significance was set at
the family-wise error rate of α=0.05 and applying the Bonferroni correction for multiple
comparisons the threshold required for the significance of each of the two ANOVAs was
set to α = 0.05/2 = 0.025. Finally, we investigated if there was a correlation between the
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proprioceptive performance of the two arms in stroke survivors and if this correlation was
influenced by the brain hemisphere of the lesion and by the target position in the workspace.
For the latter, we considered targets positioned in the central, left and right workspace with
respect to the participants’ midline (see Figure 3.1), regardless of their brain lesion side).
To this end, we computed Spearman’s correlation coefficient between the performance of
the iUL and cUL, considering as separate factors: (i) the brain hemisphere of the lesion
(LBD and RBD stroke survivors); (ii) the target position (right, central, left). Spearman’s
correlation coefficient (ρ) ranging from 0.20 to 0.39 was considered as moderate, from 0.40
to 0.59 as relatively strong, from 0.60 to 0.79 as strong, and higher as very strong correlation
[160].

3.3 Preliminary results on unimpaired participants

Differences between the position sense of the two arms

9 right-handed unimpaired participants (age range: 21-34 years, mean age ± std: 26.2 ± 4.8
years; 2 females) performed the task with both the dominant and non-dominant arm. As
a preliminary analysis, we evaluated if there was any difference in performance between
the two upper limbs in terms of accuracy and precision, computed as described in the Data
analysis section in the manuscript. Thus, we performed an rm-ANOVA with two within-
subject factors: ‘arm’ (2 levels) and ‘target’ (3 levels). Before running the rm-ANOVA, we
checked the normality of data using the Anderson-Darling test. When the null hypothesis
was rejected, the data were corrected by applying the fractional rank method. We tested
also the sphericity using Mauchly’s test. We found that there was no significant difference
between the performance of the two arms (Fig. 3.2a), neither in terms of accuracy (F1,8=0.061
p=0.812) nor of precision (F1,8=0.248 p=0.632). Thanks to this finding, we can compare the
performance of stroke survivors with only the dominant arm of unimpaired participants. This
is in line with other proprioceptive evaluations, as a mirror-matching task [151, 161] and
single-joint 2-alternative choice paradigm [162].

Effect of age on position sense performance in unimpaired participants

We compared position sense performance of unimpaired participants, dividing them into
‘younger’ (15 people; age range: 20-34 years, mean age ± std: 26.7 ± 4.0 years; 4 females)
and ‘aged’ (9 people; age range: 46-58 years, mean age ± std: 54.8 ± 3.7 years; 6 females).
For doing that, we performed a mixed-design ANOVA with ‘age’ as a between-subjects factor
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Figure 3.2 a) Comparison between the dominant (D) and non-dominant (N-D) arms in
unimpaired participants in term of constant (left) and variable (right) error; b) Comparison
between the dominant (D) arms of the younger and aged group of unimpaired participants in
term of constant (left) and variable (right) error;

(2 levels) and ‘target’ as a within-subjects factor (3 levels). Before running the ANOVA, we
checked the normality of data using the Anderson-Darling test. When the null hypothesis
was rejected, the data were corrected by applying the fractional rank method. We also
verified the equality of variances using Levene’s test. As shown in Fig. 3.2b, we found
no difference between them neither in accuracy (F1,22=0.362 p=0.554) nor in precision
(F1,22=0.231 p=0.636). This is in line with previous findings in a smaller population [155].

3.4 Results on stroke survivors

To understand if in stroke survivors the iUL had impaired position sense in unimanual position
matching tasks, we compared the performance indicators, i.e., constant error (Fig. 3.3a) and
variable error (Fig. 3.3c) of this arm with those (i) of the cUL and (ii) of the dominant arm of
unimpaired participants.

As for two arms of stroke survivors, we found that the iUL and cUL (Table 3.2) had
different performance in terms of precision (variable error: F1,39=6.94 p=0.012), but not in
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terms of accuracy (constant error: F1,39=0.05 p=0.823). Specifically, compared to the cUL,
the iUL had no significantly different accuracy, but higher precision, i.e., a lower variability
when identifying the same position in space.

The fact that the iUL arm of stroke survivors had lower accuracy (F1,62=5.57 p=0.021)
than the dominant arm of unimpaired participants, but no significantly different precision
(F1,62=0.78 p=0.379; Table 3.3) confirmed that the iUL precision was not significantly
affected by stroke in our population, while the accuracy worsened also in the iUL.

Table 3.2 Comparison between the ipsilesional and contralesional arm

Constant error Variable error
Factor F p F p

Arm 0.05 0.823 6.94 0.012
Target 1.23 0.297 3.94 0.024
Arm*Target 0.58 0.561 0.61 0.548

Table 3.3 Comparison between iUL of stroke survivors and D of unimpaired participants

Constant error Variable error
Factor F p F p

Population 0.78 0.379 5.57 0.021
Target 3.47 0.034 1.19 0.147
Population*Target 2.98 0.055 4.21 0.017

As for the dependence of the proprioceptive performance on the workspace region,
comparing iUL and cUL, we found that the variable error (F2,78=3.94 p=0.024), but not the
constant error (F2,78=1.23 p=0.297) significantly depended on target positions.

Specifically, the variable error of the stroke survivors was slightly, but significantly higher
for the central target. This was observable for both arms, i.e., there were no significant
interactions between arm and target (F2,78=0.61 p=0.548). This latter trend was not present in
the unimpaired participants. However, when directly comparing the stroke survivors and the
unimpaired participants, the effects of the population * target interaction and the target factor
did not reach the threshold for significance after applying Bonferroni corrections (p=0.055
and p=0.034, respectively).

Interestingly, the interaction effect between population and target was significant only
for the constant error (F2,124=4.21 p=0.017). In fact, for unimpaired participants, the error
increased from the left to the right workspace, while this effect did not present among the
stroke survivors whose lower errors were reached on average for the central target.
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To understand if there was a correlation between the proprioceptive performance of the
two arms in stroke survivors and if that correlation depended on the hemisphere of the brain
lesion, we computed the Spearman’s correlation between the performance of iUL and cUL,
separately for survivors with RBD and LBD and the three targets (Table 3.4), i.e., central,
left and right with respect to the subject midline.

For the central target, the matching performance of the two arms correlated in terms
of accuracy for all survivors (both ρ > 0.40, Fig. 3.3b - central panel), but not in terms of
precision (both ρ <0.30, Fig. 3.3d - central panel). Specifically, the correlation between
the constant errors of the two arms was relatively strong for the LBD group (ρ=0.41) and
strong for the RBD group (ρ=0.71). These results were maintained for all survivors on the
left workspace (Fig. 3.3b - left panel), i.e., the constant error had a higher (relatively strong)
correlation between the two arms for the LBD group (ρ=0.56) and lower (moderate) for the
RBD group (ρ=0.34), while the variable errors had almost no correlation for all the stroke
survivors (ρ<0.10). In the right workspace, the only correlation was for the variable error for
the RBD group (ρ=0.54, Fig. 3.3d - right panel, others ρ<0.20).

When we found a correlation with ρ ≥0.30, we also computed a curve fitting by using
monotonic least-squares splines (Fig. 3.3b and 3.3d, Table 3.4).

Table 3.4 Spearman’s correlation coefficient and R2 of the curve fitting when ρ ≥ 0.30

Constant error Variable error
LBD RBD LBD RBD

Left target ρ=0.56 ρ=0.34 ρ=-0.02 ρ=0.08
R2=0.36 R2=0.22

Center target ρ=0.41 ρ=0.71 ρ=0.29 ρ=0.24
R2=0.30 R2=0.63

Right target ρ=0.19 ρ=-0.04 ρ=-0.03 ρ=0.54
R2=0.63

3.5 Discussion

We investigated the iUL position sense in stroke survivors during a unimanual position
matching task, requiring movements of both shoulder and elbow. Our results suggest that in
this task stroke did not affect the two arms in a similar way in terms of precision, since the
ipsilesional arm had matching variability lower than contralesional and comparable to that of
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Figure 3.3 a,b) Constant error - unsigned value of the constant error averaged across
participant – c,d) variable error. a,c) report the comparison between the ipsilesional (white)
and contralesional (gray) arms of stroke survivors and between dominant arm of unimpaired
(dark gray) participants for left central and right targets with respect to the subject midline. *
indicates statistical significance, p<0.025; Error bars indicate SE. b,d) report the correlation
between the two arms of stroke survivors for left (left panel), central (central panel) and right
(right panel) targets. Red and blue indicate respectively RBD and LBD stroke survivors. The
circles are filled when there is at least a moderate correlation (Spearman’s coefficient ≥ 0.30).
In these cases, we also displayed a monotonic fitting curve, i.e., a monotonic least squares
splines, to highlight the trend. The dashed line represents the equal performance for the two
arms.

unimpaired participants. The precision of the two arms was also not correlated, with the only
exception of a weak relationship in the right workspace for the RBD group.

Conversely, the two arms had similar matching accuracy, that correlated along the midline
and in the left workspace for all the stroke survivors, independently of the hemispheric
localization of the brain lesion. The iUL accuracy in stroke survivors was lower than in the
group of unimpaired participants, highlighting a significant decrease in this performance
metric.

In the following, we discuss in detail these findings.
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In unilateral passive hand matching, the precision of the ipsilesional arm
is affected after stroke, while its accuracy is not

We found proprioceptive differences between the two arms of stroke survivors in terms of
precision, but not of accuracy, suggesting that stroke impacts the ipsilesional arm propri-
oception in a different way than the contralesional arm. Our results support the findings
that after stroke the iUL has not an ‘unaffected’, but a ‘less-affected’. These findings could
also indicate a degree of dissociation between accuracy and precision for passive matching
task involving multiple joints, as already observed for single-joint matching task with active
matching movement [152]. This dissociation between accuracy and precision in proprio-
ceptive performance affected by stroke and/or age. We acknowledge that in this study the
unimpaired group was slightly younger than the stroke survivor group and it is well known
that there is a deterioration of the proprioceptive mechanisms with age [65, 163, 164]. Our
preliminary results within the unimpaired participants (Section 3.3) did not highlight any
significant difference due to age on a limited number of participants. Consequently, we
cannot ensure that significant difference in accuracy between the two groups was due to
stroke. Likely, it was due to a combination of both factors, age and stroke. Hence, future
investigations including an age-matched control group are necessary to address this important
point.

Therefore, our results support and enlarge the actual knowledge, highlighting the precision
asymmetry between the two arms in this passive proprioceptive task following stroke. In fact,
most of the methods used in literature to assess the position sense relays on active movements,
which activate neural patterns different than the passive tasks [165, 166, 65, 167, 149]. In fact,
proprioception differs in active and passive tasks due to many factors, such as (i) the more
predominant role of thixotropy in passive than in active movements [52]; (ii) the sensitivity
of passive spindle with is related to the muscle contraction [52]; (iii) the difference sources
of signals, e.g., performance in passive movements resulted primarily from processing of
afferent inputs, while during active movement also the efferent copy of the motor commands
plays a key-role [168].

The correlation between the position sense performance of the two arms
depends on the workspace region

We found a correlation between the proprioceptive performance of the two arms considering
all our stroke survivors only in the central and left workspace regions with respect to the
body midline. This finding confirmed the in-homogeneity of perception acuity across the 2D
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workspace, highlighted by previous studies in both unimpaired participants [36, 158, 169–
171] and stroke survivors [7, 20, 151–153] also with the same experimental set-up and
protocol [172]. Furthermore, Contu et al. [172] highlighted that the matching precision and
accuracy for both the contralesional arm of stroke survivors and the dominant (right) arm of
age-matched unimpaired participants is lower for the ’external’ target (i.e., right (left) target
for the right (left) arm). In addition, previous works on stroke survivors highlighted that most
stroke survivors had spatial contraction [7, 151] greater variability and higher systematic
shift than controls [7]. However, previous works on stroke survivors were mostly based on
the position sense of both arms [7, 151–153] or single-joint [20] paradigms and focused
mainly on the contralesional arm.

These differences across the space are due to an interplay of many factors, such as
limb geometry [169, 173], limb anisotropy [3], spatial biases in muscle spindle firing rates
[174, 175] also depending on the amplitude of the joint angles (e.g., there is a tendency
to overestimate large joint angles [170]) and the coupling between joints (e.g., the elbow
extension is overestimated only when the shoulder is abducted [170]). Therefore, there
is still the need for deeper investigating position sense in a task involving multiple joints,
because it is not a mere byproduct of results obtained for single joint tasks. Furthermore, tests
accounting concurrently for the proprioception of the two arms do not allow to determine
independently the deficits of each arm and thus do not lead to a clear understanding of
possible sensory deficits in the ipsilesional arm and their mapping in the workspace.

The mapping of proprioception accuracy across a 2D horizontal workspace
does not depend on the hemisphere of the stroke lesion

The accuracy of the two arms correlated in the central and left workspace regions with respect
to the body midline, independently of the hemisphere of the brain lesion. Instead, for the
matching precision, there was a correlation between the performance of the two arms only
for the RBD group and limited to the right workspace.

In stroke survivors with unilateral brain damage, the effects of the brain hemisphere
on the neural control of movements have been extensively investigated and several studies
highlighted that the spatial and temporal alteration of arm movement depends on the side of
the lesion [17, 18, 23, 120, 128, 131, 176]. Specifically, in relation to the ipsilesional arm,
Schaefer et al. [131] reported that in reaching movements in the ipsilateral workspace, RBD
had lower final position accuracy, a sign of deficits in controlling the hand position while
LBD had deficits in controlling the trajectory, a sign of deficits in multi-joint coordination.
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Conversely, to date, the sensory deficits have been less investigated than the motor deficits in
terms of dependency on the brain lesion side. There are studies, as [52, 168], suggesting that
RBD have higher probability to develop contralesional somatosensory, proprioceptive deficits
or even neglect [177, 178]. However, the actual literature often provides task-dependent
and/or discordant results. For example [15, 16] reported that RBD had a reduced tactile
sensibility with respect to the LBD group, while [13] found the opposite result. Instead
[14, 126] did not find any difference between RBD and LBD groups. This discrepancy in
results could be due to differences in several factors, such as the experimental methods,
and/or the characteristics of the participants, e.g., age and impairment level.

To the best of our knowledge, the relationship between the upper limb position sense
deficits and the brain lesion side has been considered in only few studies. [161] did not
find any difference between RBD and LBD in the mirror position test. [162] evaluated
hand proprioception in a single-joint experimental design finding more severe proprioceptive
deficits in RBD than LBD only for contralesional hand, i.e., they did not find differences in
the ipsilesional hand between the two groups. They also reported that all the stroke survivors
had lower proprioceptive performance only with the left hand than control participants.

Thus, these previous results specifically focusing on position sense, although not directly
comparable with our finding, are not in contrast, but they rather support our main findings.
Indeed, our finding on the correlation in the accuracy is supported by the [161]. Instead,
the slight difference in the precision between the two groups observed only in the right
workspace could be due to an interplay of many factors, as (i) the handedness, since only for
the LBD group had the dominant arm as a contralesional arm; (ii) difference in position sense
found in single-joint tasks [162]; (iii) difference in tactile ability between the two sides [13]
and future investigations on larger of RBD and LBD groups are needed to better understand
this latter point.

Implication for functional evaluation and rehabilitation

Findings from this study enlarge the actual knowledge on the upper limb position sense
asymmetries in stroke survivors relating to passive unilateral matching tasks, their mapping
in the 2D workspace, and the relation with the hemisphere of the brain lesion. It also provide
evidence to support the need to quantitatively assess both ipsilesional and contralesional
proprioceptive deficits to have a more complete evaluation, which is essential to design and
tailor an effective rehabilitative treatment. In addition to that this robot-aided assessment
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could be useful to monitor the efficacy of the rehabilitation treatment and to correlate the
motor rehabilitation outcomes to the proprioceptive abilities.

Limitations

We acknowledge that, in our proprioceptive test participants have to rely on memory to
complete the task [65], since the same arm is used to provide a reference to match in
sequential phases. To mitigate this issue one of the inclusion criteria to be enrolled in this
study was to have a score in the mini-mental state examination above 27.
Another limitation of this study is the lack of clinical evaluation of the bilateral proprioceptive
and sensory ability prior to the proprioceptive test performed with the robot. Finally, the
dependency of performance on the workspace region could underline mechanism related to
the handedness of the participants which remains predominant despite the stroke, as [162]
found lower performance for the left hand in all stroke survivors despite their brain lesion side.
This point could be addressed by further investigations involving left-handed participants
from both groups, unimpaired and stroke survivors.



Chapter 4

Study II: Development of a device to
assess proprioception during bimanual
tasks, and preliminary results on stroke
survivors

This study has been done in collaboration with the Department of Neurosciences, Biomedicine
and Movement Sciences, Verona University (Verona, Italy).

4.1 Introduction

Recently, bimanual movement training has emerged as an effective tool in neuro-rehabilitation
to facilitate and enhance functional recovery and bimanual coordination. It is a general term
that includes different training techniques requiring the simultaneous use of both upper limbs
to solve a specific task [179, 180]. Bimanual movement training potentially can encourage
inter-hemispheric communication and improve unilateral motor cortex activation enhancing
also both the uni- and bi-manual motor control [179]. This can be explained by the inherent
dependencies between arms [181–183], which activate similar neural distributed networks in
both hemispheres during symmetrical movements [184–186]. Previous studies demonstrate
that this type of training is effective in improving ipsilesional and bimanual motor ability
after stroke [179, 187].

Bimanual tasks could be categorized in (i) physically coupled task when the action of one
limb affects the dynamic of the other [188], i.e., there is a direct transfer of forces between
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the two limbs and direct proprioceptive feedback of the opposite side action; (ii) uncoupled
task, when the movement and action of each limb are independent, e.g., when the two limbs
are interacting with two different objects.

Although arguably more realistic, coupled bimanual tasks are less investigated than
uncoupled tasks. Several previous studies used uncoupled bimanual tasks to investigate the
ability to orient objects in the space [189, 190], matching a specific position or exerting
a required level of force [Chapter 1 and 2]. Examples of coupled bimanual tasks can be
found in [191] and in [192]. In the first study [191], children were required to use both
hands for lifting a small cube, which recorded the force applied and movement performed.
This device has been used to assess proprioception, but it is less suitable for training since
the device seems to not provide any type of online feedback. In [192], a box was used to
evaluate the proprioception ability in unimpaired participants, the device was able to measure
the force applied and fatigue during an orientation-matching task under different loading
conditions. The system can also provide online visual feedback about the performance and
the 3D orientation of the device in the space.

However, from a technological point of view, the previously mentioned devices for
physically coupled tasks obtained information only about the orientation of the device in the
space from the Inertial Measurement Units (IMUs). From there, it is theoretically possible to
obtain information about the 3D position by integrating the IMU signals. These estimates
are accurate on a short time scale but suffer from integration drift over longer time scales
[193]. Since, we were interested in a tool that could directly measure its 3D position, we
re-designed the device used in [192], by substituting the IMU with a tracking camera. As
result, our new device directly measures the force applied to the device, its orientation in the
space, but also its 3D position for log-time without suffering of the drift typical of IMUs. It
could be used standalone, and it can provide online visual feedback about performance, and
it can also be coupled with an electromyograph to synchronize the recording of behavioral
data and physiolocial signals, such as electromyographic (EMG) or electroencephalographic
(EEG) signals during the task execution. In addition to that, with simple modification the
device could be suitable for both coupled and uncoupled bimanual tasks, allowing a more
comprehensive assessment with only one device.

Here , we reported the design and development of this new device from both the hardware
and software point of view, and the preliminary tests performed in stroke survivors.
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4.2 Material and Methods

4.2.1 Design and development of the device

Hardware components

We re-designed a low-cost sensorized device shaped like a rectangular box (Fig. 4.1) of 15
× 35 × 25 cm (height × width × depth). The width of 35 cm has been chosen to match the
average human anthropometric inter-shoulder distance.

The device has been designed to be handled by placing the hands on the lateral sides,
which are separated by four polymeric rods, allowing to fix their distance and reducing
the weight of the device. Each lateral side is composed of two rigid plates 3D-printed in
PolyLactide Acid (PLA), which keep in place three load cells (Micro Load Cell CZL635; full-
range scale of 5kg; precision of 0.05% and linearity of 0.05% FS) in a triangular configuration.
Due to this configuration, the force applied by the user on the external plate of the device is
sensed by the load cells and measured by the device.

Figure 4.1 CAD model of the device (above) with the tool to make it suitable for uncoupled
bimanual tasks (below).
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At the center of the bottom part of the device, there is a 3D-printed rigid plate made of
PLA. It encloses a micro-controller (Raspberry Pi, model 3B+, CPU frequency: 1400MHz)
and a tracking camera (RealSense™ T265, Intel) on the upper side, and a battery (24800mAh,
output of 3.1A) on the bottom side. The camera measures both the 3D position and orientation
of the device, thanks to its two fisheye lenses (OV9282, with 163±5° field of view), a visual
processing unit (Intel® Movidius™ Myriad™ 2.0), and an Inertial Measurement Unit (IMU,
BMI055). The micro-controller is connected via USB to both the tracking camera and the
external battery.

The force exerted by the user on the external lateral side is sensed by the three load cells
placed between the two rigid plates. The analog signals from the three load cells of each side
are sent to a customized Printed Circuit Board (PCB), where are converted into digital signals.
Furthermore, in each PCB (Fig. 4.2) the analog signal from each load cell is amplified
(Instrumental Amplifier INA 122, Texas Instruments, gain of 2005) and then converted into
digital by to a single-ended input Successive Approximation Register Analog to Digital
Converter (SAR ADC: MCP 33111-05, Microchips, sample rate: 500 kSPS, resolution:
12-bit). Thanks to the PCB design, all the load cells are sampled on the rise edges of the
chip selector signals of the micro-controller. Then, after the sampling the analog-to-digital
conversion - requiring 12 clocks due to the resolution of the ADC - is performed sequentially
for all the six load cells and the digital signals are transmitted to the micro-controller on the
same wire of the Serial Peripheral Interface (SPI).

The device can be used for physically coupled bimanual tasks, without any modification,
or for uncoupled task. For this latter option, we designed and developed an additional tool
(bottom part of Fig. 4.1) that can hold the device and make the two lateral sides independent.
It is composed of a base plate, where there are four grippers, which can fix the two bottom
rods of the device. On the same base plate there are two L-shaped metallic parts. Their
distance matched the distance between the two internal plates of the lateral sides of the device
to ensure that the force applied on one side will not be transmitted on the other side, ensuring
that the device will be in an uncoupled configuration when the hands of the user would be
placed on them.
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Figure 4.2 Design of the PCB in each lateral side, which sampled the analog signals from
the load cells on the edge of the same signals, sequentially convert them into digital signals,
given as output of the PCB on the same bus of the SPI.

We also developed an optional ’expansion kit’ that can be easily integrated with the
device. It allows to couple the acquisition of behavioral data and electro-physiological signals
acquired during the execution of the task with the device. In this case, a programmable
Trigger-Box (TB) has to be connected to same laptop. Any EMG or EEG device that could
accept an external trigger to start and stop the data acquisition could be then connected to the
TB, which will synchronize the acquisition of the two devices. A scheme of the connections
between all the components is reported in Fig. 4.3.
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Figure 4.3 Scheme of the connection between all the system’s components.

Software

The software is divided into two main parts: (1) on the Raspberry, which is responsible to
acquire the data, save it and send it to the laptop when needed, e.g., for visual feedback, and
(2) on the laptop, where there is the Graphic User Interface (GUI). The micro-controller
and the laptop are connected via Wi-Fi using a socket connection. The Raspberry-laptop
communication is bi-directional, i.e., the roles of ‘sender’ and ‘receiver’ are exchanged
during the experimental protocol according to the the need and the phase of the experiment.

The software on the Raspberry is developed in Python 3.0. It is responsible to set the
socket connection with the laptop, acquire the positional and force data, and saving the data
on its memory at a frequency of 100Hz. In details, it is made of an initial setting for the
connection and then it is composed of three parallel and synchronized threads.

i The first thread is mainly responsible for acquiring the positional data from the Re-
alsense Camera. Every time that new data is available, it acquires a data vector with 7
elements: three for the 3D position in the camera reference system and four data for
the quaternion, i.e., the camera orientation in its reference system. When the camera is
switched on, it perform an auto-calibration, i.e., its initial position is taken as reference.
For this reason, at the beginning of the experimental session, the device has to keep
horizontally in a position, that will be set as starting position.

ii The second thread is mainly responsible for acquiring the data from the six load cells.
It rises the six chip selector signals (one for each load cells), and on the rising edges
the six load cells are sampled. Then, the signals from the six load cells are sequentially
converted into digital signals, when the chip selector is lowered the data from the
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correspondent load cell is converted from analog to digital in 12 clock cycles. The data
acquired from the six load cells are then packed in a vector with 6 elements, which
contains in order the data from the three load cells of left and right sides respectively.
At the beginning of each experimental session, the user is asked to not touch the device
for 250 ms. In this time, the device collected the force data, and the average value is
set as a ‘zero’ reference for that experimental session and use to tare force acquired
during the session. This data is stored and used as the header of the data file stored in
the Raspberry, together with the calibration data, i.e., to transform the data collected
by the load cells (bit) in force data (N).

iii The third thread is mainly responsible for saving the data (and the trial information) on
the Raspberry in ASCII format at the end of each trial, so the task can be interrupted at
the end of any trial without losing the data collected until there. It is also responsible
for sending the data needed for the visual feedback to the laptop application, at a
frequency of 60Hz. This function is done only when is needed, i.e., in accordance with
the task selected by the experimenter on the application that run on the laptop (see
below).

The software on the laptop is an application developed in Unity (unity Technology),
based on C#. When the application starts, it set up the socket connection with the Raspberry.
After that, there is a page to insert the users’ data and the information about the experimental
session. After that, the GUI provided a new page where the experimenter can choose
the experimental task to perform and according to that, the Raspberry wuld send the data
needed for the visual feedback when necessary, which would be displayed on the screen
(see Table 4.3.2 for more details). At the beginning and the end of each trial, the application
sends a trigger to the EMG/EEG device via the trigger-box to start and end the acquisition of
physiological signals.

4.3 Preliminary tests on stroke survivors

We re-designed a low-cost and easy-to-use device that could be used to quantitatively assess
the position and force sense as well as their interaction in various bimanual tasks. There, we
presented a first proof of concept that this device could also be used to assess proprioceptive
deficits in stroke survivors.
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4.3.1 Participants

10 stroke survivors (mean age ± std: 67.5 ± 12.3 years old, 2 females, see 4.1 for more details)
and 10 participants without any known sensorimotor impairment or history of neurological,
psychiatric, or neuromuscular disorders (mean age ± std: 65.2 ± 7.2 years old; 5 females)
participated in the study. All participants were right-handed, for stroke survivors it was
referred to their hand dominance before the stroke event. This study was conformed to the
ethical standards of the 1964 Declaration of Helsinki. The study procedures were approved
by Verona University Institutional Review Board (CARU n. 22/2019).

As preliminary analysis, we verified that there was no difference in age between the two
populations of participants, using the Wilcoxon rank-sum test. We did not find any difference
between the age of the two populations (p=0.947).

4.3.2 Experimental protocol

Participants sat in an height-adjustable chair in front of the screen placed about 50 cm far
from their chest. The height of the chair was adjusted to let the forearms rested on the table
with shoulders in 20° flexion and elbows at 110° flexion. The hands were positioned fully
open on the lateral sides of the device.

Table 4.1 Demographic data and clinical test results

Participant Sex Age Time after event FMA-UE (A-D) FMA-UE (H) AFE
(days) (0-66) (0-24) (0-5)

S01 M 47 649 59 12 4+
S02 M 89 226 61 12 5
S03 M 69 125 62 12 5
S04 M 65 106 56 12 4
S05 M 71 67 60 12 5
S06 F 63 108 50 10 5
S07 M 81 241 66 12 5
S08 M 80 58 62 12 5
S09 M 55 264 62 9 4+
S10 F 71 158 53 10 4+

Abbreviations: FMA-UE: Upper Extremity portion of the Fugl-Meyer Assessment (A-D): motor assessment, H:
sensory assessment; AFE: Active Finger Extension [194]
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The experimental protocol was composed by four experimental tasks, in all of them, the
pause between the trials is chosen manually, so the task would be suitable for people with
different sensorimotor abilities without inducing fatigue.

1. Maximum Voluntary Force (MVF). It is composed of three sequential 7-second long
trials. In each trial the user is asked to apply the maximum force on the lateral side
of the device. This task could be performed under three different visual feedback
conditions: no visual feedback, visual feedback about the total force exerted on the
lateral sides, visual feedback about the force exerted on each lateral side separately. At
the end of this task, the mean MVF (i.e., averaged across the three trials) is computed
and sent to the laptop, since it is required to perform the force matching tasks (see
below), but it can also manually set by the experimenter using the GUI.

2. Coupled bimanual force matching task. In each trial, the user is asked to match a target
force apply simultaneously the same amount of force on the two lateral sides of the
device. Then, it has to maintain this target force until the end of the trial, which has
a duration of 5 seconds. The user has a visual feedback about the total force applied,
it is coded coded in the height of a white bar that has to reach the red bar coding the
target force. The target forces presented in the tasks corresponded to the 10, 25 and
50 % of the MVF recorded at the beginning of the experimental session or set by the
experimenter. Each target force is presented 7 times in random order, for a total of 21
trials.

3. Dynamic bimanual force trajectory task (already reported in [124]): in each trial, the
user has to dynamically match a temporized force profile which was displayed on the
screen. Indeed, the total force applied by the user is coded in the height of a white
cursor that had to match the height of a red cursor, which is following the target force
profile (Fy). The target force is shaped as an isosceles trapezoid. Indeed, the trial was
divided in five sequential phases (Figure 4.4):

(a) Rest (2 s): no force was required,

(b) Increment phase (3.5 s): the force constantly increased from 0 to the maximum
target force level, corresponded to the 10, 25 or 50% of MVF depending on the
trial. In this phase, the cursor on the screen should move upward and rightward
along one leg of the trapezoid.

(c) Holding phases (7 s): the maximum target force level was required (notice that
this phase in the following test is divided into two sequential phase of 3.5s, i.e.,
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Figure 4.4 Example of dynamic bimanual force trajectory trial, with the target trajectory
force (black) and the measured trajectory force (brown) for one target force level for one
unimpaired participant. The trial is divided by vertical gray lines in the four phases used in
the data analysis.

the same duration of the up and down phases). In this phase, the cursor on the
screen should stay at the same height, moving rightward along the top side, i.e.,
the minor base of the trapezoid.

(d) Decrement phase (3.5 s): the force constantly decreased from the maximum target
force level to 0. In this phase, the cursor on the screen should move downward
and rightward along the other leg of the trapezoid.

(e) Rest (2 s): no force was required.

Each maximum target force is presented 7 times in random order, for a total of 21
trials.

4. Lifting task. In each trial, the user can handle the device in a manipulation task imposed
by the experimenter, while the force applied on the lateral sides and the 3D position
and orientation are saved. No visual feedback is displayed. The duration of each trial
is decided by the experimenter according to the performance required. In our protocol,
the participant performed a lifting task. In this task, the participants were asked to lift
the device of approximately 30 cm height, holding there for 3 seconds and then bring
the device back to the starting position, i.e., on the table. They repeated this task 21
times.
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4.3.3 Data analysis

To evaluate the proprioceptive performance during the force matching tasks, we firstly identify
the holding phase, i.e., the last 2.5 s for the coupled bimanual force matching task, as in [],
and we focused only on that phase. In the dynamic bimanual force trajectory task, we divided
the whole trial in 4 sequential phases: increment, holding divided in two parts to match
the duration of the other phases (3.5 s), and decrement, and we analyzed the performance
separately in all of that phases. For both the force matching tasks, we computed the same
following metrics:

• Root-Mean-Square Error (RMSE) of the difference between the force applied by the
participants and the target force [195], i.e., matching error. The RMSE measures the
accuracy of the matching, i.e., higher values of RMSE indicate less accuracy. It is
defined as in Eq. 4.1:

RMSE =

√
∑

N
i=1(FMi−FTi)2

N
(4.1)

where: FMi is the measured force applied at the sample i, FTi is the corresponding
target force, and N is the total number of samples considered.

• Bias Error (BE), i.e., the systematic component of the matching error. It is computed
as the signed difference between the total force applied by the participants and the
target force (see Eq. 1.1). Positive values indicate an overshoot, while negative values
indicate an undershoot.

• Coefficient of variation, it is a measure of force variability of the force expressed as a
percentage of the mean force [196], i.e., it is computed as the standard deviation of the
total force after removing the best straight-fit line from the data (least-squares method,
Matlab function detrend) divided by the total mean force applied.

For the lifting task, in stead, we divided each trial in 3 sequential phases: up, hold, down.
To evaluate the performance, we computed the following metrics:

• Maximum total force, computed as the maximum applied on the device in each trial
divided by the Maximum Voluntary Force of the participant recorded in the MVF task,

• Coefficient of variation of the force during the holding time, i.e., where the device was
hold in the higher position,

• Difference in time between the onset of the movement and the onset of the force,
computed at the first time that the force exceed the 10% of its peak velocity.
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Statistical analysis

Our main goal was to evaluate if our device was able to detect differences in performance
between the stroke survivors and the unimpaired participants in all the tasks.

As preliminary analysis, we verified if there was a difference between the maximum
voluntary force applied by the two populations of participants, by using the Wilcoxon rank-
sum test, since the data was not normally distributed according to Anderson-Darling test
[103].

In the coupled bimanual force matching task, we wanted to compare the performance
metrics between the two groups of participants taking into account also the target force level.
To do so, we performed a mixed-design ANOVA with one within-subjects factors: ‘target’
(3 levels: ‘10’, ‘25’, and ’50’ % of MVF) and one between-subjects factors: population (2
levels: ‘unimpaired participants’, and ‘stroke survivors’). For the dynamic bimanual force
trajectory task, we wanted to compare the performance metrics between the two groups of
participants taking into account also the target force level and the phase of the trial. To do so,
we performed a mixed-design ANOVA with two within-subjects factors: ‘target’ (3 levels:
‘10’, ‘25’, and ’50’ % of MVF), and ’phase’ (4 levels: ’increment’, ’holding1’,’holding2’,
and ’decrement’) and one between-subjects factors: population (2 levels: ‘unimpaired
participants’, and ‘stroke survivors’). Before running the two ANOVAs, we checked the
normality of data using the Anderson-Darling test [103]. When the null hypothesis was
rejected, the data was corrected by applying the fractional rank method [104]. we tested for
the sphericity of the data using Mauchly’s test and the Greenhouse-Geisser correction was
applied when the assumption of sphericity was rejected.

For the lifting task, we evaluated the difference in performance between the two popula-
tion of participant, performing the Wilcoxon rank-sum test, since the data was not normally
distributed according to Anderson-Darling test [103].

Statistical significance was set at the family-wise error rate of α=0.05 and the Bonferroni
correction for multiple comparisons was applied.

4.4 Results

There is no significant difference (p=0.186) between the MVF for unimpaired participants
(mean ± std: 157.08 ± 31.43 N) and stroke survivors (139.47 ± 21.92).
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Coupled bimanual force matching task

To evaluate if the bimanual performance stroke survivors during the coupled bimanual force
matching task was affected, we compared the performance indicators (root-mean-square
error, bias error, and coefficient of variation) computed in the holding phase of 2.5 s between
the two group of participants (Fig. 4.5).

We found that the coefficient of variation of the force was significantly different between
the two populations (F1,18=7.94 p=0.011), with an higher variation for the stroke survivors.
The errors between the force applied by the participants and the target force in term of RMSE
was close to the significance threshold (F1,18=4.35 p=0.051), while the bias error was not
significantly different between them (F1,18=0.01 p=0.973).
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Figure 4.5 Performance indicator for the coupled bimanual force matching task. a) Root-
Mean-Square Error, b) bias error, and c) coefficient of variation are reported separately for
the three target force levels and the two populations. Bars and error-bars indicate mean and
standard error.
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With respect to the target force level, instead we found that the level of force required
significantly affected the accuracy of the matching both in terms of RMSE and bias error
(RMSE: F2,36=24.96 p<0.001, BE: F1.32,23.78=72.57 p< 0.001). However, the trend of those
error is not significantly different for the two populations (target*population interaction:
RMSE: F2,36=0.05 p=0.955, BE: F1.32,23.78=3.45 p=0.065). Indeed, both the groups of
participants had higher errors when an higher target force was required. Also the coefficient
of variation of the force applied during the holding phase, was affected by the level of force
required (F2,36=4.21 p=0.023), without a significantly difference between the two groups of
participants (target*population interaction: F2,36=0.59 p=0.559).

Dynamic bimanual force trajectory task

To evaluate if the bimanual performance stroke survivors during the dynamic bimanual force
trajectory task was affected, we compared the performance indicators (root-mean-square
error, bias error, and coefficient of variation) between the two group of participants. We also
accounted for the level of force required and the phase of the task (Fig. 4.6).

We did not find any significant difference between the two populations in any metric
computed (RMSE: F1,18=0.40 p=0.845, BE: F1,18=0.01 p=0.998, CV: F1,18=0.36 p=0.555).

Instead, we found that the level of force required significantly affected the errors between
the force applied by the participants and the target force (RMSE: F2,36=159.04 p<0.001,
BE: F2,36=14.12 p<0.001), for all the participants (target*population interaction: RMSE:
F2,36=0.40 p=0.675, BE: F2,36=0.40 p=0.998). Both the groups of participants had higher
errors when an higher target force was required. Those metrics were also significantly differ-
ent across the trial phases (RMSE: F3,54=133.66 p<0.001, BE: F1.97,35.46=74.41 p<0.001),
with no difference between the two populations (phase*population interaction: RMSE:
F3,54=0.61 p=0.609, BE: F1.97,35.46=0.09 p=0.910). Both groups had higher matching er-
ror in the increment and decrement phases than in the holding phase, i.e., when the force
required incremented or decremented in time. Both groups of participants had also higher
matching error for higher target force level. Furthermore, the bias error increased more for
the decrement phase in relation to the force level required than the other phases (significant
phase*target interaction: F3.02,54.29=21.94 p<0.001). The RMSE, instead did not show this
trend (phase*target interaction: F3.84,9.06=1.53 p=0.206).
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Figure 4.6 Performance indicator for the dynamic bimanual force trajectory task. a) Root-
Mean-Square Error, b) bias error, and c) coefficient of variation, computed separately for the
three target force levels, the four phases (increment, holding1, holding2, decrement) and the
two populations. Dots and patches indicate mean and standard error.

The level of force required and the trial phase significantly affected also the variation of
the force (target effect: F2,36=8.78 p=0.001, phase effect: F1.85,33.27=104.78 p<0.001) with a
no significantly different trend between the two populations (target*population interaction:
F2,36=0.88 p=0.425, phase*population interaction: F1.85,33.27=0.28 p=0.741). Indeed, both
the effects were driven by the higher variability in the up and down phases, which were
higher for higher target force levels (significant phase*target interaction: F3.75,67.53=2.90
p=0.012).

Lifting task

To evaluate if in stroke survivors the performance during the lifting task was affected and to
characterize them, we compared the performance indicators between the two populations, i.e.,
difference between the force and the movement onset time, coefficient of variation during the
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holding phase in the higher position, and the maximum force applied in the trial normalized
for the MVF (Fig. 4.7).

We found that neither the difference in time between the onset of the movement and the
force nor the coefficient of force variation during the holding were significantly different
between the two populations (both p>0.23). Instead, we found that the maximum total force
applied in the trial was significantly higher for the stroke survivors (p=0.016). This population
trend is in accordance to the example of trajectory reported in Fig. 4.7a. Furthermore, there
we reported an example of force and elevation profiles acquired during a trial for one stroke
survivors (right) and an age-matched unimpaired participant (left). There, we can notice
that the stroke survivors applied more force than the corresponding control subject to lift the
same device.
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Figure 4.7 a) Example of total force and elevation profiles acquired during a trial of the
lifting task for a unimpaired participant (left) and a stroke survivor (right). b) difference
between the force and the movement onset time, b) coefficient of variation during the holding
phase in the higher position, and c) the maximum force applied in the trial normalized for
the MVF. Bars and error-bars indicate population mean and standard error.
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4.5 Discussion

In this study, we re-design and develop a device able to directly measure the force applied on
it and concurrently its position and orientation in the space even during long-time recording
without suffering of the drift typical of IMUs [193]. This allow the experimenter to design
bimanual functional evaluation of the participants’ ability during the object manipulation.
Furthermore, the device is designed to provide online feedback to both the experimenter and
the participants, making the device suitable for bimanual training. We also implemented a set
of additional tools that can be easily coupled to the device: (1) a base support, which fix the
device in a stable position and allow the the device to be used for uncoupled bimanual tasks
while measuring the force applied on each side, (2) a trigger-box that could synchronize the
acquisition of physiological signals, such as EMG or EEG, with the task execution, allowing a
more complete assessment of the proprioception and characterization of the physio-pathology
of the disease and progress of the rehabilitation.

The device is also provided with a GUI that allow the experimenter to customize the
experimental protocol. For example, the experimenter could choose the order and the tasks
that the participants has to perform and the pause within and between the different tasks.
Furthermore, at the current stage the experimenter can choose between four different task
designed in collaboration with a team of physiotherapists, which could be performed in uni
or bi-manual condition and coupled or uncoupled configuration. The chosen tasks allows
the characterization of different proprioceptive abilities: (1) the maximum force that the
participants are able to exert by pushing on the lateral sides of the device, which can be
performed in different visual feedback conditions; (2) the ability to match a required target
force and maintain it; (3) the ability to adapt the force to match a target force level that is
constantly increasing, decreasing and fixed; (4) the interaction between the force applied on
the device and its position in the space during the free manipulation of device.

We tested the device on stroke survivors and unimpaired participants as proof of concept
of the potentialities of the device to assess proprioception during the various bimanual tasks
in coupled configuration.

In the coupled bimanual force matching task, i.e., where we evaluated the ability to
match a required target force and maintain it, we found that stroke survivors had higher
difficulty to match the level of force required, even if it was tailored on their ability. Indeed,
for all the participants, the matching error depended on the level of force required, as already
shown in other similar task [Chapter 2], [68]. Indeed, looking at the sign of the error, all the
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participants overshot the lower level of force (10% MVF), while undershot the higher level
of force (50% MVF). Interestingly for the middle target force (i.e., 25% MVF: 39.27 ± 7.86
N - mean ± std - for unimpaired participants, and 35.21 ± 5.48 N for stroke survivors), the
bias error is close to zero for both the populations. In addition, we also found that stroke
survivors had greater variability in the force exerted. This is in line with previous studied on
position matching tasks in stroke survivors [152, 153], [Chapter 3] and also in bimanual force
matching task in people with Multiple Sclerosis [197], however to the best of our knowledge,
this assessment on force matching task in stroke survivors was not performed before.

In the dynamic bimanual force trajectory task, we evaluated the ability to adapt the force
to match a target force level that is constantly increasing, decreasing and kept constant in
four separate phases of each trial. There, we found that the target and the phase of the trial
(i.e., the profile of the target force to match) significantly affect the matching ability of the
two populations, both in term of matching errors and force variability. Furthermore, the
RMSE and the force variability are higher in the increment and decrement phases, where
the participants are required to match a force that is changing in time, while are lower for
the holding phase. Indeed, looking at the sign of the matching error, all the participants
overshot the decrement phase indipendently on the level of force required. Conversely,
in the increment phase, they tended to undershot more when the force required is higher.
Interestingly, in this task we did not find any difference between unimpaired participants
and stroke survivors neither in terms of matching errors, nor in the coefficient of variation of
the force. This lack of significance could be related to the age of the participants, since it is
well known in literature there is a deterioration of the proprioceptive mechanisms with age
[65, 163, 164], which could be related to the effects of the age on the number of cutaneous
mechanoreceptors [198] and the brain volume loss [199]. However, further analysis are
needed to deeply investigate this hypothesis.

In the lifting task, we assessed the interaction between the force applied on the device
and its position in the space during a lifting and holding task when the the action of one
limb affects the dynamic of the other. There, we found the stroke survivors applied more
force than age-matched unimpaired participants to lift the device. However, the timing in
which the force was applied and its variability during the holding phase were no significantly
different between the two populations.

Taken all together our preliminary findings suggested that our device is a potential useful
device to assess proscription in various bimanual tasks in people with sensorimotor deficits
and limited range of motion. Giving online feedback about the performance, i.e., the force
applied by each arm, the device position and orientation, it could also be used as training
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device to enhance proprioception and used to monitor the change in time of the participants
abilities.

Limitations

The small number of research participants, limits the possibility to draw a general conclusion.
To overcome this limitation, we are planning to collect data from more stroke survivors as
well as age-matched unimpaired participants. Further investigation should be also include
younger participants to investigate if there is an effect of age on the performance during those
tasks as shown in other tasks [65]. Another important factor that has to be taken into account
in future analysis is the time after stroke, since it is well known that also the recovery stage
after stroke affect both the sensory and motor abilities in both arms [115].
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Introduction

Somatosensory impairment is considered to have a negative prognostic impact on rehabilita-
tion interventions and overall motor function recovery [200–202]. Not only proprioceptive
deficits interfere with motor learning, but people with proprioceptive impairments also have
sub-optimal functional recovery [7, 4] and move by relying on visual feedback, which come
with delays of 100-200 ms [7], leading to movements that are typically slow, jerky, poorly-
coordinated, and require great concentration [3, 5, 6]. A possible solution to mitigate the
impact of those problems is improve somatosensory abilities and control [203] providing
supplementary somatosensory feedback.

Supplementary feedback provides additional cues that complement and/or replace native
sensory input from the somatosensory, visual, and/or vestibular systems [204]. It has
been shown promising in providing guidance to improve movements (re)learning [42, 43,
205–208]. In this case, the supplementary feedback can be triggered by the participant’s
performance or can provide information continuously during the action [39, 40]. Compared
with visual feedback, online tactile feedback allow to convey information without the need
to shift visual attention, thus affording a more ecological movement [205]. It is used also



5.1 Electrotactile stimulation 74

in virtual reality environments to increase the realism of the interaction [26, 209] and make
it more engaging, enjoyable and motivating [210]. Somatosensory feedback also plays a
critical role in emotional and social communication [211, 212], e.g., to enhance remote
communication for reinvigorating the user’s interest during practice [213] or to render
realistic feelings such as comfort, affection [214, 215], attention [216], or social presence
[217].

For those reasons, over the last few decades, technologies that can provide tactile feedback
have become very popular and many new devices continue to be developed. From the
technological point of view, there is a variety of ways to apply tactile stimulation. These
can be categorized according to the mechanism evoking the tactile sensation: electrotactile,
thermal and mechanical. After a brief introduction of all type of tactile feedback, I will focus
on the mechanical stimulations.

5.1 Electrotactile stimulation

Electrotactile stimulation uses surface electrodes to directly activate sensory nerves under
the skin by passing an electrical current through the skin [218, 219]. The evoked sensation
is affected by many factors, such as: (i) the number and configuration of the electrodes
[220], (ii) the property of the stimuli (e.g., voltage, current, repetition rate), (iii) the body
location and the property of the skin (e.g, skin impedance and resistance [221, 222, 35]),
(iv) the contact conditions (e.g., sweat and motion that induces temporal changes [223]. In
rehabilitation electrical stimulation is also used to as neuromuscular stimulation. There, short
duration electrical pulses are applied on the skin targeting peripheral muscle nerves. The
stimulation induces a depolarization of peripheral neurons and subsequently elicits muscle
contractions also in paralyzed or paretic muscles. This technique is termed also functional
electrical stimulation.

Advantages and Disadvantages

A drawback of this type of stimulation is that the absolute threshold for electrotactile
stimulation is quite close to the pain threshold, some solutions are proposed to increase the
difference between them [224–226], but it is always an important point to take in account.
Also, there is an high-variability in the perceived sensation. On the other hand, the device
for the electrotactile feedback can be very small in size, energy efficient and free from
mechanical resonance [223].
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5.2 Thermal stimulation

Changes in temperature are detected by thermoreceptors place in the dermis, which have
free, non-specialized, nerve endings [227]. In general, thermoreceptors could be separated
into receptors for cold and warmth detection [227]. The human skin rests in a ‘neutral’
homeostatic thermal state, where both types of receptor are spontaneously active, and there
is no awareness of cold or warmth [228]. The size of this zone is around 6-8°C and it
is relatively constant across individuals, but the position of each individual’s neutral zone
varies. Detection of changes within this range is dependent more on the rate of change of the
stimulus than the actual extent of the change [229], e.g. fast changes are felt stronger and
sooner than slow changes. Outside of this range, the detection of temperature changes is more
related on how far the stimulus is from neutrality, i.e., humans are more sensitive to changes
farther from neutrality towards the pain threshold [229]. The technological solution to convey
thermal stimuli is mainly based on Peltier heat pump [36, 230, 231]. It is thermoelectric
cooler, i.e., solid-state heat pump, which operate according to the Peltier effect to create heat
flux at the interface between the two electrical junctions.

Advantages and Disadvantages

Thermal stimulation is an ecological stimulus with strong link to social and emotional
phenomena, and alarm signals. Thermal perception can be highly precise, e.g., experts are
able to detect changes less than 0.2°C in ideal laboratory conditions [232]. However, the skin
has poor spatial resolution compared to mechanical stimuli [233].

5.3 Mechanical stimulation

Mechanical tactile stimulations can be further divided into: vibration, skin deformation, and
mid-air stimulations. Recently, the idea of wearable tactile devices that combine vibration,
stretch, and pressure for conveying multimodal haptic information was introduced [234–236],
highlighting the importance of understanding the unique properties of each stimulation type
and harnessing the advantages of each to design devices that are more than the sum of their
parts.
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5.3.1 Vibration

Vibration is the simplest and most common tactile stimulation technology that has become
ubiquitous and is used in a wide variety of devices such as phones, watches, games, and
home appliances [26]. Typically, the actuators used in wearable devices produce vibration
at frequencies above 100 Hz, which activates the Pacinian corpuscles mechanoreceptors
[26]. The most common locations for applying the vibrotactile stimulation are the arm
[42, 43, 208, 237] and the torso [238, 239]. Other locations include the hand [240, 241] and
different locations on the lower limb [242]. The design of the device and the stimulation
patterns (e.g., frequency and amplitude of the vibration) need to take into account the targeted
dermatomes and the density and size of the mechanoreceptors’ receptive fields which vary
across the body [2, 243, 244] and across the skin type (e.g., hairy skin has a reduced number
of Pacinian corpuscles compared to glabrous skin [245, 246]. Skin type can also influence
the quality of stimulation via its mechanical properties and its physical propagation of the
vibration [247, 248].

Vibrotactile feedback can be conveyed by a single actuator, or by an array of actuators
that create an oscillating movement. The choice of the actuator affects the size, shape, cost,
availability, robustness, speed of response, input requirements, and power consumption of
the device [249, 250].

The stimulation patterns can be divided into two fundamental categories: (i) binary
on-off state, which is triggered by specific events such as an alarm or event-cue related
information [39, 40], and its intensity can be constant or vary according to the events [41];
(ii) continuous vibration, created by changing parameters of the vibration signals such as
amplitude, frequency, duration, rhythm, and waveform [44, 243]. It is used to convey various
types of information to the users, including: (1) state feedback, encoding position and/or
velocity of limbs [42, 43, 208, 39], (2) force feedback, encoding the amount of force exerted
[251], and (3) error feedback, encoding information regarding the goal of the task and the
state of the end-effector [42, 252, 253].

By controlling the shape and timing of the signals from multiple static actuators, it is
also possible to display illusions of movement that can enrich the design space of tactile
stimulation. Prominent examples are: (1) phi (or beta) movement, where a smooth apparent
motion of a single stimulus is created by the periodic activation of two spatially separated
stimuli [254, 255], (2) saltatory (or rabbit) illusion, i.e., illusory sweeping movement of
discrete taps that occur by activating actuators in sequence [255, 256], and (3) the tendons
vibration illusion, which is an illusory perception of movement that can be evoked by
triggering the muscle spindle afferents through vibrations applied to the tendon [257, 258].



5.3 Mechanical stimulation 77

Advantages and Disadvantages

A major advantage of vibrotactile devices is that the actuators can be easily integrated
into wearable devices because they are small, lightweight, low-power, and low-cost [259].
On the other hand, disadvantages of vibrotactile feedback stem from the properties of the
mechanoreceptors activated by vibration. (i) it is difficult to accurately locate the source of
the stimulations if they are placed close together, because of the propagation of the vibration
[244, 260] and the large size of the mechanoreceptors’ receptive fields [261]; (ii) it is difficult
to convey directional information, unless several actuators are used in a spatially and/or
temporally coordinated mode [262]; (iii) its effects depend on hoe the information is coded in
the feedback, e.g., if the vibration frequency or location varies, vibrotactile feedback may be
less effective in conveying information than a uniform signal that alerts the user of a required
response [263]; (iv) prolonged exposure to continuous vibratory stimulation could result
in an unpleasant sensation [237] and has been associated with long-term nerve and tissue
damage [264]; (v) choosing the right type, number, and target location of the actuators for
patients with possible degradation of perception due to aging or disease might be challenging
[243].

5.3.2 Pressure

Pressure stimulus triggers a response in the low frequency range of the slow adapting
afferents SA-I, innervating the Merkel cells [2]. Technologies that provide this type of
feedback deliver forces that cause deformation, and the strength of the stimulus is determined
based on sensitivity thresholds, which vary across the body.

Pressure stimulation is commonly provided by devices that contact the skin with a single
end-effector that can: (i) change its properties, such as the shape in soft actuators [38] or the
viscosity in electrorheological or magnetorheological fluids [265–268], (ii) tighten a band
around a body location, like the fingertip [269], wrist [270] or forearm [271], or (iii) press on
the skin with a servomotor [272, 273], a hydraulic, or pneumatic actuator [274–276]. For the
latter solution, it is also possible to enlarge the area of stimulation by increasing the number
of end-effectors in contact with the skin using a pin array matrix, i.e., a matrix of actuators
that can be activated separately. In order to provide efficient tactile stimulation it is also
important to consider the size and density of the contact points, since these will affect the
cost and weight of the device, as well as its perceptual effect.
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Advantages and Disadvantages

Pressure stimulation enables rendering perceptual properties such as shape, curvature, orien-
tation, and texture [277]. However, sensitivity to pressure is largely dependent on the area of
stimulation [232]. In addition, while multiple actuation approaches are available for applying
pressure to the skin, each approach is suitable for a different application. Therefore, the
desired application should be considered in the specifications of the stimulation and device.

5.3.3 Mid-air

All the technologies described above require physical contact between the device and the body
to provide somatosensory feedback, and the energy produced by the actuators is transferred
to the skin through a solid medium. This allows efficient energy transduction, creating
natural haptic sensations with the aid of appropriate contactors to the skin. However, these
solutions present some limitations: (i) they do not exploit arbitrary body locations, i.e., can
deliver feedback only at a location close to the device’s end effector, (ii) they may cause
undesired effects due to the continuous contact between the skin and the devices. Several
recent developments address these limitations by proposing mid-air technologies. They
transmit the energy of the stimulus through air, avoiding the direct contact with the skin.

Ultrasound

One of the main approaches to creating mid-air stimulation relies on ultrasonic waves,
typically at 40 or 70 kHz frequencies (for survey see [37]. In this type of mid-air tactile
stimulation the sensation is caused by a non-linear effect of focused ultrasound called
acoustic radiation force, which induces a shear wave in the skin, creating a displacement,
which triggers the mechanoreceptors within the skin and evoking mainly a pressure sensation
[278]. Most ultrasound haptic systems targeting the hand trigger the Lamellar corpuscles [37].
In other body locations ultrasound can trigger other mechanoreceptors, such as Meissner
corpuscles on the face [279], and Ruffini corpuscles or Merkel disks on the upper limb [280].

The most widely used technological solution to evoke tactile sensation with ultrasound is
based on phased arrays of transducers, i.e., multiple transducers whose phase and intensity
can be controlled individually, with a defined timing. In this way, the focused ultrasound
waves can generate one or more localized regions of pressure in the 3D space, called focal
points, without moving or turning the device. These focal points cannot be fully singular
because of secondary peaks and wavelength limitations [37]. However, several focal points
can be controlled together to create shapes [281] or textures [282, 283]. If the radiation force
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is modulated at the 1–1 kHz range the ultrasound waves can also evoke a vibratory sensation
in addition to the pressure sensation [284–286].

Advantages and Disadvantages

They can easily and efficiently create static or dynamic textures and volumetric shapes
perceived by mechanoreceptors in the skin. However, in its current state, this technology has
some inherent limitations that may have an impact on potential applications, including the
size and the weight of the transducers [37] and the low intensity of the force conveyed to the
user, e.g., with ultrasound it is at most 160 mN [287], and so does not allow the rendering of
real-word interaction forces.

Air-jet

The air-jet tactile feedback can be created using two main methods: (i) direct compress’s air
through focused nozzles, which is utilized by connecting a tank of pressurized air through
valves to focused outputs; and (ii) vortex based tactile actuation technology, which uses air
vortices by controlling the pressure difference between the nozzle and the outside medium
[288]. They are is used to realize mid-air display usually to convey non-contact force
feedback which can be perceived directly by the mechanoreceptors in the skin [289–291] or
mediated by an air receiver, such as a shallow cup [292], or a flexible sheet driven by the jet
[293].

Advantages and Disadvantages

The air-jet method is a straightforward implementation and can give relatively acceptable
force feedback [294]. However, due to the physical properties of air, their spatial and
temporal properties are quite limited and they cannot provide detailed tactile feedback [295].
The reachable distance of an air jet is determined by the diameter and the velocity of the jet
stream, which results in the trade-off between the spatial resolution of the pressure on the
skin and the distance from the device to the skin [25].

Laser

The laser can be used as stimulation for mid-air display thanks to its ability to create
mechanical waves on a biological tissue. Laser-induced stress waves are elastic waves
created by the absorption of electromagnetic waves in the medium. They are generated by
several mechanisms, such as:
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• Laser-induced optical breakdown. Because the electric field strength of typical laser
pulses is very high, the surface of an irradiated medium is susceptible to ionization
and subsequent plasma formation. The high-temperature and high-pressure plasma
expands rapidly, causing stress waves to propagate into the bulk medium in the form
of shock waves. This mechanism, also known as photodisruption is used in medical
applications, specifically lens fragmentation and lithotripsy. In [296, 297], they used
femtposecond laser pulses to create optical breakdown and render aerial and volumetric
graphics.

• Thermoelastic effect. An light-absorbing elastic medium (like human skin) can be
heated locally by the instantaneous absorption of a short laser pulse. The temperature,
and thereby the local pressure, of the heated region increases immediately, leading
to a non-uniform distribution of the temperature in the tissue. As the elastic medium
transitions into a new equilibrium state, stress waves are generated and propagate into
the medium. Two types of photo-effects are involved according to the energy level
and increasing rate of temperature: (i) photo-thermal effect, where the absorbed heat
energy is enough to cause tissue coagulation or ablation; and (ii) photo-mechanical
effect, where the localized instantaneous heating of tissue due to the energy absorption
induces rapid a thermoelastic deformation (i.e. volume expansion). Before reaching
a new equilibrium state, transient elastic (stress and strain) waves with a life time
of microseconds are created and propagate into the tissue at a sound speed of about
1.5 km/s. Those waves making a mechanical displacement in the tissue and could
activate mechanoreceptors. Note that it is strain (or equivalently displacement), not
stress, that directly causes the physical sensations, if any. When the transient elastic
waves disappear, the quasi-steady state is reached. It is followed by thermal diffusion,
in which the heated region cools off over a longer period of time in the order of
milliseconds, and the thermoelastic stresses eventually decay to zero. The detailed
elastic dynamics during this thermal diffusion process depends on the transient behavior
of the temperature distribution. However, exploratory studies [298, 299] reported that
the evoked stimulus is perceived to be similar to a mechanical stimuli or touch. Such
laser-induced thermoelastic effect can be nondestructive whereas laser-induced optical
breakdown inevitably damage the medium. It is dominant in a linear-interaction
regime with low-power radiation having a pulse width of a few nanoseconds. The
detailed elastic dynamics during this thermal diffusion process depends on the transient
behavior of the temperature distribution. However, exploratory studies [298, 299]
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reported that the evoked stimulus is perceived to be similar to a mechanical stimuli or
touch.

Advantages and Disadvantages

Compared to the air-jets and ultrasound technologies, laser can be focused on more thigh
spot even across a long distance and have an extremely long transmission distance, since
the energy can be transmitted with very small diffusion and attenuation [298, 300]. One
main limitation of this technology is the need to use very high-cost laser devices. Another
limitation is the high variability in the evoked sensation, mainly due to the inhomogeneity
of the optical and mechanical properties in the human skin [298]. A possible solution to
this limitation is to use indirect radiation, i.e., posing an elastic medium between the laser
stimulator and the skin [300, 301].

5.4 How to design an effective supplementary somatosen-
sory feedback

To convey effective tactile stimulations it is critical to identify the optimal method to provide
the feedback. It might be difficult to interpret and integrate especially for people with
neurodegenerative disease or who had traumatic event like stroke. Also, the tactile stimuli
patterns might not be intuitive or might be too complex for the user, due to either the
number of actuators forcing the user to process a redundant set of signals, or to the encoding
methods that may require specific attention [44]. This is especially important for people
undergoing rehabilitation training, who are often at the initial stages of learning that already
require a relatively high degree of cognitive effort and attention [302]. Moreover, some
neurological patients suffer from cognitive and attention deficits, and hence, to benefit from
added information, the feedback must be simple [303]. Additionally, the cognitive load
of interpreting tactile cues in applications where the patient’s attention is divided among
multiple tasks, and how this might reduce the saliency of the cues, should be further explored
[208, 304].

Also, the optimal timing of providing somatosensory feedback also needs to be examined.
For example, providing feedback for the entire duration of training can improve short term
performance, but may limit motor learning. Conversely, providing feedback for only portions
of training might produce poor initial performance, but improve motor skill retention [305].
Moreover, the conditions under which tactile feedback is most effective at improving task
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performance should be examined (e.g., whether it is most effective when supplementing
another modality), as well as the temporal and spatial patterns and the location for applying
the stimulation.

Supplementary somatosensory stimulation can be beneficial even if it does not provide
any information. For instance, subthreshold tactile stimulations (i.e., below the level at which
a person can perceive the stimulation) add noise to proprioceptive signals and might help
these signals to overcome the threshold of specific neural circuits. This phenomenon, also
known as the stochastic resonance theory [306–308], which has been shown to facilitate more
efficient detection of somatosensory information, and improve sensorimotor performance
[309, 310]. As such, it could be used in the rehabilitation treatments of individuals with
sensorimotor deficits to improve motor functions (e.g., grasp, object manipulation, balance
and gait) and tactile sensation [311, 312].

To design an supplementary feedback to effectively enhance the motor performance and
(re) learning, it is essential to understand the importance of the informational content in the
stimulation and how to encode it in the somatosensory feedback. Therefore, for supplemental
auditory or visual feedback has been demonstrated that linear and logarithmic mapping
have different effects on the postural sway [313]. Despite their importance, those aspects
in supplementary somatosensory feedback are not well investigated. I am filled this gap
evaluating the effect of different encoding methods on motor performance in unimpaired
participants and stroke survivors.



Chapter 6

Study I: Vibrotactile feedback for
improving standing balance in
unimpaired participants

This study has been published in: Ballardini G., Florio V., Canessa A., Carlini G., Morasso
P., Casadio M. ‘Vibrotactile feedback for improving standing balance’, Frontiers in Bioengi-
neering and Biotechnology (2020). doi:10.3389/fbioe.2020.00094

6.1 Introduction

Postural control is a complex sensorimotor skill with two main functions: stabilizing balance
and maintaining the relative position of body segments [314, 315]. It requires the interaction
of the sensory, muscular, and nervous systems [316]. In particular, the central nervous
system must process and integrate concurrent feedback from the vestibular, somatosensory,
and visual sensory channels [316, 317]. Each sensory system contributes differently to
postural control; thus the impairment of a specific sense has different impacts on balance.
For example, during quiet standing, the postural sway increases more when somatosensory
information is unavailable than in absence of the vestibular or visual information [318–320].
However, the contribution of feedback from different modalities is known to be additive,
thus it seems worth investigating to what extent providing an additional channel may further
improve balance and/or compensate for balance deficits in pathological conditions. Several
studies suggest indeed that, in presence of sensory deficits, providing supplemental sensory
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information to the central nervous system might improve postural stability, decreasing the
postural sway and even the risk of falling [252, 321–323].

For those reasons, many research groups have developed devices able to provide sup-
plemental information through supplementary somatosensory feedback, such as vibrotactile
[238, 239, 259, 323–325], or electrotactile [326, 327]. However, the feedback provided by
the most common vibrotactile devices resulted difficult to interpret and integrate into the
neural control [26]. One reason is that the patterns of somatosensory stimuli are not intuitive
or complex, due to either the number of vibration motors, thus forcing the user to process a
redundant set of signals, or to the encoding methods that may require specific attention [44].

While from the technological point of view there are several solutions for providing
supplemental vibrotactile feedback, which information is more effective to reduce the postural
sway and how to encode it has received less attention. For example, there is evidence that
humans modify their postural sway [328, 329] in presence of vibrotactile feedback, encoding
velocity and/or position of the body center of mass or the center of pressure. However, other
studies have shown that also the stochastic resonance resulted in a reduction of the postural
sway in elderly people [330, 331] and in people affected by vestibular impairments [267].

We designed and built a portable, low-weight, and low-cost device to provide vibrotactile
feedback to improve standing balance. We used only two vibration motors placed on the
opposite sides of the torso (abdomen and back) at the L5 level, namely in the CoM area. The
idea was to activate them as a function of the actual sway evaluated from the accelerometric
signal. As explained below the implemented system encoded in the vibrotactile feedback
a combination of position and acceleration of the CoM in the sagittal plane. The main
goal was to evaluate the extent to which such additional sensory feedback could reduce
the sway amplitude. If the previous evaluation was positive, we also planned to test three
related hypotheses about the improvements: (i) the changes depend on the time profile of
the vibrotactile stimulation, comparing a continuous stimulation paradigm with a paradigm
that included a dead zone (with vibration silent) around the natural stance posture. The dead
zone paradigm would be preferable for prolonged use of the vibrotactile feedback, because it
reduces the exposure to the stimuli, avoiding the sensory overload of the user [332]. To the
best of our knowledge, this hypothesis has been tested only for auditory feedback. (ii) The
changes depend on the informational content of the feedback i.e., they are not a mere effect
of the vibration. In cases where feedback about postural oscillations is provided by only
two vibrators, the fact that the informational content and not the vibration per se determine
changes on the postural oscillations was not extensively verified by previous studies. (iii)
The proposed vibrotactile feedback does not induce after effects, i.e., when the vibration is
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turned off the participants recovered their normal oscillations patterns, without any influence
of the previously experienced vibration. This is an important point that deserves extensive
investigation, however, it has received scarce attention in the literature and with this study,
we partially filled the gap.

To verify these hypotheses, we asked young healthy participants to stand upright with
their eyes closed on a rigid horizontal surface wearing the device that included vibration
motors and an accelerometer sensor. The acceleration profiles were analyzed, correlating
them with the two different stimulation modalities.

6.2 Material and methods

6.2.1 Device

We designed a portable device that provides supplemental vibrotactile feedback synchronized
with an accelerometric signal encoding information about the CoM position and acceleration.
The device weighs 400 g and consists of three main components: (a) an input and recording
unit, based on an Inertial Measurement Unit (IMU) sensor, (b) a processing unit, and (c) a
vibrotactile output unit (Fig. 6.1).

Input and recording unit

The acceleration vector of the CoM is measured by means of the three-axis IMU (BST-
BNO055-DS000-12, Bosch Sensortec GmbH, sensitivity = 0.2 mV = 1.2 mm/s2; non-
linearity = 0.5 % FS, bandwidth = 62.5 Hz), firmly attached to the participants’ back at
the L3 level, which approximately corresponds to the CoM position during quiet standing.
The accelerometer gain was set in such a way to have a measurement in the range of 2g,
appropriate for measuring the small acceleration caused by postural adjustments. The
IMU was positioned as in [333, 334], with one of the accelerometer’s axes aligned in the
Anterior-Posterior (AP) direction, a second axis in the Medial-Lateral (ML) direction, and
the third in the vertical direction. Thus, in correspondence with the natural equilibrium
posture of each participant, the measurement signal in the AP direction has a null mean value,
unaffected by any gravity component. In contrast, this component is not negligible when the
body sways forward or backward with respect to the reference position, with an additional
gravity component related to the tilt angle. As a consequence, the measurement signal in
the accelerometer’s AP direction is a combination of the CoM acceleration and the CoM
position in the AP direction. The raw signal measured along the AP axis of the IMU is used
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as input for controlling the vibration unit (see section 6.2.1) and thus the control signal used
in this study encodes a combination of:

• the component of the CoM angular acceleration along the accelerometer’s AP direction,
characterized by high-frequency component;

• the projection of the gravity vector along the accelerometer’s AP direction, related to
the CoM position; thus, characterized by a lower frequency component.

Notice that the AP direction is considered with respect to the participants’ body, thus is not
parallel to the floor.

The processing unit

This unit is based on a microprocessor (WiPy 2.0, Pycom) which received as input the data
provided by the IMU, computed the control parameters according to the control paradigms
explained in the following section, and sent the command signals to the two vibration motors.
A custom-made printed circuit board connected the WiPy with the IMU and the vibration
motors. The WiPy had also an ESP32 expansion board, which provided the connection to
the battery (lithium-ion battery: 1 S, 1200 mAh) and a MicroSD where were stored the
accelerometric signals along the three axes. All the components of the processing unity were
enclosed in a 14.5 x 7.5 x 4.5 mm module. The microprocessor communicated via WiFi
with a laptop. The software of the WiPy was developed with MicroPython (Pymakr plug-in
provided by Pycom).

Vibrotactile output unit

The AP acceleration of the CoM modulated the amplitude and frequency of the vibration
provided by two micro-motors with integrated eccentric rotating mass (Pico Vibe 10 mm
vibration motors; Precision Microdrives Inc, Model 310-117). Each vibration motor had an
operational frequency range of 50 to 250 Hz and a peak vibrational amplitude of 2.6g. We
attached the vibration motors on the back and the abdomen of the participant, at the L5 level,
i.e., distant enough from the IMU (located back at the L3 level) in order to avoid interference
[244]. The vibration frequency f (in Hz) of each motor was computed, as a function of the
control variable a, through a second order polynomial rule:

f = c1 · |a|2 + c1 · |a|+ c3 (6.1)

where the coefficients (c1=-212.66, c2=293.34 and c3=150.21) were set based on:
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• the minimum level of activation of these vibration motors [42];

• the Just Noticeable Difference (JND) for this stimulus, computed according to [244,
335].

The control variable ‘a’ was related to the AP component of the accelerometric measurement
(m/s2) as explained in the following section.

Eq. 6.1 takes into account two components: (i) a linear relationship between the activation
voltage and the acceleration signal and (ii) a second-order polynomial relationship between
the activation voltage and the vibration frequency. The frequency and amplitude of the
vibration are coupled: the frequency of vibration in Hz is roughly 100 times the amplitude
in g and their relationship is linear in the range of activation [42]. Thus, controlling the
frequency as in Eq. 6.1 implies also a change of the vibration amplitude. For simplicity, in
the following, we refer to changes in intensity (its amplitude and frequency of the vibration)
of the vibration and we express it only in terms of frequency. The reason for choosing this
kind of coupled vibration motor was twofold: they are inexpensive and the vibration feedback
is more effective when frequency and amplitude are coupled [336].

(a) (b)

(c)

Accelerometric

Vibration 
intensity

measurement

Figure 6.1 Experimental set-up. The participant was asked to stand still in the standing
position, wearing headphones and our portable device composed by: (a) a sensor (IMU)
placed on the back at L3 level; (b) the microprocessor unity connected to the PC via Wi-Fi; (c)
two vibration motors attached to the skin of the participant: on the back and on the abdomen
at L5 level. The IMU recorded the accelerometric signal and sent it to a microprocessor
(WiPy) that saved them on a microSD card. The accelerometric measurement was used for
controlling the vibration motors.
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6.2.2 Vibrotactile feedback control

We investigated three different methods of synchronization between the vibrotactile feedback
and the accelerometric signals, namely three different encoding methods of the body sway:
Always On (AO), Dead Zone (DZ), and Sham (S).

More specifically, in the AO method the participants continuously felt the vibration, i.e.
one of the two vibration motors was always active as explained by the following activation
rule, where c1, c2, and c3 are the same coefficients of Eq. 6.1: fv1 = c1 · |aAP|2 + c2 · |aAP|+C3 fv2 = 0 aAP < 0

fv1 = 0 fv2 = c1 · |aAP|2 + c2 · |aAP|+C3 aAP ≥ 0
(6.2)

The DZ method is similar to the AO method, with the difference that vibrotactile feedback is
turned off in a small region around the natural stance posture, namely if the accelerometric
signal falls below a given threshold Thr. Thus the activation rule is expressed by the following
equation:

fv1 = c1 · |aAP|2 + c2 · |aAP|+C3 fv2 = 0 aAP ≤−T hr

fv1 = 0 fv2 = 0 |aAP|< T hr

fv1 = 0 fv2 = c1 · |aAP|2 + c2 · |aAP|+C3 aAP ≥ T hr
(6.3)

The acceleration threshold (Thr) was chosen to be equal to the standard deviation of the
accelerometric signal recorded when the participants were standing with their eyes open
during the baseline phase. In the sham feedback, the vibration had the same intensity as the
other two feedback methods but did not encode any information about the actual sway of
the participant. Specifically, the sham vibration encoded the direction and amplitude of the
accelerometric signal in another trial. With this choice, the vibration had the same intensity
(i.e. range of frequency: 150 ÷ 235 Hz) already experienced during the other trials, but it did
not encode any information about the CoM on the current trial.
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Figure 6.2 Relation between the AP acceleration and the vibration frequency. The black line
represents, for the always-on method (V-T+AO), the relation between the amplitude of the
acceleration signal measured by the IMU sensor on the Anterior-Posterior (AP) direction in
absolute unit (m/s2) and the vibration frequency (in Hz) applied to one motor or the other:
the motor on the abdomen, for positive acceleration respect to the natural stance, and the
motor on the back, for negative acceleration. The standard deviation of the acceleration
measurement recorded during the initial trial with eyes open (stdV+) was used for defining
the limit of the dead zone, i.e. the region where the vibration was silent for the DZ method
(V-T+DZ): this region is represented in the figure by the two dotted lines. Outside that region
the vibration was controlled in the same way for both methods (AO and DZ).

6.2.3 Participants

The 24 participants enrolled in the experiment were healthy young adults, who were divided
into two groups. The first one was composed of 15 participants (25.13 means ± 2.19 std
years, 8 females) who were tested with the DZ feedback method. The second group was
composed of 9 participants (25.78 ± 3.49 years, 5 females) who were tested with the AO
feedback method. The latter group was tested also with the sham feedback at the end of
the experiment. For both groups, the inclusion criteria were the same: no known history
of disease or lower limb injury, normal cognitive abilities, no problems of visual integrity
that could not be corrected with glasses or contact lenses. All participants provided written
consent to participate in this experiment. The study was conformed to the standard of the
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declaration of Helsinki and was approved by the institutional ethical committee (Comitato
etico regione Liguria).

6.2.4 Experimental set-up and protocol

Participants stood with their feet together, without shoes, and with their arms hanging at the
sides of the body. They wore noise-mask headphones to avoid the influence of disturbances
from the vibration sensors and/or environmental noise. The participants were instructed to
stand as still as possible with their eyes open or closed depending on the trial. They were
aware of whether or not the vibration was provided in a specific trial. No indication or clue
about the informational content of the vibration or the encoding method was provided, but
there was a familiarization phase where participants could explore the vibrotactile feedback
and understand the encoded information. The experiment was divided into three phases:
baseline, familiarization, and test (6.3).

Baseline

Participants performed a preliminary test, equal for both groups and composed of two trials
with a duration of 50s without the vibrotactile stimulation. In the first trial they had to
maintain the standing position with the eyes open (i.e. with the visual feedback: V+T-; T1).
During this trial, they were placed in front of a white wall, at a distance of 1m, and they had
to look at a blue dot target (0.75cm radius) on the wall. The second trial was performed with
the eyes closed (i.e., without the visual feedback: V-T-; T2). Between the two trials, there
was a short pause (about 30s).

Familiarization

The familiarization lasted 30s. During this phase, the participants were free to explore the
vibrotactile feedback maintaining the standing position with eyes open or closed, as they
preferred. Notice that this allowed the participants to understand that performing correctly
the task corresponded to reduce the intensity of the vibration, till a complete silencing only
in the DZ method.

Test

The first part of the test was composed of three repetitions of two trials with a duration of
50s each. The first trial was performed without vibrotactile feedback (V-T-; T3-T5-T7), and
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Figure 6.3 Protocol adopted for group 1 (upper row) and group 2 (bottom row). Trials were
either with the visual feedback (i.e., eyes open: V+) or without it (i.e., eyes closed: V-). The
vibrotactile feedback was either off (T-), or on (T+). There were three types of vibrotactile
feedback: Dead Zone (DZ), Always On (AO), or Sham (S). Ti (where i goes from 1 to 9 for
group1 and 11 for group 2) indicates the trial numbers.

the second with vibrotactile feedback (T4-T6-T8): dead zone method (V-TDZ) for group 1
and always on method (V-TAO) for the group 2.

Participants from group 2 performed also the sham test, i.e. they were asked to stand
still for three additional 50s trials where the first and the last trial were without any feedback
(V-T-; T9-T11), and the second trial with the sham feedback (V-TS; T10), i.e. vibrotactile
feedback where the vibration intensity was not related to the actual CoM oscillations (see
Vibrotactile feedback control section). The rationale of testing the effect of sham feedback
was to verify if measurable sway changes observed in our experiment were due (1) to the
informational content of the supplemental vibrotactile feedback or (2) to a mere effect of
vibration acting as noise and increasing the perceptive thresholds as in [337–342]. In the
latter case, we expected that changes –and specifically a reduction of the postural sway during
the exposure to the synchronized informative feedback, would have been maintained during
the exposure to the unsynchronized sham feedback. This is because the sham feedback had
the same amplitude and frequency as the informative feedback, with the only difference that
was unrelated to the actual CoM oscillations. Instead, in the former case, if participants used
the information encoded in the vibration in the previous trials since in the sham feedback
the vibration would be not related to the actual CoM oscillations, the attempts to use the
vibration content would decrease participants’ stability, increasing the postural sway.

6.2.5 Data analysis

We aimed at investigating the efficacy of synchronized vibrotactile feedback for the reduction
of body sway and distinguishing the specific effects of the different encoding methods. The
indicators for describing the postural oscillations were extracted from the acceleration signals
recorded with the IMU (see Fig.6.4 for an example) located at L3 level.
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Figure 6.4 Examples of the accelerometer signals (low-pass filtered, cut-off frequency 3.5
Hz) in the absence (V-T-) and presence (V-T+) of supplemental vibrotactile feedback. Each
panel compares, for one typical participant, the accelerometric signal in the (V-T-) condition
with the same signal measured in the three conditions with vibration on the dead-zone
method (V-TDZ) in panel a (note that the dead zone is delimited by the two dashed lines); the
always-on method (V-T+AO) in panel b; the sham feedback (V-TS) in panel c.

The accelerometric signal was sampled at a frequency of 50 Hz. During the experiment,
for the online computation of the vibrotactile feedback, we used the raw data, while during
the offline data analysis to evaluate the postural performance of the participants we took as
reference for the signal pre-processing the studies of [333] and [343] filtered the data with a
zero-phase fourth-order Butterworth low-pass filter with a cut-off frequency of 3.5 Hz. These
studies demonstrated that in quiet standing we can extract reliable indicators of postural
stability from the accelerometric signals in the horizontal plane and that these indicators are
correlated with the ones extracted from the center of pressure, both for healthy participants
and for people with Parkinson’s disease. In other words, according to these studies, the
higher is the amplitude of these low-pass filtered signals extracted from the accelerometric
signals the greater the postural sway measured by a force platform as a shift in the center



6.2 Material and methods 93

of pressure. Therefore, in the present study, we referred to an increase/decrease of these
signals as an increase/decrease of the postural sway/oscillations. To evaluate the participants’
performance we computed two outcome measures from the acceleration signals [333]:

• the Root Mean Square acceleration (RMS), quantifying the magnitude of the accelera-
tion in the spatial-temporal domain;

• the frequency at which the power spectral density reaches the 95th percentile (F95),
describing the character of signal in the frequency domain.

We computed both these indicators separately for acceleration components in the anterior-
posterior and medial-lateral directions.

Statistical analysis

The baseline data were used (i) to verify that there were no differences between groups before
exposure to vibration and (ii) for defining the amplitude of the dead zone. We also verified the
difference in performance between open and closed eyes conditions, expecting a significant
worsening in performance when the visual feedback was absent. To do so, we used a repeated-
measures ANOVA with one factor within participants ‘Visual feedback’ (open/close eyes)
and one factor between participants: ‘Groups’ (group 1 vs. group 2). After that, for verifying
if the two methods of encoding the acceleration of the CoM induced changes in the postural
sway and if these changes depended on the encoding methods we analyzed the data of the
test phase by using an rm-ANOVA with two within-subjects factors: ‘Vibration’ (2 levels: on
and off) and ‘Repetition’ (3 levels) and one factor between participants: ‘Encoding method’
(2 levels: dead zone and always on). We further investigated significant main and interaction
effects by performing a post-hoc analysis using Fisher’s LSD. Although we could expect a
sizable variability among participants in their baseline performance, we did not normalize the
data for the anthropometric parameters or the baseline performance. The reason for this was
that in each group the same participants were tested multiple times under different conditions
and the rm-ANOVA allowed for individual differences in the baseline, i.e. it allowed testing
for the effect of the supplemental feedback (and more specifically for all the factors: vibration
on/off, encoding method and repetition) while excluding the influence of different baseline
performance across participants. Effects were related to repetition to highlight (i) learning
effects in the vibration trials, and (ii) after-effects in the no vibration trials. Therefore, when
the repetition factor or its interactions were significant, we further investigated these results
by comparing the first and the last trial on the same condition (presence/absence of vibration).
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Specifically, in the no vibration condition this was equivalent to test if there were any after
effect recorded before exposure to vibrations. For testing the importance of the informational
content encoded in the vibrotactile feedback we compared (three planned comparisons -
paired t-test), the performance in the sham trial with the performance (i) in the last trial with
the always-on method, and (ii) in the two trials without vibration before and after the sham
trial. The normality of the data was checked with the Lilliefors test. The assumption of
sphericity necessary to perform rm-ANOVA was verified for all the parameters (Mauchly’s
test). Statistical significance was set at the family-wise error rate of α=0.05. Since we had
more than one parameter extracted from the same dataset we verified that all the reported
p-values – computed without corrections for multiple comparisons - were robust to the
Bonferroni-Holm correction and we reported when they were not.

6.3 Results

Baseline

The first analysis that we performed was to check the performance during the baseline,
where the participants had to perform two consecutive trials with (T1) and without (T2) the
visual feedback. As expected, we found that all the participants worsened their performance
during the closed eyes condition. Specifically, the amplitude of the acceleration signals
in the AP and the ML directions significantly increased (RMS: AP: F1,22=36.20, p<0.001;
ML: F1,22=22.05, p<0.001). For the F95 parameter there was a significant decrease in the
AP direction (F1,22=7.57, p=0.012), which was not found in the ML direction (F1,22=3.69,
p=0.068). The second preliminary analysis was aimed to check that the two groups of
participants were equivalent with regard to the baseline performance during unperturbed
sway. In particular, we compared the performance in the first two trials, in absence of
vibration, and we found not significant differences between the two groups for all the
parameters (RMS: AP: p=0.066, ML: p=0.417; F95: AP: p=0.793, ML: p=0.471).

Supplemental synchronized vibrotactile feedback reduces postural sway

For investigating the effects of the vibrotactile feedback encoding the CoM information, we
analyzed the data collected during the test phase, where participants were required to stand
as still as possible with eyes closed and they performed three repetitions of two trials without
(T3-T5-T7) and with (T4-T6-T8) supplemental feedback.
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Encoding method effect

We found that for all participants the vibrotactile feedback encoding the accelerometric
measurement modified the postural sway, independently of the encoding method (encoding
method effect: p>0.42 for all the parameters).

AP direction

When the vibration was applied, in the AP direction, i.e. the direction encoded in the
supplemental feedback, there was a significant effect of the vibration on both the RMS and
the F95 as displayed in Fig. 6.4 for a typical participant of group 1 (Fig. 6.4a) and group 2
(Fig. 6.4b). Specifically, the amplitude of the AP acceleration decreased (RMS: F1,22=22.34,
p<0.001, Fig. 6.5a and 6.5c) and its frequency increased (F95: F1,22=72.02, p<0.001, Fig.
6.5b and 6.5d).
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Figure 6.5 RMS and F95 parameters in the AP direction for group 1 (DZ method) in panel A
and B, and for group 2 (AO method) in panel C and D, respectively. The errorbars represent
the standard error of the mean obtained for all the participants. *** Indicates significant
differences of rm-ANOVA: p<0.001.
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ML direction

In the ML direction, i.e. the direction not encoded in the supplemental feedback, the vibration
produced only a significant increase of the frequency (F95: F1,22=14.17, p=0.001, Fig. 6.6b
and 6.6d), not followed by a significant change of the amplitude of the accelerometric signal
(RMS: F1,22=1.54, p=0.228, Fig. 6.6a and 6.6c).

The sham feedback changes the postural sway differently from the syn-
chronized feedback

To verify that the reduction of the postural sway above described was effectively due to
the information embedded in the feedback related to the accelerometric measurement, we
compared the performance in the sham trial (T10) with the performance in the last trial with
the always-on feedback method (T8) and the two trials without vibration before (T9) and
after (T11) it.
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Figure 6.6 RMS and F95 parameters in the ML direction for group 1 (DZ method) in panel
a and b, and for group 2 (AO method) in panel c and d, respectively. The errorbars represent
the standard error of the mean obtained for all the participants. ** Indicates significant
differences of rm-ANOVA: p<0.01.
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We found that the unsynchronized sham feedback determined different changes in the
postural sway with respect to the feedback encoding a combination of the actual position and
acceleration of the body center of mass in the anterior-posterior direction. The acceleration
signals from a representative participant in a trial with the sham feedback are reported in Fig.
6.4c. AP direction. Indeed, the sham feedback increased the amplitude of the accelerometric
signal in the AP direction, with respect to all the tested conditions, i.e. both the no vibration
trials (RMS: T9-T10: p=0.011; T10-T11: p=0.035, the latter was not robust to Bonferroni-
Holm correction), and the last trial with AO method (RMS: T8-T10: p=0.002; Fig. 6.7a). For
the F95 in the AP direction, the sham, differed from the trial with the AO method (T8-T10
p<0.001), while not significant differences were observed with respect to the no vibration
trials (T9-T10 and T10-T11 p>0.54; Fig. 6.7b). ML direction. Instead, the F95 of the
ML component was higher with respect to the last no-vibration trial before the exposure to
vibration (T9-T10: p=0.039, not robust to Bonferroni-Holm correction; Fig. 6.7d).
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Figure 6.7 Effects of the sham feedback (V-TS; T10) in comparison with the performance
in the last trial V-TAO; T8) and in the two no vibration trials before and after the sham
trial (V-T-; T9, T11). RMS and F95 for the AP direction are reported in panels a and b,
respectively. RMS and F95 for the ML direction are reported in panels c and d, respectively.
The errorbars represent the standard error of the mean obtained for all the participants. *
Indicates significant differences of rm-ANOVA: * p<0.05, **p<0.01.
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For all the other comparisons and the RMS in this direction (Fig. 6.7c), not significant
differences were observed (all p>0.34).

Effects related to repetition: both synchronized encoding methods deter-
mined no learning effect, but they led to different after effects

Learning effects in trials with vibration

Comparing the trials with the vibrotactile feedback during the test (T4-T6-T8), we found
that for both parameters and both groups there were not significant differences among the
three repetitions (Fisher’s LSD test: all condition p>0.25).

After effects in trials without vibration

In the trials, without vibrotactile feedback (T3-T5-T7) the postural sway changed when
comparing the performance before (T3) and after (T7) exposure to vibration (T7), and these
changes depending on the encoding method.

Encoding method effect

The amplitude of the acceleration in the ML direction increased for the DZ method, but
not for the AO method, which led to a not significant effect of the encoding method factor
(interaction effect ‘Vibration*Repetition*Encoding method’ F2,44=6.23, p=0.004; post-hoc
analysis: V-TDZ: T3-T7 p<0.001; V-TAO: T3-T7 p=0.093). In the AP direction, instead, there
were not significant after-effects for the sway amplitude (‘Vibration*Repetition*Encoding
method’ interaction: p=0.854), although we observed that the RMS parameter decreased in
8 participants of group 1. We observed after-effects also in the frequency domain, where
the F95 parameter for the no vibration trials increased across repetitions in the AP direction
for the DZ method (Vibration*Repetition: F2,44=11.42, p<0.001, post hoc analysis: V-TDZ:
T3-T7 p<0.001), while the trend was less clear for the AO method, with changes that did not
reach a threshold of significance (V-TAO: T3-T7 p=0.065).

6.4 Discussion

To investigate the effects of vibrotactile feedback on standing balance, we built a device with
two vibration motors, one placed on the back at the L5 level and the other on the correspondent
location of the abdomen. The vibration was synchronized with an accelerometric signal
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encoding a combination of the position and acceleration of the body center of mass in
the anterior-posterior direction. We expected that blindfolded unimpaired participants,
when exposed to this vibration (1), would modify their postural sway in dependence of the
encoding method (AO vs. DZ); (2) the changes depended on the information encoded by
the vibration method, i.e. they were not a mere effect of vibration; (3) the vibration did
not induce after-effects on the natural postural sway in absence of vibration. In short, the
results partially matched the expectations: we found that independently from the encoding
method, the presence of vibration synchronized with the accelerometric signal decreased the
sway amplitude in the AP direction while increasing its frequency in both directions. The
participants accounted for the information encoded in the vibration since the sham vibration
did not produce the same effects. Surprisingly, we found significant after-effects of the
vibration for the participants that were exposed to the DZ method. In the following sections,
we discuss in detail the results.

All participants modified their postural sways vibrotactile feedback with
informational content, independently from the feedback method

When exposed to supplemental vibrotactile feedback synchronized with an accelerometric
signal encoding a combination of the position and acceleration of the body center of mass in
the anterior-posterior direction, all participants modified their postural sways, independently
from the method used to provide this information. Both encoding methods were able
to modify the performance of all participants. Indeed, they reduced the amplitude and
increased the frequency of the AP accelerometric signal. These changes can be interpreted
as a reduction of the postural sway, i.e., smaller and more frequent postural corrections
[321]. This effect is consistent with the previous studies, e.g. in [325] where supplemental
vibrotactile feedback was able to modify the postural sway in healthy young participants.
The main novelty of these results was that:

1. the changes were mainly on the direction of application of the stimuli, that was also
the direction encoded in the supplemental feedback;

2. the presence or absence of a zone without vibration around the natural stance posture
had not a specific effect on the postural sway;

3. these changes were obtained by using a simple and low-cost device based only on two
vibrator motors, while [332], most studies use an array of several vibrator motors.
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As for the first result, directional effects on the postural sway were described for the auditory
[321] or multimodal (e.g., vibrotactile, auditory, and visual [344, 345] feedback, but to the
best of our knowledge similar results were not reported for the vibration feedback with only
two motors. Notice that this directional effect could be due to both the information encoded
in the vibration or to the positions of the vibration motors that are on the front and the back
of the participants could have influenced differently the AP and ML direction, as discussed
in the following paragraph.

As for the second, the encoding methods with the idea that participants might attend to
the supplemental feedback only outside a certain region of the natural postural sway [332] or
above a certain threshold of the stimuli. If this is the case, the DZ method would have the
advantage to drive the participants’ attention to the stimuli only when it is needed could have
beneficial effects. The findings that the participants did not have different responses during
the exposure of the two encoding methods seems to support this hypothesis

These results suggest that the proposed simple and low-cost device was able to influence
significantly the postural sway, from the initial exposure. Thus independently of the encoding
method, the use of the proposed device was intuitive and effective, i.e., the central nervous
system was able to incorporate the supplementary feedback [189] without requiring a long
adaptation process. If the informational content was important (see next paragraph), then the
process could have been enhanced by the fact that in both cases, the vibrotactile feedback
were designed to elicit a repulsive strategy i.e. participants should reduce or silence the
vibration intensity for decreasing the postural sway and this method, provided with other
more complex matrix of vibration motors, was found to be more effective than that of the
attractive strategy [239, 346].

Although these results are interesting and promising, future studies are necessary to verify
the effectiveness of this approach. Also in the presence of internal and external perturbations
that challenge the balance ability and to verify if different results would be obtained changing
the amplitude of the dead zone or how the information of the AP CoM oscillations are
encoded in the vibration intensity.

The sham feedback led to different sways patterns

The sham feedback led to different sways patterns than the vibrotactile feedback encoding
a combination of the actual position and acceleration of the body center of mass in the
anterior-posterior direction The lack of effect on the postural sway of the two different
encoding methods described above could be due to the exposure to vibration, with different



6.4 Discussion 101

directional effects because the vibrator motors are located on the front/back of the partic-
ipants, i.e. the vibration was provided along the AP direction. It is well known that also
a low-level noise vibrotactile stimulation increases the detection of the stimuli, leading
to improvements in postural control [330, 331, 340–342]. To verify whether or not the
participants in this experiment integrated their neural control of the informational content
encoded in the vibration, we added a trial where the participants of group 2 were exposed to
sham feedback. In other words, we tested if the modification of the postural sway was the
same with unsynchronized feedback with actual postural sway, but with similar amplitude
and frequency content. The exposure to the sham feedback had different effects than the
synchronized informative feedback, determining an increase of the amplitude of the AP
direction associated with a decrease of the frequency of the ML direction, with respect to
the signal recorded in absence of supplemental feedback. Therefore, our participants when
exposed to synchronized informative feedback reduced the amplitude of the AP oscillations
and increased their frequency content, by integrating the information encoded in the vibration.
These results are not in contrast with [339], where participants with bilateral vestibular loss
improved equally with the informative and uninformative vibration. We specifically tested if
our participants accounted for the informational content of vibration when exposed to infor-
mative feedback, and the experiment was not designed to verify whether or not informative
feedback would lead to the same changes in postural control. In particular, the increased AP
acceleration amplitude in presence of the uninformative vibration was probably due not to
the mere effect of our sham feedback, but to the fact that the participants have learned to
integrate into their postural control loop, the vibration informational content experienced
in the previous trials. Thus, when the feedback becomes uninformative, its integration into
the control loop decreased the postural stability. This result supports the hypothesis that
participants were able to integrate the proposed supplemental feedback in their postural loop
control, accounting for its informational content, after a short time from the initial exposure.
Thus, this result encourages further investigation and exploits the possibility of applying this
technology and supplemental vibrotactile feedback in long-term training and rehabilitation
of postural control abilities.

The exposure to DZ feedback method led short term after effects

The vibrotactile feedback determined changes on the natural postural sway, depending on
the encoding method: the exposure to the DZ feedback method led to short-term after-
effects. To investigate the after-effects of the exposure to supplemental feedback is important:
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if present, they modify, either in a positive or negative way, the postural responses of the
participants either in the short or in the long term [328]. This could have relevant implications
in the sensory substitution domain, e.g. for amputees [327], and is a central issue when the
technology is used with applications with rehabilitation goals, e.g. in [347, 348]. However,
the study of after-effects of exposure to vibrotactile feedback has received limited attention
[305]. Here we made a first step in the direction of investigating this problem, limiting the
study to short-term effects due to a short exposure to the vibrotactile stimuli. Surprisingly,
we found that even a short exposure of few minutes (the entire experiment lasted about 15
minutes) can induce short-term changes in the natural oscillation patterns of the CoM in
absence of vibration and these changes depend on the encoding method. Indeed, only the DZ
feedback method modified the natural oscillation pattern leading to an increased frequency
in the AP direction and, most importantly, to an increased amplitude in the acceleration
component of the ML direction. The increase in postural oscillations in the ML direction
is usually a negative effect associated with instability. Therefore, this finding needs to be
investigated further, extending the study to long-term exposure and long-term after-effects
of the vibrotactile feedback. As it is, this result seems to suggest that providing feedback
method as always on instead of one as a dead zone is preferable since it allows avoiding
undesired after-effects. Notice that based only on the observation of the effect during the
exposure to the stimuli we would have concluded that the DZ feedback method would be
preferable because it reduces the exposure to the stimuli [313]. However, the observation
of the after effect seems to suggest that the best choice is to keep the vibration always on
to avoid undesirable effects when the stimuli are turned off. We acknowledge that these
are only preliminary results related to the proposed device and protocol. They highlighted
the importance to investigate also the after-effects of the stimuli, and deeper and larger
investigations are needed to drive general conclusions.

Vibrotactile synchronized feedback and light touch

In the early 90’s it was discovered by [349] that “fingertip contact influences human postural
control”. In particular, it was found that such additional tactile information allowed the
subjects to significantly reduce the size of sway movements: very small contact forces,
of the order of 1N, could elicit this phenomenon and, at such level of interaction, purely
biomechanical explanations would not match the findings while suggesting a multi-sensory
integration process, somehow related to the effect investigated in this study. The initial
demonstrations mentioned above involved the tandem Romberg standing posture, which is
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particularly unstable in the frontal plane, however a following study [350] obtained similar
effects with normal bipedal stance: they also found a positive correlation between the
contact force and the reduced oscillation of the center of pressure in support of the idea of
synchronized feedback for the reduction of postural sway. Moreover, it was found that such
reduction does not necessarily need to involve the hand but also occurs when different parts
of the swaying body (e.g. leg or shoulder) experience a light contact with an environmental
referent [351]. In any case, it is mandatory that tactile information is not inhibited by any
means, such as anaesthetization of the hand [352]. By comparing the effect of different levels
of light touch, namely the fact that the stronger the touch the better the sway reduction, it was
suggested by [353] that “heavier contact provides clearer sensory information about sway
allowing faster and more accurate compensatory balance adjustments”. In other words, it
seems plausible to postulate that the solution adopted by the brain for stabilizing standing
upright, in the sense of minimizing as much as possible the unavoidable body sway, is to carry
out a multi-sensory data fusion for obtaining the most accurate estimation of the oscillation
of the CoM that is essential for closing the stabilization loop. We need to take into account
that such critical information is not accessible directly through a specific sensory channel
but indirectly through different noisy channels: visual, proprioceptive, and vestibular, in the
natural situation. Light touch or synchronized vibrotactile stimulation are artificial channels
that can complement the natural ones for improving the accurate evaluation of the CoM sway
that is necessary for minimizing its amplitude. There are indeed reasons to believe that sway
movements during quiet standing are not noise-driven around a point attractor (the nominal
equilibrium posture) but are the results of an intermittent stabilization process attracted by a
limit-cycle whose size depends on the inaccuracy of CoM estimation [354, 355]. From this
point of view light touch and vibrotactile synchronized feedback are somehow equivalent.
However, the latter one lends itself much more naturally to clinical applications that will be
the target of a further development of this study.

Limitations

We did not found any difference due to the two encoding methods (AO and DZ) during
exposure to the supplemental feedback, thus we added a test with sham feedback to verify
if the participants took into account the informational content encoded in the vibration. If
this were not the case, we would conclude that the lack of difference between the encoding
methods was due simply to the fact that participants used the vibration without accounting for
the informational content. The results of the test with sham feedback allowed us to reject this
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hypothesis highlighting that the participants previously exposed to the AO feedback method
were indeed using the informational content of the vibration. We also expect a similar effect
for the DZ method, but this specific test was not included in the present protocol and could
be part of a future extension of the research line. An additional potential effect that was
not covered by the protocol used in this study is a ‘bias effect’. The fact that participants
were exposed to sham feedback after being exposed to the informative feedback might create
a bias: the increased oscillations observed in presence of sham feedback were due to the
previous exposure to the informative feedback since participants were trying to use the
vibration information also during exposure to the sham feedback. To verify the effects of this
sham feedback per se, we should have added a group that would have been exposed only to
sham feedback (or at least exposed first to the sham feedback). Pursuing this extension of
the line of research performed by the current study we should also have taken into account
that the relation between the body sway and the intensity of vibratory noise has a U-like
shape, thus only specific levels of noise might induce a decrease of postural performance
[340–342]. However, this was not our goal, but we just wanted to verify the mechanisms
underlying the changes in the postural sway due to the vibration we provided encoding the
CoM information, as in [42] for the upper limb supplemental feedback. Finally, with the
proposed paradigm, alternating short trials with and without vibration, we specifically aimed
at verifying if participants accounted for the vibrotactile feedback we provided in a short time
frame (i.e. trial of 50 seconds) and if that short exposure could determine any modification
of the natural oscillation patterns observed before the exposure. Notice that the participants
were aware that in the ‘No vibration trials’ the vibration was off. The short exposure to only
one of our feedback modalities determined after effects and we believe that, while different
protocols could lead to different after effects, their existence was not due to our protocol.
However, this point should be further verified in future studies and we acknowledge that the
paradigm we choose could have influenced the learning and the related after-effects i.e. a
different paradigm could have led to different results.



Chapter 7

Study II: Effect of short-term exposure to
supplemental vibrotactile feedback on
goal-directed movements after stroke

This study has been published in: Ballardini G., Krueger A., Giannoni P., Marinelli L., Casa-
dio M., Scheidt R. A. ‘Effect of short-term exposure to supplemental vibrotactile kinesthetic

feedback on goal-directed movements after stroke: a proof of concept case series’, Sensors
21(4): 1519 (2021). doi.org/10.3390/s21041519

7.1 Introduction

Recently, empirical evidence has demonstrated the potential benefit of vibratory stimuli for
improving neurorehabilitation [27–34]. Indeed, few of them increase performance in the
contralesional side [28] or upper-limb symmetry [33] conveying information only on the
ipsilesional limb. However, to the best of our knowledge, no studies to date have investigated
the use of real-time supplemental vibrotactile kinesthetic feedback into the ongoing control
of goal-directed movements and stabilization of the arm and hand after stroke.

This study aims to fill this gap, assessing the feasibility of using vibrotactile feedback
to enhance the accuracy and precision of goal-directed stabilization and reaching tasks
performed without visual feedback by survivors of stroke in the chronic stage of recovery.
We tested the hypothesis that chronic stroke survivors without cognitive impairment can
readily interpret the informative content of vibrotactile feedback and use it to solve reaching
and stabilization tasks. We also examined the hypothesis that performance would be con-
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sistently better with an error encoding scheme vs. state encoding, as found previously for
neurologically-intact participants in [42].

7.2 Material and methods

7.2.1 Participants

A convenience sample of three chronic stroke survivors (aged 57 to 68 years; 2 females;
see Table 7.1 for details) provided written and informed consent to participate in a series of
experimental sessions designed to evaluate the immediate utility and usability of supplemental
kinesthetic feedback for enhancing the control of stabilization and reaching movements
of the arm and hand. Inclusion criteria included: (i) diagnosis of a single stroke event
confirmed by brain imaging; (ii) within the chronic stage of recovery (i.e., more than six
months post-stroke); (iii) capability to perform upper limb movement exceeding 10 cm in
presence of counterbalance support; (iv) capability to understand and follow basic two-step
instructions: Folstein Mini-Mental State Examination score [356] above 28; and (v) normal
or corrected-to-normal vision. Exclusion criteria included: (i) absence of vibration sensation
in the ipsilesional arm; (ii) neurological impairments that prohibit informed consent and
the understanding of the tasks; (iii) presence of hemispatial neglect. All participants were
enrolled by a qualified physiotherapist and a neurologist. All procedures were approved
by the local Ethical Committee serving the University of Genoa (ASL3 Genovese) and the
Institutional Review Board of Marquette University (HR-3044) in accord with the 1964
Declaration of Helsinki. The study required one visit to the lab for clinical testing and then
two separate 1-hour experimental sessions, all within three weeks.

Table 7.1 Demographic and clinical data for the stroke survivors

Sex Age Type PS TSS(ys) Lesion location

S01 F 68 I R 12.5 L basal ganglia, internal capsule, occipital lobe
S02 M 57 I L 1 R basal ganglia, temporal lobe, insula
S03 F 65 H L 16 R occipital lobe

Abbreviations: F: female; M: male; I: ischemic; H: hemorrhagic; PS: paretic side; R: right; L: left; TSS: time
since stroke.
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Clinical evaluations

A licensed physiotherapist evaluated the motor, functional and proprioceptive status of each
participant using a series of clinical assessments (Table 7.2 and 7.3). These included: (i)
the motor and somatosensory sections of FMA-UE in the contralesional arm. Higher FMA-
UE scores indicate less impairment; (ii) the Modified Ashworth Scale (MAS) to quantify
stiffness; higher scores of MAS indicate more spasticity; (iii) the 13-item Chedoke Arm and
Hand Activity Inventory (CAHAI), which is a test of sensorimotor function. Higher CAHAI
scores mean better functional ability in activities of daily living; (iv) the kinesthetic and
stereognosis portions of the Nottingham Sensory Assessment (NSA) in the contralesional
arm. Higher scores indicate better somatosensory capability; (v) a tuning fork assessment of
vibrotactile sensation in both arms. Higher scores indicate better sensation.

Table 7.2 Clinical test results - Part 1

FMA-UE MAS
A-D H Sho Elb For Wri Fin Thu

(0-66) (0-12) (0-4) (0-4) (0-4) (0-4) (0-4) (0-4)

S01 57 11 1 0 0 0 0 1
S02 6 7 1+ 1+ 2 3 3 3
S03 42 7 1 1 1 2 1 1

Abbreviations: FMA-UE: Upper Extremity portion of the Fugl-Meyer Assessment; A-D: motor sections; H:
sensory section; MAS: Modified Ashworth Scale; Sho: shoulder; Elb: elbow; For: forearm; Wri: Wrist; Fin:

Finger; Thu: thumb.

Table 7.3 Clinical test results - Part 2

CAHAI
NSA Tuning Fork Test

P D Contra Ipsi
(0-91) (0-3) (0-2) Elb Wri Elb Wri

S01 80 3 2 6 6 6 6
S02 13 0 0 6 5.5 7 7.5
S03 24 1 0 5 6 6 6

Abbreviations: CAHAI: the 13-item Chedoke Arm and Hand Activity Inventory; NSA: Nottingham Sensory
Assessment; P: proprioception; S: stereognosis; Contra: contralesional arm, Ipsi: ipsilesional arm; Elb: elbow;

Wri: Wrist.
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7.2.2 Experimental set-up

Subjects were seated comfortably in a high-backed chair with a flat footrest in front of a
horizontal planar robotic manipulandum (7.1a; see [357] for a detailed description). The
contralesional hand grasped the robotic handle, which has an integrated lightweight and
rigid arm support that was strapped to the forearm. The arm support provided gravity
compensation and free motion of the forearm in the horizontal plane. The ipsilesional arm
rested comfortably on a horizontal support mounted below the robot’s plane of motion. An
opaque shield was placed over the workspace to block the participant’s view of the moving
arm and the robotic apparatus. The chair was adjusted to align the left/right horizontal center
of the robot’s workspace with the participant’s midline. The participant was positioned
near the edge of the opaque shield, so the anterior/posterior range of the robot was within
the participant’s reach. The seat height was adjusted such that the abduction angle of the
shoulder was between 75° and 85°. A vertical screen was placed in direct view, 70 cm from
the participant; it always provided visual cues of target position and hand motion when
appropriate (see subsection 7.2.5). The spatial mapping from handle movement to cursor
movement was 1:1. Before starting each experimental session, participants were provided
descriptions of the tasks they would be asked to perform and encouraged to ask questions.
Subjects were also encouraged to give verbal feedback about the ongoing experience at any
time during the experimental sessions.

a) b)
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Figure 7.1 Experimental set-up and tasks. A) Subject seated in a high-backed chair holding
the end effector of a planar manipulandum with the contralesional hand. An opaque screen
prevented direct visual feedback of the moving arm and end effector. The four actuators
vibrotactile display interface was fixed to the ipsilesional arm. The default locations of the
vibration motors are shown by red spheres. Each motor was activated by hand displacement
in one of four directions. A vertical screen was placed in front of the participant for providing
visual feedback of the target position and of the hand motion. B) Tasks - Left: example of
a reaching movement from the starting target (black) to the final target (red). All possible
target locations are shown here in gray. Right: example of hand stabilization against robotic
perturbations at the center of the robot workspace. Hand displacements are shown in green.
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7.2.3 Experimental task

We focused on two actions that are fundamental to the performance of many activities of
daily living: reaching and stabilizing with the arm and hand ([5, 358, 359]).

Reaching

In each block of the reaching task, participants were asked to perform center-out-and-then-
back reaches to 16 targets, for a total of 32 discrete reaching movements. Each movement
was considered a unique trial. The 16 targets were equally spaced around two concentric
circles centered on the center of the robot’s workspace (Fig 7.1b, left). This design allows
testing of 16 movement directions (22.5° apart) and two movement extents: 5 and 10 cm for
the eight targets fixed to the inner and the outer circles, respectively. To equalize the difficulty
of reaching targets placed at different distances, we scaled the target size according to Fitts’
Law, which predicts that the time required to rapidly move to a target area is a function of the
ratio between the distance to the target and the target size [360]. According to that, the target
radius was 1 cm for the close targets and 2 cm for the far targets. Target presentation order
was pseudo-randomized within each block. Subjects were instructed to "Capture the target
as quickly and accurately as possible.” As a reminder to capture the target quickly, reach
targets turned from red to blue 1 second after they appeared. Upon completing the reach, the
participant announced that they thought they had arrived at the target and the experimenter
registered that event (i.e., the end of the movements) by pressing a button. Subjects were
allowed a maximum of 20 seconds to complete each trial.

Stabilizing

In each block of the stabilization task, participants attempted to hold the robot handle steady
at the center of the workspace for 60 seconds against time-varying sum-of sinusoid force
perturbations (Fig. 7.1b, right). The perturbations contained both a low frequency and several
high frequency components (Eq. 7.1): Fx = 0.75 · cos(2π ·1.75t)+0.75 · sin(2π ·1.2t)+6 · cos(2π ·0.25t)

Fy = 0.75 · sin(2π ·1.65t)+0.75 · sin(2π ·1.1t)+6 · sin(2π ·0.25t)
(7.1)

Accordingly, hand force perturbations had peak magnitudes of approximately 10 N.
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7.2.4 Vibrotactile interface

Supplemental kinesthetic feedback about the moving hand was provided using a two-channel
(four-actuator) vibrotactile interface attached to the non-moving ipsilesional arm. Each
actuator was an Eccentric Rotating Mass (ERM) micromotor with an operational frequency
range of 50-250 Hz (Pico Vibe 310-117; Precision Microdrives, Inc.). The ERM actuators
have a vibrational amplitude range is 0.20–0.97 N that covaries with vibrational frequency
(see [42] for more details). The fact that vibration frequency and amplitude are coupled
in ERM actuators is well-suited for the purpose of implementing a vibrotactile interface
because as shown previously by [336], people perceive vibrotactile stimuli better when the
amplitude and frequency of vibration increase or decrease coherently. For simplicity in
the text to follow, we will refer to correlated changes in the amplitude and frequency of
vibrotactile stimuli as changes in vibration intensity. The actuators were initially arranged
with a standard configuration designed such that inter-actuator spacing exceeded two-point
discrimination thresholds for dermatomal regions of the arm and forearm as reported by
[361]. In the standard configuration, the actuators - represented in Fig. 7.1a by red spheres
- were placed at least 6 cm apart as in [336]. One actuator (Y+) was placed on the back of
the hand approximately 1 cm proximal to the first and second finger metacarpophalangeal
joints. Two actuators were placed on the forearm between 3 to 7 cm distal to the cubital
fossa, one on each side of the forearm (X- on the left, X+ on the right with respect to the
participant’s reference frame). One actuator (Y-) was placed on the biceps muscle belly
about 5 cm proximal to the cubital fossa. Each actuator was secured by an elastic band. The
actuators were used to encoded hand motion into vibratory stimuli as a vector, with each
dimension of Cartesian space mapped onto one pair of the actuators.

Before each experimental session, we performed a set-up procedure for the vibrotactile
interface that lasted approximately 5-10 minutes: We adjusted the actuator locations if
necessary so that the participant could indicate reliably which actuator or pair of actuators
was activated at any given time. The vibration of all actuators was zero at the center of the
workspace. We assessed the ability of participants to correctly perceive vibratory stimuli
with the hand at three distances from this point corresponding to low, middle, and high-
intensity vibrations (approximately 10%, 40%, and 90% Full-Scale Range (FSR: 75-250Hz),
respectively). Set-up began with the participant placing the cursor at each of the four corners
of the screen (corresponding to displacements of 15 cm from the center) and then reporting
which actuators were vibrating (at ∼90% FSR). This was repeated two additional times, once
near the center of the screen (∼10% FSR) and once approximately mid-way between the
center and the edge of the screen (∼40% FSR). Next, the participant was asked to place the
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cursor at the center of the screen, and then, to move away from that location and back again
in each cardinal direction. If the participant could not give a clear and correct indication as to
which actuator was active and/or the appropriate direction of intensity change, we adjusted
the corresponding actuator locations to the nearest area where the vibrotactile stimuli were
correctly perceived with a minimum distance of 6 cm between the actuators ([336]). It
happens only in one participant for the actuators located in the upper arm and the internal
forearm, in both cases they were moved less than 3 cm from the default location.

Supplementary feedback encoding schemes

Subjects experienced two different forms of supplemental kinesthetic feedback during the ex-
periments: a vibrotactile encoding of limb state feedback and encoding of hand position error
feedback. Both types of feedback conveyed meaningful information about the participant’s
performance in that the vibration encoded the motion of the hand with respect to either the
center of the workspace (state feedback) or the current target (error feedback). In both cases,
motion with respect to the reference point in the rightward/leftward and forward/backward
directions resulted in vibrations of the +X/-X and the +Y/-Y actuators, respectively.

State feedback In this encoding scheme, the intensity of vibration was a weighted linear
combination of hand position and velocity information as per [42] (Eq. 7.2):

γ(t) = 0.2 · ṗ(t)+0.8·(t) (7.2)

where, p(t) and ṗ(t) represent hand position and velocity vectors in extrinsic coordinates,
and γ(t) represents the vector of vibration intensity that is mapped into the four-actuators
vibrotactile interface as a function of time. Indeed, the sign and the value of each element of
γ(t) determined which actuator was turned on and its vibration intensity, since each actuator
coded a certain direction (see subsection 7.2.4). This particular weighting of position and
velocity information was found to yield optimal performance during reaching and stabilizing
tasks performed by neurologically-intact individuals [42]. The center of the vibrotactile
workspace (i.e., the point where the vibration of all actuators was zero if the hand was held
in that position) was aligned with both the center of the visual screen and the center of the
robot’s workspace. Vibratory stimulation reached 90% FSR when the hand was held at the
bounds of the visual display, 60% FSR at the far targets, and 30% FSR at the close targets.

Error feedback Here, vibratory stimuli encoded information about the signed error
between the hand’s instantaneous location and the current target’s location. The vibration
was zero when the hand was at the center of the current target, and its intensity increased in
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proportion to the Euclidean distance from that target. Vibratory stimulation reached 90%,
60%, and 30% FSR when the hand was 15, 10, and 5 cm respectively from the then-current
target. With error feedback, the vibratory stimuli conveyed no information about hand
velocity. Error feedback provided information only about hand position relative to the target,
which changed from one trial to the next in the reaching task.

7.2.5 Protocol

Each participant took part in two experimental sessions in two separate days lasting up to 90
minutes each. One participant volunteered to participate in a third session, which assessed
the possibility of day-over-day performance improvements (i.e., sensorimotor learning) in
the integration of supplemental vibrotactile kinesthetic feedback into the control of reaching
movements after stroke. All sessions were performed within three weeks of the clinical
evaluation. During each session, the type of vibrotactile feedback (state or error) did not
change within an experimental session: in the first session, all participants experienced
state feedback, while all participants experienced error feedback in the second (and later)
session(s). In each session, the participants performed several blocks of trials in three
experimental phases, each with different visual feedback conditions and purposes. These
phases included familiarization, practice, and assessment. Each phase was composed of
one or more trial blocks wherein participants performed stabilization and/or reaching tasks
under a specific combination of vibroTactile (T) and Visual (V) feedback. The protocol
performed by each participant varied in the number of blocks performed within each phase
due to differing levels of stamina between participants and across testing sessions (see Table
7.4 for details).

Familiarization (V+T-)

In the familiarization phase, participants completed the reaching and the stabilization tasks
without vibrotactile feedback (T-). They were provided visual feedback of hand position
(V+) through a 0.5 cm radius cursor that was continuously visible on the computer screen.
This block was performed in the first experimental session; it was intended to ensure that
participants understood the two tasks. It was offered to all participants to repeat this phase
at the beginning of the later session(s) but all declined, indicating that they understood and
were comfortable repeating the reaching and stabilization tasks.
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Table 7.4 The sequence of testing conditions in each participant

Day:Encoding Familiarization Practice Baseline Test
V+T- VKRT+ V-T- V-T+

S01
Day1:State R+S R R R+S R+S
Day2:Error R R R+S R+S

S02
Day1:State R+S R R R R+S R+S
Day2:Error R R R R+S

S03
Day1:State R+S R R+S
Day2:Error R R R R+S
Day3:Error R R R R+S R+S

The order of the blocks corresponds to the timeline in which the blocks were presented in the experimental
session; Abbreviations: V+T-:concurrent visual feedback without vibrotactile feedback; R: reaching, S:

stabilization; VKRT+: vibrotactile feedback and visual knowledge of results; V-T-: neither visual nor
vibrotactile feedback; V-T+: only vibrotactile feedback.

Practice (VKRT+)

In the practice phase, the participant performed at least two blocks of the reaching task with
the vibrotactile feedback always on (T+). The practice phase did not include the stabilization
task. Real-time visual feedback of hand position was provided on the screen only after the
end of each trial (i.e., Knowledge of Results (KR); VKR). Subjects were encouraged to use
the terminal visual feedback to correct any target capture error that may have accrued during
the initial reach. The goal of this phase was to encourage participants to learn the mapping
between hand position and the information encoded in the vibrotactile feedback.

Assessment (V-)

After practice, participants underwent an assessment phase, wherein they performed the
reaching and stabilization tasks without any visual feedback (V-) during or after each reach.
The cursor representing hand position/motion was never displayed on the screen, knowledge
of results was not provided, and actual vision of the hand was precluded by the opaque
shield (see Fig. 7.1a). This phase was divided into two separate blocks, one with vibrotactile
feedback and the other without. In the first block (Baseline), the participants did not receive
any external visual or vibrotactile feedback (V-T-). The goal of this block was to assess the
baseline capability of the participants to complete the tasks using only their residual inherent
proprioception. In the second block (Generalization), the vibrotactile feedback was turned
back on (V-T+). The goal of this block was to test the participant’s ability to generalize what
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they learned during practice with vibrotactile feedback (state or error) and visual KR to a
condition entirely devoid of visual feedback.

7.2.6 Self-report evaluation of vibrotactile feedback

At the end of each experimental session, we encouraged participants to orally report their
participantive perceptions by asking three open questions regarding the use of the vibrotactile
encoding scheme experienced in the session. We focused on two main aspects of the
participantive user experience: usability, and user satisfaction. To assess usability, we asked
participants ‘how easy it was to perceive changes in the vibrotactile signals’ and ‘how easy it
was to use those cues to achieve the goals in each task’. To assess user satisfaction, we asked
participants ‘on which the extent the vibrotactile feedback system was comfortable to use’.

7.2.7 Data analysis

Hand position data were recorded at 1kHz. The resulting data were subsequently filtered
with a zero-phase fourth-order Butterworth low-pass filter with a cut-off frequency of 12
Hz. We computed the following performance measures for each trial for each participant
under the two vibrotactile encoding schemes. In the reaching task, we computed the final
position error as the Euclidean distance between the final hand position and the center of
the current target. The final hand position was taken as the hand’s location either when
the participant indicated that the target had been reached or when the time for completing
the trial had expired, whichever came first. In the stabilization task, we computed root-
mean-square-error to assess how well participants could maintain the hand at the desired
target. To compute RMSE, we discarded the first 10 seconds of each 60-second trial to
eliminate potential start-up transients caused by the onset of hand force perturbations (cf.,
[42]). We then divided the trial into five non-overlapping 10-second segments and computed
the RMSE between the hand’s instantaneous location and the stabilization target (i.e., the
center of the workspace). We evaluated the trial RMSE using the mean and standard error
values computed from the RMSE values obtained in the five 10-second segments. We used a
single-subject-design analysis to evaluate changes in task performance due to the presence
of the vibrotactile feedback. Our primary focus was on the assessment blocks performed
without visual feedback. We investigated differences in performance between trials with and
without supplemental vibrotactile feedback (i.e., between the Generalization and Baseline
blocks), and between Generalization blocks with different vibrotactile feedback encoding
schemes (i.e., error vs. state feedback). Secondarily, we focused on the practice blocks,
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to investigate learning effects as participants practiced reaching with vibrotactile feedback
within and across days.

7.3 Results

Subjective evaluation of supplemental vibrotactile feedback

User satisfaction

All three participants tolerated the vibratory stimuli with no complaints of hypersensitivity or
discomfort. When we asked participants to report on the extent to which the vibrotactile feed-
back system was comfortable to use, all three stated that using the supplemental vibrotactile
feedback to guide the arm was an overall mild positive experience. One participant (S03) did
report mild annoyance when vibrations were at their highest intensity levels, saying that the
vibrations felt like "a bright light or a loud noise” and that they were a little "distracting".

Usability

All three participants reported that they were able to perceive the vibrotactile feedback applied
to the ipsilesional arm. For two of the participants, vibration perception was satisfactory with
the actuators placed in their default locations. One of the participants (S01) experienced initial
difficulty perceiving vibrations on the external forearm and the upper arm. We, therefore,
adjusted the position of these actuators by moving them approximately two centimeters in
different directions until the participant could reliably perceive changes in vibration intensity.
We also adjusted the elastic band on the internal forearm actuator to increase the applied
pressure to allow this participant to more effectively perceive the vibration stimuli. When we
asked how easy it was to perceive changes in the vibrotactile signals, all of them responded
that error feedback was easier to understand and use than state feedback. S02 remarked
that his vibrotactile sensitivity improved with practice, whereas the other two participants
reported a modest perceived degradation in vibrotactile sensitivity after approximately one
hour of continuous practice. S02 and S03 reported an increase in alertness or general body
awareness while using the supplemental vibrotactile feedback, and that this effect persisted
for some time after the experimental session was over. However, these same two participants
also reported difficulty in dividing attention between "feeling" the vibration on one limb and
executing movements with the other. S01 and S03 both expressed difficulty in integrating
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simultaneous visual and vibrotactile inputs, as occurred in between trials in the Practice
blocks (VKRT+).

General observations on kinematic performance with and without ongoing visual
feedback

All three participants demonstrated sufficient motor capability to perform the reaching task
with small target capture errors (i.e., with final position error less than 1 cm) and with
stereotypically-straight hand paths when they were provided visual feedback of ongoing per-
formance (Fig.7.2a; Familiarization phase, F: V+T-). All three were also able to stabilize their
hand with small positioning errors when provided visual feedback of ongoing performance
(Fig.7.2b; F: V+T-); despite the force perturbations in the stabilization task, average RMSE
values did not exceed 2.5 cm when ongoing cursor feedback was provided. By contrast,
kinematic performance degraded dramatically during both reaching and stabilizing when all
extrinsic feedback was eliminated (Fig.7.2; Baseline assessment, B: V-T-). As we will show,
the participants exhibited varied levels of success when interpreting and using supplemental
state- and error-feedback for closed-loop control of the contralesional arm. No systematic
improvements in baseline performance without visual feedback were observed from one day
to the next.

Effects of supplemental kinesthetic feedback on the performance of reach-
ing and stabilizing tasks

All participants learned to interpret and use at least one of the vibration feedback encodings
to successfully perform the reaching and/or stabilizing tasks. Some were able to use the
vibrotactile information to control the arm more readily, whereas others required more time
and practice to do so. There were striking differences between participants regarding the
effects of supplemental kinesthetic feedback on task performance and regarding the effects
of practice using the supplemental feedback. We, therefore, describe the pattern of results
separately for each case in the paragraphs to follow.

S01

Reaching. During baseline assessment (i.e., in the absence of all extrinsic feedback), S01
performed inaccurate reaches that were generally shorter than those required to perform
the cued task. These movements were also shifted relative to the intended start and goal
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Figure 7.2 Familiarization and baseline phase performance for the reaching and stabilizing
tasks for each participant. a) Reaching task performance. Top row: examples of hand paths
for the Familiarization block (F; left) performed with only visual feedback and the Baseline
block (B; right) performed in absence of extrinsic feedback. Results for each participant are
presented in separate columns. Start and stop targets are represented by black and red ’o’
symbols, respectively. The start and stop positions of the corresponding hand movements
are represented by ‘x’ symbols. Bar charts on the bottom row: Final position error averaged
within the familiarization and baseline blocks. Error bars: mean ± SE. b) Stabilization task
performance. Top row: the black circle in the center of the workspace where the hand should
be stabilized. Hand paths during the stabilization period are shown in grey. Bottom row: root
mean square error (RMSE) averaged across consecutive 10 second stabilization intervals.
Results for each participant are presented in separate columns.



7.3 Results 118

targets (Fig. 7.3a; Baseline, B). This result is consistent with previous observations of
"proprioceptive drift" [362], which is thought to arise due to an accumulating misalignment
of visual and proprioceptive representations of limb position. Adding visual KR to either
form of real-time supplemental vibrotactile feedback mitigated the drift effect to a large
extent, primarily by shifting the initial hand position back to the desired starting location
(Fig. 7.3a; Practice, P). This mitigation was evidently due to the visual KR and not to the
presence of supplemental kinesthetic feedback because drift in the hand’s initial position re-
established rapidly when only vibrotactile feedback was provided (Fig. 7.3a; Generalization,
G). These single-trial observations were consistent within each testing day (i.e., for both
encoding schemes of vibrotactile feedback; Fig. 7.3c). Note that this participant decreased
final position error in the generalization blocks by 16.1% with error feedback relative to her
baseline trials (which are represented by the upper grey horizontal band in Fig. 7.3c), whereas
final position errors increased by 6.3% with state feedback relative to baseline performance.

Stabilization. Fig. 7.3b shows individual stabilization trials for each phase in the two
experimental sessions. Differences in generalization block performance between the two
vibrotactile feedback encodings were more dramatic in stabilization than in reaching. Hand
deflections were smaller in magnitude and less shifted with respect to the center of the
workspace when this participant stabilized the hand with error feedback as compared to state
feedback. These observations were reflected in the RMSE values, which decreased by 41.6%
with error feedback relative to baseline and increased by 67.2% in the state feedback test
block relative to baseline (Fig. 7.3d). The increase in RMSE with state feedback testing was
largely due to a reappearance of hand positioning errors accruing in the absence of visual
feedback.

In summary, S01 was able to interpret and use vibrotactile error feedback to enhance
closed-loop control of contralesional arm reaching and stabilization actions in just one
experimental session. By contrast, limb state feedback did not as rapidly enable improved
performance in the absence of visual feedback on either task relative to V-T- baseline trials.

S02

Reaching. S02 persistently made multiple corrective movements when reaching in the
absence of concurrent visual feedback - with or without supplemental kinesthetic feedback.
Reach performance degraded substantially when vision was removed, and this participant
was unable to capitalize on either form of supplemental kinesthetic feedback to reduce target
capture errors (Fig. 7.4a). Even adding visual KR in the practice blocks failed to mitigate the
performance degradation within a single session of practice with either kinesthetic encoding
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Figure 7.3 Individual results for S01. a) example hand paths for the Baseline (B), Practice
(P), and Generalization (G) blocks in the reaching task. b) example hand paths for the
Baseline (B) and Generalization (G) blocks in the stabilization task. Orange: state feedback
condition; Blue: error feedback condition; Gray: no vibrotactile or visual feedback. c) Mean
± SE final position error for the reaching task; d) Mean ± SE root mean square error for
the stabilization task. As before, color coding indicates the type of vibrotactile feedback
provided. Upper horizontal gray patch: mean ± SE of performance in the Baseline block
of trials without visual or vibrotactile feedback. Lower (dashed) horizontal gray patch:
mean ± SE of performance in the familiarization block of trials (i.e., with concurrent visual
feedback).

scheme. Error feedback appeared to confound this participant more than state feedback
during reaching (Fig. 7.4c).

Stabilization. The performance also degraded in the stabilization task during baseline
assessment without concurrent visual feedback; hand deflections became larger and displaced
relative to the center of the workspace (Fig. 7.4b). In contrast to this participant’s performance
in the reaching task, stabilization improved markedly using state vibrotactile feedback (a
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40.2% reduction in RMSE relative to the no-feedback baseline trial), mainly by reducing
hand position drift (Fig. 7.4d, Day 1). By contrast, error feedback led to a 13.2% increase
in RMSE relative to baseline trials. While both encodings convey information primarily
about the hand’s position relative to the center of workspace in this task, only state feedback
includes velocity information that accentuates changes in hand position, which may have
helped this participant perform more effective error correction when stabilizing.

Thus, while S02 was able to exploit supplemental limb state feedback to improve stabi-
lization of the contralesional arm, he was unable to use error feedback effectively in that task.
S02 was unable to use either encoding scheme to improve performance in the reaching task.

S03

When S03 experienced state feedback during the first experimental session, she tried to
nullify the vibratory stimulation as if she were receiving error feedback. This behavior
was persistent; even after repeated explicit instructions on how to use state feedback, S03
declared that state feedback was confusing, that it required high cognitive effort, and that
she preferred not to continue using state feedback. The experience did not dampen S03’s
willingness to participate in the study because she agreed to perform the second experimental
session with error feedback and she also volunteered to attend the third session. The Day 3
session repeated the Day 2 protocol using error feedback.

Reaching. As for the other two participants, removing continuous visual feedback
strongly degraded S03’s reaching performance, resulting in longer and shifted hand paths
relative to the desired start and final positions. With state feedback, S03 hardly moved from
the starting point in the first experimental session (Fig. 7.5a) clustering most of the final
hand positions close to the center, i.e., where the vibration was absent. When presented on
Days 2 and 3 with supplementary error feedback and concurrent visual KR, this participant
improved reach performance within each experimental session. The final position error in the
third practice block was lower by 19.2% with respect to the first practice block on day 2, and
by 22.7% on day 3 (Fig. 7.5c). In the last practice block on Day 3, the final position error
averaged 20.2% lower than during baseline assessment. Any beneficial effect of practice
was likely due to the presence of terminal visual KR for this participant because removing
visual KR during the generalization trials effectively eliminated the positive training effect
observed during the practice blocks. Performance in the generalization assessment block did
not differ from baseline (with final position errors being only 7.4% and 1.1% lower in the
generalization assessments of day 2 and 3, respectively). We observed no clear day-over-day
improvements in reach performance during practice with error feedback in this participant.
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Figure 7.4 Individual results for S02. a) example hand paths for the Baseline (B), Practice
(P), and Generalization (G) blocks in the reaching task. b) example hand paths for the
Baseline (B) and Generalization (G) blocks in the stabilization task. Orange: state feedback
condition; Blue: error feedback condition; Gray: no vibrotactile or visual feedback. c)
Mean ± 1 SE final position error for the reaching task; d) Mean ± SE root mean square
error for the stabilization task. As before, color coding indicates the type of vibrotactile
feedback provided. Upper horizontal gray patch: mean ± SE of performance in the Baseline
block of trials without visual or vibrotactile feedback. Lower (dashed) horizontal gray patch:
mean ± SE of performance in the familiarization block of trials (i.e., with concurrent visual
feedback).

Stabilization. In the stabilization task - as in reaching - this participant relied heavily on visual
feedback. During baseline assessment (i.e., in the absence of all extrinsic feedback), hand
deflections became larger with respect to the familiarization trial block and displaced relative
to the central target (Fig. 7.5b; Baseline assessment, B). The application of supplementary
error feedback partially mitigated this effect, leading to a lower RMSE in the generalization
block (19.1% lower than in the baseline block; Fig. 7.5d). With repeated practice using error
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feedback (i.e., on Day 3), the hand’s position was much better stabilized on the workspace
center, leading to an RMSE 48.8% lower than in the baseline trials, reflecting a substantial
day-over-day learning effect.

In summary, while S03 was confounded by supplemental limb state feedback, she was
able to properly interpret error feedback and use it to improve arm stabilization performance
to a modest extent after a single day’s training, and to a larger extent after two days of
training.
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Figure 7.5 Individual results for S03. a) example hand paths for the Baseline (B), Practice
(P), and Generalization (G) blocks in the reaching task. b) example hand paths for the
Baseline (B) and Generalization (G) blocks in the stabilization task. Orange: state feedback
condition; Blue: error feedback condition; Gray: no vibrotactile or visual feedback. c) Mean
± SE final position error for the reaching task; d) Mean ± SE root mean square error for the
stabilization task. As before, color coding indicates the type of vibrotactile feedback provided.
Upper horizontal gray patch: mean ± 1 SE of performance in the Baseline block of trials
without visual or vibrotactile feedback. Lower (dashed) horizontal gray patch: mean ± SE of
performance in the familiarization block of trials (i.e., with concurrent visual feedback).



7.4 Discussion 123

7.4 Discussion

This study evaluated the ability of three stroke survivors to interpret and use supplemental
vibrotactile feedback to enhance the accuracy and precision of stabilizing and reaching
actions performed with the contralesional arm and hand in the absence of visual feedback.
The supplemental kinesthetic feedback had objective utility in the sense that after only
minutes of practice, each of the participants was able to interpret and use at least one type of
feedback to improve performance in one task. However, the participants differed with regards
to which form of information encoding enhanced performance. One participant demonstrated
the ability to interpret and use error feedback to improve the accuracy of reaches; none of
them successfully used state feedback to improve reach accuracy within the short 1-hour time
frame of a single experimental session. In the stabilization task, where the two feedback is
similar except for the hand velocity information, which is included only in the state feedback,
one of the participants performed best when vibrations encoded hand position and velocity,
whereas the other two performed better when vibrations were encoded only hand position
errors. For two stroke survivors, who experienced both feedback modalities in both tasks,
the subjective preference for one feedback modality over the other is consistent between
the two tasks, this could be related to a preference for the information content and/or it
may be related to the participants’ motor ability. For example, [42] found that the absence
of velocity information yielded to superior performance in healthy participants performing
stabilization task and here, the stroke survivor with the higher motor ability had the same
results. Nevertheless, all three participants reported that using supplemental vibrotactile
kinesthetic feedback yielded a positive user experience. When asked to compare the two
encoding schemes, all three participants reported that error feedback was easier than state
feedback to understand and use. Improvement of stabilization performance across repeated
sessions in one participant suggests that the integration of supplemental kinesthetic feedback
into the ongoing control of the arm is a skill that can be learned with practice. Taken
together, these results demonstrate that a wearable system providing supplemental kinesthetic
feedback can have objective utility for enhancing the control of reaching and stabilizing
actions performed with the arm and hand after stroke, while also providing a favorable user
experience.

Human performance enhancement through vibrotactile cueing

A growing body of research has sought to use vibrotactile stimuli to enhance human per-
formance in healthy individuals (e.g., [363, 364]) or to overcome sensorimotor deficits in
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patients (e.g., [205, 365, 366]. In some cases, uninformative "noisy" stimuli have been used
to enhance somatosensory sensitivity to faint stimuli through stochastic resonance ([309]) or
to improve motor coordination by enhancing cortical modulation of spinal reflex activity (c.f.,
[30]). In other cases, important aspects of task performance were encoded into vibrotactile
"alerts" intended to increase the user’s situational awareness [239, 363, 367], or into a con-
tinuous stream of vibrotactile cues intended to either teach desirable skills that should persist
after the vibrotactile stimuli are removed [206, 365, 368, 369] or to enhance sensorimotor
performance through permanent feedback devices designed to be used indefinitely like a
prosthesis [370]. The system tested in this study is of the last type in that it is intended to be
worn continuously as a real-time sensorimotor control aid, and to provide continuous benefit
while worn. We found that after only minutes of practice, all three stroke survivors were able
to interpret and use vibrotactile cues to enhance modestly the control of upper limb reaching
and/or stabilizing actions in the absence of concurrent visual feedback. How is this possible?

A recent review of sensory augmentation applied to human balance control highlights
four potential mechanisms of action [371], which we now consider as potential means by
which supplemental vibrotactile kinesthetic feedback might have enhanced control of upper
limb reaching and stabilization in this study.

A first possibility, "sensory restoration", implies the full restoration of missing sensory
information [371]. In the case of upper limb reaching and stabilizing, this would require the
restoration of proprioceptive feedback pathways serving muscle spindle primary (Ia) and
secondary (II) afferents, Golgi tendon organs, and the various cutaneous mechanoreceptors
(cf. [52]). While our limb state feedback encoding was inspired by the biological encoding
of displacement and rate-of-displacement information by muscle spindle primary afferents
[42], the application of vibrotactile stimuli in our studies is optimized to preferentially
excite Pacinian corpuscles [42, 43] rather than directly engaging muscle spindles, tendon
organs and their afferent pathways. We do not suggest that we somehow reactivate injured
somatosensory feedback pathways through the application of supplemental vibrotactile
feedback. The effectiveness of our approach was not driven by sensory restoration.

A second possibility, "sensory integration", refers to the optimization of sensorimotor
control through a guided re-weighting of intact afferent signal pathways [371]. Exposure
to supplemental kinesthetic feedback during the performance of specific actions would
provide the CNS with task-related vibrotactile stimuli that are strongly correlated with
residual (intact) afferent signals. Repeated success on tasks performed with supplemental
kinesthetic stimuli would promote increased weighting of the intact sensory channels, thereby
promoting increased reliance on residual intrinsic pathways during the performance of the
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practiced tasks, and possibly during the performance of unpracticed tasks. It is expected
therefore that training with sensory augmentation would lead to beneficial changes in sensory
integration that are maintained even without continued use of the sensory prosthesis [371].
We do not believe that sensory integration contributed significantly to the effectiveness of
supplemental kinesthetic feedback in our current study because participants demonstrated
enhanced performance after just a few minutes of practice. This does not seem to be a
sufficient amount of time to drive substantially increased reliance on residual afferent signals.
Moreover, we did not observe systematic improvements in baseline performance from one
day to the next, as would be expected if short bouts of training with the supplemental
kinesthetic feedback had led to greater reliance on residual (intact) proprioceptive afferent
signals.

A third possibility, "sensory substitution", refers to the synthesis and delivery of artificial
motion information replacing that of a damaged source [371]. The idea here is to circumvent
injured sensorimotor feedback pathways by encoding motion information into stimuli that
the CNS can integrate into the implicit planning and control of the action. Ideally, the
supplemental stimulus encoding would sufficiently replicate the information lost due to injury
such that the CNS would draw upon the supplemental information source instead. Likely,
however, is the case that the supplemental stimuli will differ in meaningful and significant
ways from the lost intrinsic signals - such as with respect to the embedded reference frame
(e.g., retinocentric vs. body-centered encodings; [372]). In this case, participants would
need to learn novel mappings between changes in motor variables (e.g., muscle activations),
movement kinematics (joint rotations), and changes in the supplemental kinesthetic feedback
(e.g., [373–375]). While people can learn visuomotor rotations after some tens of movements
[376, 377] and they can learn truly novel visuomotor mappings for planar target capture tasks
after several hundred movement attempts (c.f., [374, 375]), we expect that full integration
of vibrotactile feedback into the ongoing control of reaching and stabilization will be a
skill that will likely require hours of practice to fully acquire. A recent study [378] on
stroke survivors highlighted that in 1D tracking task, a 2-day training with supplementary
vibrotactile feedback encoding the position and velocity of the cursor with respect to the
target, can induce measurable improvement in the perceptive ability. However, they used
different actuators for encoding the position and velocity (i.e., two actuator for encoding
the 1D position of the cursor with respect to the target on the arm used for performing the
task and an additional actuator on the other arm to encode the velocity of the cursor). This
decoupling of the positional and velocity information could play an important role in the
efficacy of the feedback. Differently from this study, they focused on the improvement in
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term of perceptive ability, while we focused on the motor outcome of the proprioception.
Hence, they did not found evidence that the somatosensory learning transfers to untrained
motor tasks.

In this study sensory substitution might have played some role - especially for participant
S03 as described below - however, the fourth possibility, "cognitive processing", most likely
conferred immediate utility to supplemental vibrotactile kinesthetic feedback for stabilization
(all three participants) and reaching (S02) with the contralesional arm.

"Cognitive processing", refers to the development of conscious associations and rules
governing voluntary response to the supplemental vibrotactile kinesthetic stimuli. The same
set-up procedure that allowed us to verify that participants could perceive unique vibrotactile
stimuli at each of the four stimulus locations also allowed the participants to learn how the
intensity of vibration at each location mapped onto hand deviations from the desired location.
At the end of the set-up procedure, each participant was required to place the cursor at the
center of the screen, and then, move away from that location in each cardinal direction to
begin to learn the mapping between changes in hand position and changes in vibrotactile
stimulation. Indeed, at the end of reach testing, S02 described how he implemented a specific
cognitive strategy to independently and sequentially resolve performance errors along each
cardinal axis of the vibrotactile interface. First, he moved in the left/right direction so that he
could attend to one pair of vibrators, and then he moved in the anterior/posterior direction
so that he could attend to the other set of vibrators. This "decomposition strategy" for
minimizing target capture errors was adopted also by healthy individuals in a prior study
using the same vibrotactile display [43].

S03 also described strategic cognitive strategies for solving the reaching and stabilization
tasks. Specifically, S03 reported that performing the reaching and stabilization tasks imposed
a cognitive load like a dual-task. While S03 indicated that she was able to feel the vibrations
at the beginning of the study, and while she could correctly describe what the vibrations
meant, she had difficulty transferring the information from perception to action: “as if my
brain does ’feel vibration’ and ’moves arm’ separately". However, with practice, S03 solved
this problem with different strategies for the two tasks. When reaching, she stated that she
focused her attention on the vibrations instead of the residual sensation of movement. During
stabilization, by contrast, she stated that she focused her attention on the moving arm without
paying as much attention to the vibrations. This outcome is remarkable because, despite
her low scores on the clinical NSA tests of somatosensation, two days of practice with
supplemental vibrotactile kinesthetic feedback led to stabilization test trial performance that
was markedly better than baseline performance without the vibrotactile stimuli. As noted by
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[371], more than one of the sensory augmentation mechanisms can occur simultaneously, and
we speculate that the strategic focus of S03 on residual sensations in her contralesional moving
arm may have promoted mechanisms of sensory substitution and/or sensory integration.
In any event, these promising pilot results motivate future controlled studies designed to
quantify the potential contributions of sensory integration, sensory substitution, and cognitive
processing to the benefits of supplemental vibrotactile kinesthetic feedback that may accrue
as participants practice reaching and stabilizing with their contralesional arm after stroke.

Limitations

This study had several notable limitations in addition to the small number of participants,
which limits the possibility to draw a general conclusion. First, all the participants were
exposed to state feedback on the first testing day and error feedback on the second (and later)
testing day(s). We acknowledge that this ordering could have biased subjective assessments
and objective performance toward error feedback because participants had more practice on
the tasks overall by the time they were introduced to error feedback. Future studies comparing
the utility and usability of state and error feedback encoding should counterbalance their
presentation order across participants to mitigate potential order effects. A second limitation
is that each participant performed a slightly different protocol from the others (see Table
7.4), e.g., one participant performed a different number of practice blocks and another
participant did not perform stabilization with state feedback. Future studies should be
designed with a fixed number of blocks of trials, which will allow being performed in a
reasonable amount of time. A third limitation is that the current study was structured only
to test whether a convenience sample of chronic stroke survivors could find supplemental
vibrotactile kinesthetic feedback useful and usable for enhancing the kinematic performance
of reaching and stabilizing behaviors performed with the contralesional arm. The study
was not designed to elucidate potential mechanisms by which supplemental vibrotactile
kinesthetic feedback may enhance kinematic performance. Future studies should include
additional test conditions and several days of training to determine the extent to which
observed benefits of supplemental feedback may be due to sensory integration, sensory
substitution, and/or cognitive processes. For example, by including V-T- baseline blocks of
trials before and after each day of VKRT+ training on a given encoding scheme, it would be
possible to determine the time course and extent to which supplemental kinesthetic feedback
training leads to improved performance through a beneficial re-weighting of residual task-
relevant somatosensory signals (pathways). By including appropriate dual-task testing
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conditions and extended periods of training, it would be possible to determine the time
course and extent to which integration of supplemental feedback into the planning and
ongoing control of movement becomes automatic (i.e., less dependent on strategic cognitive
transformations from perception to action dependent on attentional resources; c.f., [302]).
Reducing cognitive load would make the proposed technology easier to use and more
practical for applications where users must also be responsive to the external and uncontrolled
environment. The results presented here in a small cohort of participants suggest that many
stroke survivors can perceive vibrotactile stimulation applied to the ipsilesional arm, can
come to understand how to interpret it to control goal-directed behaviors performed with the
contralesional arm, and that performance improvement in reaching are seen across multi-day
practice sessions. Future multi-session learning studies will need to be conducted to extend
these results to a larger cohort of stroke survivors, to minimize potential order effects, and to
allow participants the time to develop the skill needed to autonomously integrate supplemental
kinesthetic feedback into ongoing control of the arm and hand while performing real-world
tasks in unstructured environments. We are encouraged in this goal because all three stroke
survivors enrolled in this study found the vibrotactile feedback to be a positive experience,
and some even reported secondary benefits in terms of alertness or body awareness. Such
outcomes, if replicated in a larger cohort of stroke survivors, would support and encourage
the use of vibrotactile feedback devices moving forward.



Discussion

The ability to coordinate force and position in bimanual tasks is essential for many daily-living
activities. However, despite their importance and interconnection, in the usual formulation of
assessment protocols, either in research or clinical environments, position and force sense are
mainly evaluated separately while their possible interactions or interference have received
less attention. Furthermore, in the current formulation of the neurological assessment
protocol, proprioceptive functions are most often subjectively assessed by clinicians using
qualitative clinical scales [7, 9] and the two arms are mainly evaluated separately without
taking into account the bimanual coordination. This assessment limits the evaluation of the
possible interactions or interference that arise from the inter-limb coordination [10, 12]. In
addition to that, even if it is well known that the proprioceptive deficits interfere with motor
planning, control and learning and lead sub-optimal functional recovery [3–8]. Rehabilitative
treatments are more focus on motor retraining [379, 380], with only limited attention paid to
mitigating proprioceptive deficits [381].

The findings of Ph.D. research project are a step to fulfill those gaps assessing different
aspects of proprioception using different types of device and investigate how to enhance
proprioception using supplementary vibrotactile feedback.

Hence, in my Ph.D. I characterized the bimanual proprioception using passive and
actuated system in stroke survivors and unimpaired participants. The choice of using both
passive and actuated device allowed me to assess different aspects of the proprioceptive
ability. In fact, it is well known that proprioception differs in active and passive tasks
due to many factors like, for example, the difference sources of signals, i.e., performance
in passive movements resulted primarily from processing of afferent inputs, while during
active movement also the efferent copy of the motor commands plays a key-role [168].
Thanks to that, we found that in bimanual passive tasks on unimpaired participants the
position sense is influenced by the symmetry of the loading condition, while force control is
mostly affected by the position of the non-dominant hand. Indeed, this latter findings is not
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determined by handedness, but more likely by the specialization of the brain hemispheres
even if handedness influenced the overall proprioceptive performance. In bimanual passive
tasks on stroke survivors, we found that stroke affect the ability to match a level of force
required, even when it is tailored on their capability, but not the ability to maintain it. Stroke
also affect the ability to lift an object, in fact stroke survivors applied more force than age-
matched unimpaired participants, while the timing in which the forces were applied was
not significantly affected. An actuated device, instead, were used to assess proprioception
without the motor component, i.e., the device performed the movement for the participants.
This improve the repeatability of the stimuli and solve the lack of motion capacity of the
participants. This actuated device was used to assess the position sense of the ipsilesional
arm in stroke survivors, finding that t the ipsilesional arm of stroke survivors had similar
matching accuracy but higher precision than the contralesional arm. The accuracy of the two
arms inter-correlated in the left and central regions of the peripersonal space for all the stroke
survivors independently of the location of the brain lesion.

The final goals of functional assessment is helping the understanding of the disease
and the progress of the rehabilitative treatment. However, it is also important to tailor
a rehabilitative treatment to restore proprioception. An effective and intuitive way to do
so is applying a supplementary vibrotactile feedback. However, an important parameter
of such type of feedback is how the information is encoded in the vibration. To better
exploit this point in my Ph.D. research project I compared the effect of different method to
encode the task performance in the vibration in stroke survivors and unimpaired participants.
Furthermore, we found that the vibrotactile feedback encoding information on postural
performance significantly improved the postural control, while vibration uncorrelated with
the performance led to the opposite results, highlighting the importance of the encoded
information. In a second study on stroke survivors, we found that the stroke survivors were
able to perceive the vibrotactile feedback and to perform the motor tasks (i.e., reaching
and stabilization) when it was applied, but they reached various levels of capability in
distinguishing and using it during the motor tasks. These preliminary results encourage
investigating the effects of a longer multi-session training with a personalized vibrotactile
feedback design, based on preliminary proprioceptive assessment.

The work carried out in my Ph.D. research project highlighted the importance of assessing
proprioception in both unimpaired participants and people with sensorimotor deficits. My
findings enlarge the actual knowledge on interaction between the upper limb position sense
and force control, and its asymmetries related to handedness and how it is affected after
stroke. My Ph.D. research project also provide evidences to support the need to a assess both
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ipsilesional and contralesional proprioceptive deficits separately and concurrently during
bimanual tasks. This assessment is also fundamental for tailoring a rehabilitative protocol
and an effective supplementary feedback.
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Appendix A

Supplementary force feedback: effects of
tissue stiffness on the performance of a
virtual incision task

A.1 Introduction

Robot-Assisted Minimal Invasive Surgery (RAMIS) offers advantages to both patients and
surgeons: it minimizes tissue trauma, complication rates, pain, post-operative infection risk,
and recovery time [382, 383]. Furthermore, it improves accuracy and dexterity by reducing
tremors [383, 384], muscle fatigue [384], and providing optimal hand-eye alignment and
motion scaling [383]. Nevertheless, state-of-the-art RAMIS systems have several drawbacks,
such as the cost and the requirement of training for surgeons and nurses [385]. A major
limitation is the lack of haptic feedback [385, 386] due to the physical separation between
the surgeon and the instruments [387]. Thus, haptic sensations such as resistance of tissue
or tension when tying a suture are imperceptible to the surgeon [388, 389]. In order to
counteract the absence of haptic feedback, surgeons rely on visual feedback. This creates a
different experience from open surgery [255, 390], may create a cognitive overload [391],
and increase the learning time [364, 385]. Surprisingly, despite the growing interest in
developing and testing RAMIS with haptic feedback [392–396], on-going debates are related
to the benefits of haptic to RAMIS [397]. Similarly, haptic feedback is important, yet not
fully accepted, in surgical simulations [398, 399].

Several studies assessed the role of haptic feedback in surgical tasks as palpation [394,
400, 401, 395], incision [298, 402, 403], catheter steering [404], and needle driving and
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suturing [271, 392, 397]. The success of those surgical tasks depends on the ability of
the surgeon to discriminate mechanical properties of the tissues such as stiffness, which
benefits from a combination and integration of visual and haptic information [405]. Yet,
visual information is not always available. For example, incision and cutting require stiffness
discrimination for identifying invisible embedded structures, such as vessels and nerves, that
are stiffer than the surrounding tissue matrix. In this scenario, haptic feedback could help
to minimize the risk of damages during incision [395]. However, stiffness discrimination
during incision and cutting is not extensively investigated.

Several studies assessed the performance of expert and novice users by focusing on the
perceptual ability to discriminate stiffness [406–410]. Generally, these studies employ psy-
chophysics and measure the just noticeable difference [411] or perceptual biases [408, 412].
However, this approach requires long experiments, therefore limiting the direct applica-
tion to RAMIS systems design. Furthermore, it does not quantify the effects of stiffness
discrimination on the action [412].

In this study, we quantified the stiffness discrimination ability of non-expert users in a
virtual incision task on a two-layer tissue using a haptic device. We seek to address two
questions: (i) how the performance is affected by the mechanical properties of the tissue;
(ii) whether practice leads to an improvement of performance. We directly evaluate the
task performance computing metrics related to the ability in discriminating the mechanical
properties of the virtual environment, yet are easy to compute at the end of the trial.

Such metrics will allow a characterization of the stiffness discrimination ability during
incursion and incision movements performed with a haptic device and how it changes with
practice. This information would improve the knowledge on how the stiffness discrimination
ability affect the performance in incision task when people are naive in interacting with a
haptic device. Furthermore, our results would highlight how and which mechanical properties
of the tissue are easier to discriminate. These findings could be used for improving the efficacy
of haptic feedback during RAMIS and to develop surgical simulators where the difficulty
level is adapted to the users’ ability.
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A.2 Material and methods

A.2.1 Participants

Thirty right-handed participants (aged between 18 to 30 years) without any known history of
neurological, psychiatric, or neuromuscular disorders participated in the experiment after
signing an informed consent.

The inclusion criterion was to be right-handed since handedness could be a confounding
factor in this experiment, i.e., handedness could influence the force and somatosensory
perception and discrimination ability, as shown and discussed in Chapter 2 and in [100].

All procedures were approved by the Human Participants Research Committee of Ben-
Gurion University of the Negev (Be’er-Sheva, Israel) and in accordance with the 1964
Declaration of Helsinki.

A.2.2 Experimental set-up

The participants sat in front of the experimental setup, which was composed of a Sony
HMZ-T3W head-mounted display fixed on a support frame and placed above a Sigma 7
(Force Dimension) haptic device. The participants were asked to wear the display to perceive
the Virtual Reality (VR) environment and to perform the task by moving the end-effector of
the haptic device with their dominant hand (see the subsection A.2.3 for more details).

The height of the head-mounted display was adjusted for each participant to guarantee a
comfortable posture and its orientation was fixed at 45°, which preliminary tests highlighted
as the most comfortable for the participants. This angle was equal to the orientation of the
haptic reference frame in the VR in order to avoid a visual-haptic mismatch that could occur
whenever there is a difference between the orientations in the real and virtual world creating
discomfort and increasing also the cognitive load of the task [413].

We developed the VR application in CHAI3D, which was responsible for computing
visual (sample frequency of 100 Hz) and haptic (sample frequency of 4 kHz) rendering, and
sending those to the hardware devices (Fig. A.1). The haptic device has 7 active degrees of
freedom, but here we used only the three related to force.
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Figure A.1 System’s architecture of the experimental set-up. The participants interacted with
the VR using the right end-effector of the haptic device. Its position was used by the CHAI3D
simulation engine to compute the visual and haptic rendering of the VR environment. The
visual rendering was provided via a head-mounted display, and the haptic rendering was via
a haptic device.

A.2.3 Experimental task

We focused on the incision task, which is a fundamental, delicate and recurrent surgical
procedure. We designed a simplified virtual incision and quantified how performance is
affected by different mechanical properties of the virtual tissue and practice.

During the task, participants interacted with a 7 cm high virtual tissue, which was fixed
in the same position within the VR environment. The height of the tissue was selected in
accordance with the workspace of the haptic device and higher to the real human tissue to
better explore the participants’ performance. The model of the tissue was composed of two
layers, with the softer layer beneath, in order to have a tissue similar to the human skin like
in the abdomen [414]. Each layer of the tissue was modeled as an elastic force field with
different stiffness (Eq. A.1), with the top layer stiffer than the bottom (K1 > K2). This model
is a good approximation of human skin when the non-viscous properties of the skin are
negligible, i.e., small forces are applied [415, 414].

In each trial, participants started outside the tissue, where there were no active forces.
They had to reach the top surface of the tissue (first column of Fig. A.2a, Fig. A.2b) where
the start and goal (i.e., two gray spheres of 1 cm of diameter) were placed 8 cm apart. Then
participants had to place the tool on the start target, which became green when reached
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(second column of Fig. A.2a, Fig. A.2b), and pass vertically through the higher stiffness
layer until they detected the softer layer beneath (third column of Fig. A.2a, Fig. A.2b). Then,
remaining as close as possible to the interface, they had to trace a horizontal line until the
goal target, which became red when reached (last column of Fig. A.2a, Fig. A.2b).
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Figure A.2 Steps of the task from a) the participants’ point of view, and b) the x-z side
perspective. In both, the end-effector is represented by a surgical-resembling tool, and the
two spheres are the start and goal targets, which were gray at the beginning, and became
green and red, respectively, only after they were reached. K1, K2, and L1 are the mechanical
properties of the tissue, i.e., the stiffness of the two layers and the thickness of the first layer.
In each column a different step of the task is depicted: (i) the surgical tool is outside the
tissue; (ii) the tool reaching the start target; (iii) the tool passing through the first virtual
layer until the interface (incursion phase); (iv) the tool reaching the goal target (horizontal
cut phase). Here, the line in the bottom row shows the perfect trajectory. c) Graphical
representation of the experimental protocol.
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The haptic device applied a force Fz only in the normal direction, depending on the
position of its end-effector along the z-axis:

Fz = 0, when pz > 0,

Fz =−K1 · pz, when L1 < pz ≤ 0,

Fz =−K2 · pz, when L2 ≤ pz ≤ L1,

(A.1)

where pz is the z-coordinate of the end-effector, 0 and L1 are the z-coordinates of the top
surface and the interface, respectively; L1 is the thickness of the first layer and the target
depth where the horizontal cut has to be performed, and L2 is the workspace (and model)
boundary. Notice that the force rendered in the other directions will always be equal to zero,
independently of the position of the end-effector.

A.2.4 Protocol

The experiment consisted of two sequential phases, namely familiarization and test. The
entire experiment lasted about 30 minutes.

The familiarization phase included 30 trials, where the participants experienced different
combinations of the environmental parameters (K1,K2 and L1). In this phase, participants
received additional information, such as the end-effector velocity, the performance score at
the end of each trial - based on the distance between the end-effector and L1. In addition to
that, in the first 15 trials, they knew also the layer where the end-effector was.

The test phase included 120 trials, with a predefined combination of the environment
parameters (Fig. A.2C). Trials were organized in 12 ’blocks’ given by the combination of
two values of K1 (70 and 110 N/m) presented sequentially and six values of K2 (25, 40, 55,
70, 85, and 100% of K1). The presentation order of K1 was balanced among the participants,
while the values of K2 were presented in non-repetitive random order. Each block included
ten trials, with different L1 (2.5, 3.0, 3.5, 4.0, 4.5, 4.7, 5.0, 5.5, 5.7, and 6.0 cm), presented in
non-repetitive random order to avoid bias. The number of mechanical properties tested has
been chosen to span a large range of mechanical properties of the tissue, without increasing
the length of the experiment.

Notice that, in the blocks where K2 is equal to K1, the virtual tissue was no more a
two-layer model. As consequence, in those trials there was not an interface between the two
layers in which was requested to perform the cut, i.e., there was no right depth to perform the
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cut. For this reason, those trials were excluded from the following analysis, which is based
only on 100 trials for each participant.

A.2.5 Data analysis

We divided each trial into two sequential phases, namely incursion and horizontal cut. For
each phase, the ideal path (last column of Fig. A.2b) was a straight movement along a single
axis, different for each phase:

1. incursion: movement along the z-axis, from the top surface to the interface between
the two layers;

2. horizontal cut: movement along the x-axis along the interface from the start to the goal
target.

Hence, we defined as incursion the trajectory performed until the last time that the end-
effector passed the x coordinate of 0.75 cm (with x=0 the center of the start target). The
horizontal cut was defined as the first 6 cm of the trajectory performed from the end of the
incursion phase toward the goal target. If the horizontal cut was shorter than that, the trial
was excluded from the analysis (we excluded a total of 23 out of 100*30 trials).

We calculated the following metrics.
For the whole trial, we considered (i) the trial execution time as the time up to the end of

the horizontal cut, and (ii) the trial depth error as the difference between the maximum depth
reached by the end-effector and the interface between the two layers.

For the incursion, we considered (i) the incursion peak speed, as maximum speed along
the z-axis during the incursion, and (ii) the ratio between the mean and the peak speed along
the z-axis, indicating the temporal smoothness of the speed profile, i.e., values close to 1
indicate a smooth velocity profile.

Finally, for the horizontal cut, for each trial, we found the best linear fitting of the
end-effector trajectory by using the least square method. Then, we computed (i) the angular
deviation of the estimated line from the desired horizontal cut line, and (ii) the maximum
deviation of the measured trajectory from the estimated trajectory computed as the absolute
maximum distance between them.

Statistical analysis

In order to test whether the performance was affected by the tissue mechanical properties,
we grouped the metrics according to the values of K1, K2, and L1.
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On each of the metrics considered separately as a dependent variable, we run a repeated
measures ANOVA (rm-ANOVA) with three within-subjects factors, i.e., K1 (2 levels: 70 and
110 N/m), K2 (5 levels: 25, 40, 55, 70 and 85 %K1), and L1 (10 levels).

To test if performance was affected by the practice, we focused only on the metrics
computed on the whole trial, i.e., trial execution time and trial depth error. We ordered the
data according to the chronological order experienced by each participant, regardless of the
environmental parameters. Then, we performed an rm-ANOVA with two within-subjects
factors, namely blocks (10 levels, i.e., block of trials with the same K1 and K2), and trials
within blocks (10 levels).

Before running the rm-ANOVAs, we checked the data normality by using the Anderson-
Darling test. When it was rejected, i.e., for all the metrics, we normalized the data with
the fractional rank method [104]. We tested the sphericity using Mauchly’s test and the
Greenhouse-Geisser correction was applied when the assumption of sphericity was rejected.
Statistical significance was set at the family-wise error rate of α=0.05, except for the trial
depth error, which was used in both the rm-ANOVAs, there we applied the Bonferroni
correction and set the significance level at α=0.05/2=0.025.

Furthermore, we were interested in how performance was influenced by the stiffness of
the two layers. For that reason, for the trial depth error and the incursion peak velocity, we
computed the average value of each participant for each combination of K1 and K2. Then,
we fitted those with two second-order polynomial functions, i.e., one for each K1 by using a
quartile regression. We computed the minimum of the fitted curve and the related R-square
value to investigate the proportion of variance that was predictable.

b)

1cm
xy

z

a)

0 1 2

1
3
5

x 
(c

m
)

0 1 20

0.5

y 
(c

m
)

0 1 2
Time (s)

-4

0

4

z 
(c

m
)

Figure A.3 a) Example of a trajectory, divided into two sequential phases: incursion (yellow)
and horizontal cut (blue). b) Example of a trajectory along the three axes as function of the
time, divided into incursion and horizontal cut.
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A.3 Results

An example of a typical cutting path is depicted in Fig. A.2c and A.2d. The path is smooth,
it starts outside the virtual tissue and goes in the start target, and performs a linear vertical
incursion (in the z-axis) without changing the direction until the interface between the two
levels. There, starts the horizontal cut path, which is below the interface between the two
layers, almost linear along the x-axis. Herewith we discuss the effects of practice and of the
tissue mechanical properties on performance.

Effects of practice

The trial execution time significantly decreased with practice both between (F9,135.7 = 4.23,
p = 0.002) and within (F9,156.6 = 8.89, p < 0.001) blocks (left panel in Fig. A.4).
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Figure A.4 Performance metrics computed on the whole trial: a) trial execution time and b)
trial depth error. The trials are reported in chronological order and divided into 10 blocks of
trials. The gray line divides the block of trials with the same K1 within each participant - the
presentation order of the values of K1 was balanced among the whole population. For each
trial, we reported the mean and the standard error of the population.
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The trial depth error also changed with the practice both between (F9,156.7 = 3.83, p =
0.002) and within (F9,184.8 = 6.40, p < 0.001) blocks (right panel of Fig. A.4). However, the
depth error decreased only within the blocks of trials with the same K2.

Effects of tissue mechanical properties

Considering the whole trial, the trial depth error was significantly affected by the mechanical
properties of the virtual tissue: it decreased for higher value of K1 (F1,29 = 11.71, p = 0.002)
and of L1 (F9,135.6 = 133.67, p < 0.001). Interestingly, the trial depth error depended also on
K2 (F4,116 = 13.62, p < 0.001), i.e., it was U-shaped according to K2 for each K1, as shown
in Fig. A.5.
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Figure A.5 a) Fitting of the population trial depth error for each K1 condition with a different
second-order polynomial function. For each condition, the smaller circles represent the mean
trial depth error of each participant, while the big white circle is the median population error
and its standard error. b) Population trial depth error. The trials are divided according to
the mechanical properties experienced by the participants. The blocks with different K1 are
separated by the gray line, the blocks with the same K2/K1 are reported in the same color,
and the L1 are displayed with a darker color for a deeper interface level. For each condition,
we reported the mean and the standard error of the population..
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Specifically, it decreased when K2 was in a range between 40 and 70% K1. With the aim
of investigating this dependency separately, we fitted the data with a second-order polynomial
function for each value of K1. From this analysis, we found that for K1 = 70 N/m the fitting
curve had R2 = 0.901 and the minimum was in K2 = 49% of K1, and that for K1 = 110 N/m
the R2 = 0.895 and the minimum was at K2 = 57% of K1.

As far as the incursion phase is concerned, the peak speed and the ratio between the
mean and the peak speed were significantly affected by the mechanical properties of the
virtual tissue. Indeed, higher thickness of the first level led to higher peak speed (F9,261 =
2.28, p = 0.018). It was also influenced by the stiffness of both the layers (K1 effect: F1,29

= 9.64, p = 0.004, K2 effect: F5,71.3 = 15.55, p < 0.001), and the interaction between the
two stiffness layer (F4,116 = 4.66, p = 0.002). Furthermore, the peak speed increased when
the difference in stiffness between the two layers was larger than 70% K1 or smaller than
40% K1. However, this trend is more evident for the lower stiffness. To deeply investigate
this dependency separately, we fitted the data with a second-order polynomial function for
each value of K1. From this analysis, we found that for K1 = 70 N/m the fitting curve had
R2 = 0.886 and the minimum was in K2 = 59% of K1, and that for K1 = 110 N/m the R2 =
0.981 and the minimum was in K2 = 77% of K1. The ratio between the mean and peak speed
is related to how the incursion movement is performed. Indeed, it is related to the number
of sub-movements performed to complete the incursion phase. we found that the strategy
to accomplish the incursion phase is affected by all the mechanical properties of the tissue.
Indeed, it is affected by the stiffness of both the layers separately (K1 effect: F1,29 = 57.84, p
< 0.001, K2 effect: F2.4,68.6 = 8.17, p < 0.001), and the interaction between the two stiffness
layer (F4,116 = 6.20, p < 0.001). In addition, a higher thickness of the first level led to a
lower mean-peak speed ratio (F5.5,160.5 = 18.48, p < 0.001). Interestingly, the effect of the
interface depth changes in accordance with the ratio between the stiffness of the two layers
(Fig. A.6), in fact, it had more influence for the higher difference between the two layers.

Considering the horizontal cut, the performance in this phase was significantly affected
by the depth of the interface, and by the stiffness of the second layer. Higher thickness and
higher stiffness decreased the deviation from the horizontal line both in terms of maximum
deviation (L1 effect: F9,261 = 4.23, p < 0.001; K2 effect: F4,65.9 = 5.80, p = 0.003) and angular
deviation (L1 effect: F9,261 = 2.52, p = 0.009; K2 effect: F4,83.8 = 10.93, p < 0.001). The
stiffness of the first layer did not significantly affect the horizontal cut movement (angular
deviation: F1,29 = 1.50, p = 0.230; maximum deviation: F1,29 = 3.31, p = 0.079). The angular
deviation from the horizontal line showed that there was a general trend of cutting below the
interface between the layers (see Fig. A.3a).
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Figure A.6 (top) Population ratio between the mean and the peak speed in the incursion
phase. The trials are divided according to the mechanical properties experienced by the
participants.The blocks with different K1 are separated by the gray line, the blocks with the
same K2/K1 are reported in the same color, and the L1 is displayed with a darker color for a
deeper interface level. For each condition, we reported the mean and the standard error of
the population. (bottom) Four examples of speed profiles performed in the incursion phase
along the z-axis by one participant.

A.4 Discussion

we found that the performance of virtual incision and cutting was significantly affected by the
mechanical properties of the two-layer virtual tissue, and in particular by the relative stiffness
of the two layers, and the depth of the interface between them. The best performance in
discriminating the stiffness in terms of depth error and incursion speed was reached when
the stiffness of the second layer was 40-70% of the first layer stiffness. With practice, the
time needed to execute the task was reduced, but this reduction was not accompanied by an
improvement in the ability to cut closer to the interface between the layers.

Effects of practice

An improvement in the time to execute the task may indicate that the participants became more
confident in performing the task with practice (Fig. A.4), even with mechanical properties
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of the model never experienced before. In our incision task, participants took more time to
perform the task when a new condition was presented - in the first trial of every block the
execution time increased independently on the mechanical parameters presented since their
presentation order was randomized across blocks for each participant and across participants.
This improvement in the time was not followed by a similar betterment of the ability to
correctly perform the task. The trial depth error did not decrease with practice and continued
to depend on the mechanical properties of the tissue throughout the experiment. Nevertheless,
participants did not become less accurate, and hence, they still improved their skill in the
sense of performing the task faster without trading-off accuracy [416].

This is consistent with many previous studies, where they reported that the trial time as
an indicator of skilled performance in the surgical contexts [417–420], but not for stiffness
discrimination tasks, where the perception has a predominant effect on the motor component.

Furthermore, the previous literature supports the hypothesis that in the motor task, practice
leads to faster task completion time. However, even in motor tasks, the evidence related
to improvement in the movement accuracy is still limited and seems to be task dependent.
Specifically, the effect of practice depends on the task and the instruction given to participants,
e.g., it can lead to improvement in motor accuracy and execution time [421, 422], or even
only in the accuracy [423]. Moreover, our finding highlighted that in an incision task, practice
leads to faster task execution time, while the accuracy, i.e., the trial depth error, did not change
for our task, which is not a pure motor task, i.e., the perception ability has a predominant
role on the motor performance. This specific task is less explored that motor task where
the performance is less dependent on the perception ability, and it was not granted that the
practice led to faster competition time but not higher accuracy. Thus, our results enlarge the
present knowledge, extending previous results to the incision task.

These findings could be due to the length of the familiarization phase, i.e., 30 trials,
that might have have brought to a first plateau in the learning curve. However, during this
phase was performed in different task conditions (in this phase participants received online
and offline visual feedback about their performance). To further investigate this effect,
we analyzed the familiarization trials for a subset of participants with the same metrics.
There, we found the same trend, i.e., only the trial execution time decreased, supporting the
hypothesis that the length of the familiarization did not bring to a first plateau in the learning
curve.
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Effect of tissue mechanical properties

The stiffness of the first layer affected the trial depth error and the speed of the incursion
phase, but not the horizontal cut. This was expected since participants were instructed to
perform the cut in the second layer as close as possible to the interface.

In contrast, we found that the metrics computed on the whole trial and the peak speed in
the incursion phase exhibited a U-shaped dependence on the ratio between the stiffness of the
two layers. This relationship between the difference of the two-layers stiffness (i.e., K2/K1)
and the trial depth error is unlikely to be related to learning (see section A.4), habitation, or
boredom of the repetitive task since the presentation order of the mechanical properties was
randomized among the population of participants. The depth error increased and the peak
speed decreased both when the participants struggled to perceive the difference between the
two layers (K2 > 70% K1), and when they had difficulty in controlling the movement because
of the high differences (K2 < 40% K1). It is likely that for our participants it was easier to
perceive and act upon the change in stiffness between the layers when their difference was
between 40 and 70%. The fitting of the second-order polynomial to the trial depth error as a
function of second layer stiffness revealed that the optimal K2/K1 ratio to minimize errors is
approximately 0.50 (0.49 or 0.57 depending on K1).

For values of K2 close to K1 (> 70%) participants probably crossed the layers without
perceiving the transition, resulting in higher depth error and peak speed. This is consistent
with the findings of Kardogan et al. [407] in a palpation task. Therein, medical students had
to compare the stiffness of two virtual surfaces using the force feedback given by a haptic
device. For some stiffness values, they found a positive correlation between the palpation
speed and the sensitivity to stiffness discrimination, meaning that higher speed is related
to lower discrimination ability. However, to the best of our knowledge, it is still an open
question what is the cause-effect relation of this correlation, i.e., if higher speed is the result
of lower discrimination or vice versa.

For values of K2 relevantly smaller than K1 (< 40%), the decrease in performance could
be related to the significant jump in force that the user experience in the transition between
the two layers. This made staying close to the interface more difficult than the discrimination
task itself. we observed this for both values of K1, but it needs further corroboration for more
stiffness values in future studies.

We also found that the depth of the interface affects the performance, i.e., when it was
deeper the depth error was lower. This effect could be a result of our experimental design:
(1) participants had more time to become aware of the environment and respond when the
interface was deeper. This explanation is in line with the results of Jacinto et al. [410] in
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a palpation task, who found that a thicker first layer helps in stiffness discrimination. (2)
participants were instructed to go deeper until they did not perceive the transition between
the layers. If they did not find the transition, the error would have been smaller for the higher
thickness of the first layer.

In addition, our results showed also that the mechanical properties of the tissue affect
how the incursion phase is performed. Thus, independently on the values of the stiffness,
the ratio between the mean and the peak velocity in the normal direction, is more affected
by the depth of the interface when the ratio between the two layers is lower. Thus, when
the difference between the stiffness of two layers is higher the incursion trajectory is more
affected by the thickness of the first layer than when they had similar stiffness (K2 > 70%
K1).

Limitations and future studies

Several extensions could deepen our understanding of virtual incisions. An extension to a
wider range of stiffness values, including also K2 higher than K1, is necessary to reproduce
and extend the implications of our findings.

Implementing a visco-elastic and nonlinear tissue model could better generalize to actual
tissue, as was previously done for needle insertion [424–427]. Adding also feedback of the
shear forces, i.e., the force rendering also along the other axis, could improve the realism of
the incision task, especially in the horizontal cut phase, but also in the incursion.

Studying the effects of a time delay could make our findings relevant for remote applica-
tions as in RAMIS [412].

In clinical practice, surgeons perform a bi-manual incision procedure, where the non-
dominant hand is holding the tissue, and the dominant hand was involved in the task. To
successfully accomplish this bimanual task the Central Nervous System has to process
the sensory inputs coming from both upper limbs and coordinate the actions of the two
hands. For that reason, this bimanual asymmetric condition is more challenging, and the
task execution, as well as the findings, could be influenced by results that depend on the
interplay of many factors, such as stiffness discrimination, inter-manual coordination, or
cross-modal interference [48]. We designed a protocol and experimental design to assess
how the stiffness discrimination affects the motor performance in an incision task performed
with the dominant hand, without the evaluation of the possible interactions or interference
that arise from the coordination of the two upper limbs.
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Another limitation of this study is the fact that we focused only on non-technically-skilled
users. It is important to extend these studies in the future also to participants with a medical
background who perform surgical procedures, including experienced users, such as surgeons,
intermediate users such as surgical residents, and beginner users such as medical students.
Comparing their performance and learning with those of our naive participants could enlarge
our findings on the effect of the practice with haptic interface in a surgical task.
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Automatic Frustration Detection Using
Thermal Imaging

This study has been carried out at t the Robotic, Perception and Learning Division of KHT
- Royal Institute of Technology in Stockholm. It has been published in: Mohamed Y.,
Ballardini G., Parreira M. T., Lemaignan S., Leite I. ‘Automatic frustration detection using

thermal imaging’, ACM/IEEE International Conference on Human-Robot Interaction (HRI),
virtual. (March 7-10, 2022)

B.1 Introduction

In collaborative environments with robots, users are prone to feeling frustration due to the
robot’s behavioural errors, such as social norm violations, or technical errors, like speech
recognition failure [428, 429]. This can affect acceptance of the robots [429]. Furthermore,
frustration can be associated with lower levels of productivity [430], motivation [431], and
trust [428], and higher levels of aggression [432, 433]. If a robot can detect frustration in
a user, it could proactively employ mediation strategies or abort the interaction before that
state intensifies.

Although current methods can accurately extract social signals (e.g., facial landmarks,
action units and pose estimation) [434–436], inferring affective states and understanding
those signals can be skewed, biased, and/or subjective [437, 438]. Thus, several sensors have
been introduced to detect those affective states using different physiological signals, includ-
ing electrocardiography, electromyography, skin conductance and body temperature [439].
However, these sensors are usually intrusive and can affect the participants’ behaviour [440],
making them unsuitable for real-world scenarios.
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In 1997, Hirokazu Genno [441] proposed one of the first methods to evaluate stress and
fatigue using thermal cameras. In spite of technical limitations in accuracy and resolution,
a high correlation was observed between reported stress levels and the measured facial
temperatures. This is due to the automatic reactions of the sympathetic nervous system,
which are reflected in facial temperature [442–444]. As thermal cameras are becoming more
accurate and affordable, thermal imaging has been gaining attention for detecting internal
states like stress [445], cognitive load [446, 447], and deception [448].

Some researchers suggest that there are different types of frustration [449]. We focus
our work in the detection of frustration in two cases that we consider relevant for human-
robot interaction (HRI): failure-induced frustration and cognitive load-induced frustration.
Cognitively demanding situations relate to stress and anxiety [450]; moreover, failure to
resolve the situation or to change that stressful state can lead to the onset of frustration [451].
Additionally, the occurrence of a repeated failure is directly related to frustration and dis-
appointment [452]. According to [453–455], frustration might be multi-faceted and can be
affected by the task’s length, nature, or sequence. Hence, we have reasons to believe that,
by inducing frustration in different scenarios, we can create a more general prediction of
frustration.

In this work, we used an infra-red thermal camera to investigate if a machine learning
model can detect frustration using facial thermal data in an HRI scenario. This will be
achieved by:

• Comparing the model’s performance when using RGB features, i.e. Action Units
(AUs), facial thermal features and ElectroDermal Activity (EDA) features;

• Selecting the facial thermal Regions Of Interest (ROIs) that yield the highest prediction
accuracy;

• Investigating the effects of aggregating the data points into time intervals of 1, 3.5 and
7 seconds (window size).

B.2 Related Work

Understanding frustration and detecting it while people are interacting with robots is an
ongoing challenge. This study will be based on the advancements made in thermal imaging,
affective state detection and frustration detection.
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Frustration Detection

Frustration has been established as one of the most important affective states to detect in
HRI [456]. Hence, several approaches have been implemented to detect frustration. Taylor
et al. [457] simultaneously used three wearable sensors to detect five levels of frustration
with 80% accuracy using physiological data like electrodermal activity, heat flux, heart rate,
skin temperature and skin conductivity. While the results were promising, the use of three
different sensors is hardly applicable outside of a laboratory setting and might affect the
participants’ behaviour. In addition to physiological data, other non-verbal data have also
been used for classification. Kapoor el al. [458] used skin conductance, pupil tracking,
posture, mouse pressure and smile probability to predict frustration in a tutoring scenario
with a virtual agent. The authors highlight the importance of detecting frustration in similar
scenarios and compared several machine learning approaches reaching a prediction accuracy
of 79%.

A data-driven approach was taken by [452] to classify frustration and disappointment
caused by the same task. The authors collected the AUs, EDA and heart rate from 18 subjects
within 5 seconds of the occurrence of an event. The event was based on a web form that the
participants were made to believe they had to fill out to proceed to the experiment. When
the participants tried to submit the form, an error would occur. The occurrence of the first
error was assumed to cause disappointment, and any successive errors were assumed to cause
frustration. This assumption was supported by self-reports from the participants after the
experiment. The authors then created a multi-class classifier that distinguished between
neutral, frustration, and disappointment states. Using different data subsets and different
machine learning algorithms, they achieved a maximum accuracy of 64%. The authors used
only the tonic component of the EDA without any further processing or feature extraction,
which limits their results [459]. Furthermore, they used a shuffle split for cross-validation,
which does not guarantee different folds, especially for small data sets.

Affective State Detection and Thermal Imaging

Using visual sensors to detect affective states is common in the literature. In [460], the
authors used a Microsoft Kinect to extract action units and body movement to predict the six
basic affective states: anger, fear, disgust, happiness, surprise and sadness. The authors then
fed the facial expression and body movement data streams separately to a uni-modal neural
network, and they applied late fusion to determine the affective state of the participant. Their
model achieved an accuracy of 93% on an acted affect data set.
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Image-based methods for affective state detection, however, are heavily dependant on
lighting conditions, and the accuracy of their detection can be drastically affected by the
self-report measures and conflicting facial expressions [461].

Alternatively, thermal cameras use far infra-red to measure the radiation emitted by
warm objects, which is independent of reflected light [462]. Hence, thermal imaging can
be used to overcome an RGB camera’s limitations, as the thermal spectrum is not affected
by light presence and it is able to record objective measures, such as changes in skin
temperature [463].

Thermal imaging primarily has been used by researchers to detect the six basic affective
states. For instance, the Kotani Thermal Facial Emotion data set [464] contained visual and
thermal images of 26 subjects experiencing those states. Each affective state was induced
by making the participants watch an emotional video clip while measuring facial thermal
changes. The baseline was collected from the participants while listening to music between
clips, and each affective state was labeled based on the participants’ self-reports.

More complex affective states like guilt, shame, and remorse were also investigated [465].
The authors induced them by introducing the participants to storyboards with different sce-
narios, each designed to induce one of those affective states. They found thermal differences
between the affective states, as guilt resulted in a change of at least 0.5° C higher than shame
and remorse in the forehead, cheek, and mouth regions.

In addition, stress and cognitive load have been a focus for thermal imaging, as their
effects on the facial temperature are established in psychology literature [466]. For example,
[447] detected cognitive load induced by the Stroop effect and reading tasks, and observed a
high correlation between the difficulty of the task and the facial temperature, with an increase
in the nose and decrease in the forehead region. Stress detection in HRI using thermal data
was discussed in [467], where a thermal camera was mounted on a Meka robot to measure
facial temperature variations while playing a card-based quiz game with the robot. Several
scenarios were tested with variations in setting parameters. It was observed that the closer
the robot was positioned to the participant, the higher their nose temperature. Moreover, they
used the RGB camera’s ROI detection and overlaid it on the calibrated thermal image. This
approach can accurately detect the ROI in the thermal image while eliminating the need for
advanced image processing techniques (e.g., using a bilateral filter on the thermal images to
preserve edges and reduce the noise [468] or generating binary images and computing their
projection curves [469]).

As such, we used an RGB camera calibrated with the thermal camera to detect ROIs,
which can be done using an off-the-shelf face detection model. Furthermore, other more
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complex facial features can be extracted from the RGB image, including action units, which
can later aid in the creation of multi-modal systems with better prediction accuracy for
affective states.

To the best of our knowledge, there is no study that examined frustration using thermal
imaging, let alone with different types of frustration. In our study, we bridged this gap and
used thermal imaging to detect frustration in two cases: cognitive load-induced frustration
and failure-induced frustration.

B.3 Data Collection

B.3.1 Participants

A total of 25 participants (12 female, 13 male) without any known history of neurological or
psychiatric disorders were recruited for the experiment. The recruitment process was through
online platforms, word of mouth and flyers. Most recruits were from the surrounding area
and the university campus. The age of the participants ranged from 21 to 46 years (M =

27.80, SD = 6.18). The submitted work describes research with human participants and was
approved by a relevant ethics committee. The data from five participants was discarded from
the analysis for technical problems occurring during the experiment, as some participants
did not comply with the task instructions or frequently touched their face during the data
collection. The data from two participants were discarded since they self-reported (see
Figure B.3.2) that they did not get frustrated in any of the tasks. For the analysis, we used
data collected from 18 participants (9 female, 9 male), with ages between 21 and 39 years
old (M = 27.28, SD = 5.67).

B.3.2 Task Description

Participants had to complete two tasks separated by a resting period. A NAO robot provided
instructions and guided the participants through the tasks. Two cameras were mounted on
a table: a thermal camera and an RGB camera, positioned high enough to ensure that the
participants face was always visible, as seen in Figure B.1. One task consisted of a quiz where
the answers from the participant were misinterpreted by the robot, leading to frustration
caused by failure; the other task involved the completion of two challenges in the laptop in
front of the participant.
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Figure B.1 Experimental setup.

Participants had to alternate between the two challenges when prompted by the sound
of a buzzer. According to cognitive load theory, cognitive load can be reduced if the task is
learned [470], hence, switching between tasks constantly is theorized to keep the participant
in a constant cognitive load state. Since the participant fails to overcome the cause of the
cognitive load, frustration is also expected to occur [451].

As such, the experiment consisted of four stages: baseline (B), collected before the
start of the first task, cognitive load-induced frustration (TCog), rest and failure-induced
frustration (TFail) (Fig. B.2). The order of the two tasks (TFail and TCog) was balanced
among participants to avoid bias due to presentation order. Before each task, the NAO
robot briefly explained the instructions and during the tasks a countdown was displayed on a
monitor in front of participants.

Baseline. We considered as initial baseline a 1 minute time-window before the first
interaction with the robot.

TFail. A simple game of trivia was played between the participants and the NAO robot.
The robot was teleoperated by a human wizard. The participant was instructed that they
must provide 10 correct answers in less than 5 minutes in order to increase their reward
by 20 SEK, from the 80 SEK they were promised. We note that the participant would
receive the full compensation of 100 SEK regardless of the performance. During the in-
teraction, NAO asked 14 obvious general questions, e.g. ’how many hours are there in a

day?’, or referred to pictures shown on the laptop in front of the participant. The order of
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Figure B.2 Tasks procedure, the order of TCog and TFail was randomized to avoid bias.

the questions and the robot responses were predetermined. The answers to the first three
questions were correctly identified by the robot, but from the fourth question onwards the
robot intentionally declared an answer to be incorrect or it took time while ’processing the

answer’ in order to induce frustration. This behaviour was repeated until the time was up or
the participant answered all the questions. Out of the 14 questions, 8 answers were consid-
ered correct, and in 4 instances NAO took longer to process (2 ending with correct responses).

Rest. The participant was prompted to wait and listen to classical music for two minutes,
in order to isolate the physiological responses from each task.

TCog. Cognitive load would be induced by a dual-task composed of a challenging coding
task1 adopted from [471] and a mental rotation task2 for 8 minutes. In the coding task,
participant had to program (using a visual programming language interface) an animated
robot to move from one place to the other and its level of difficulty was based on the par-
ticipant programming background. When a loud buzzer sound was played, the participant
had to solve one question in the mental rotation task and after that go back to the coding
task. The timing and the number of the buzzer occurrences were adapted to the performance.
In general, the closer the participant would get to solving the coding task, the smaller the
intervals were between buzzer rings.

Self-assessment. Four different types of self-assessment questionnaires were given to the
participants. They had to digitally fill out three of them before the start of the experiment:

• demographic data,

• technical affinity,
1https://oscared.github.io/level_4/
2https://vample.com/tools/mental-rotation/

https://oscared.github.io/level_4/
https://vample.com/tools/mental-rotation/
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• personality traits [472].

The technical affinity questionnaire included questions about current and previous experience
with robots (’have you ever seen a robot in real life?’). Furthermore, after each task the
participants filled out the NASA-TLX [473] questionnaire, stating the amount of cognitive
load and frustration felt during the previous task. We used the NASA-TLX self-reports as a
manipulation check of our tasks.

B.3.3 System Implementation

The system architecture (Fig. B.3) was composed of both hardware and software compo-
nents, two cameras mutually calibrated (thermal IR camera: Optris PI 6403 and RGB-D
camera: RealSense D4354), NAO5 robot and an EDA sensor (embedded in the Empatica
E4 wristband6). All of the mentioned components were synchronized in real-time using
Robotic Operating System (ROS), except for the EDA sensor, which was synchronized
in data post-processing. In addition, OpenCV was used for image processing and camera
calibration. The frames from the thermal and RGB cameras were published to ROS (both
cameras acquired 15 frames per second). Then, the RGB frames were sent into OpenFace to
detect the position of the facial landmarks and the presence and intensity of 18 action units.
After that, applying the calibration matrix, the landmark positions were transposed into the
thermal frames (Fig. ??) by OpenCV in order to extract the thermal ROIs, i.e., a rectangle on
the thermal image based on the relevant landmark positions.

ROS OpenFace 

OpenCV

Optis PI 640

RealSense D435

Thermal ROI

RGB image 

Landmarks

Landmarks
Thermal image

NAOqi

Events

Figure B.3 System architecture.

3https://www.optris.global/thermal-imager-optris-pi-640
4https://www.intelrealsense.com/depth-camera-d435/
5https://www.softbankrobotics.com/emea/en/nao
6https://www.empatica.com/research/e4/

https://www.optris.global/thermal-imager-optris-pi-640
https://www.intelrealsense.com/depth-camera-d435/
https://www.intelrealsense.com/depth-camera-d435/
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Figure B.4 (left) Landmarks positions detected in the RGB image; (right) thermal image
overlaid landmarks and the ROIs, which include forehead, nose, cheek and lower lip.

Finally, an average of the thermal values within the ROIs was computed. Four facial ROIs
were extracted from the thermal image: nose, forehead, cheek and lower lip, as shown in
Fig. B.4. Furthermore, NAO robot’s SDK (NAOqi) was used to control the robot’s responses.
Key responses which were considered to be important events in the interaction, e.g. instances
where the robot responded with ’incorrect’,’correct’ and ’processing’, were published in
ROS to be synchronized with the thermal and the RGB data streams.

During the experiment, participants wore the Empatica E4 wristband on the right arm. It
captures skin electrical conductance by passing a minimal alternating current between two
electrodes in contact with the skin. EDA samples are measured at 4 Hz rate, with a resolution
of 900 pS in a measurable range of 0.01-100 µS [474].

Frustration Prediction

For frustration prediction, our goal is to (1) inspect the effectiveness of thermal imaging
in detecting frustration when compared to RGB and EDA data, as well as (2) find out
optimal features to identify frustration from thermal, RGB and EDA features. The frustration
classifier is based on a K-Nearest Neighbors (KNN) algorithm, which is widely used in
affective computing with weighted distance tasks [475, 476]. To evaluate the model, we used
cross validation of leaving one participant out. The models were trained based on the best
features selected by the Sequential Forward Floating Selection (SFFS) algorithm. The SFFS
is a wrapper method that uses several greedy search methods to select the features that would
yield the highest accuracy in the model. The method was adopted due to its wide use in
the affective computing literature [477–479], over its more simple counterpart, sequential
forward selection, which does not exclude the features once they are selected.
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Labeling

Input data for the classifier corresponded the participants that self-reported frustration in the
NASA-TLX questionnaire in TCog (M = 3.75, SD = 1) and in TFail (M = 3.3, SD = 0.9).
For TCog, we assumed a constant state of cognitive load-induced frustration onset 30 s after
the beginning of the task. As such, as we do with B for’non-frustration’ instances, that period
was subdivided into non-overlapping ’windows’ of three possible lengths: 1, 3.5 or 7 s. The
same windows were applied to all the modalities and used to extract the different features.
The features from each window were used as instances to train the models (Table B.2).
For TFail, frustration was not assumed as constant state, but inducted by failure, i.e., when
the robot replied that the answer was ’incorrect’, which occurred 6 times during the task.
For that reason, in TFail frustration instances corresponded to 7-second periods after those
event. The length of the period was determined as the maximum duration allowed to isolate
physiological responses to frustration-inducing events, i.e., the minimum amount of time
between ’incorrect’ events. Each 7-second period was then subdivided into non-overlapping
windows of 1, 3.5 and 7 s. An illustration can be seen in Fig. B.5.

All three data subsets (TCog, TFail and TCog+TFail) used the same baseline (B). Classi-
fication with task separation allows for a more fine grained analysis of frustration, while the
combination of both types allows for a more general prediction of frustration. The number of
instances for each of the data subsets is shown in Table B.1. Furthermore, each subset was
trained on four feature types: thermal, RGB, EDA and all features combined. Window sizes
can be an indication of the duration of the affective state. Typically, a facial expression lasts
between 0.5-4 seconds but a physiological effect lasts 5-15 seconds [480]. Accordingly, the
window sizes of 1, 3.5 and 7 seconds were inspected for model training.

Figure B.5 The length of data of 60, 450 and 42 seconds considered in Baseline, TCog and
TFail, with the window sizes to be 1, 3.5 and 7 seconds.
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Table B.1 The number of instances used for training in the cases of cognitive load-induced
frustration (TCog), failure induced frustration (TFail) and baseline (B).

No. of Instances

Window (s) TCog TFail B

1 7692 1127 1010

3.5 2198 322 303

7 1094 161 151

Pre-processing

Thermal ROIs were standardized using RobustScaler, a standardization method which
removes the median and scales data based on the quartile range, in order to accommodate for
the presence of outliers.

Similarly, the standardization based on median and quartile was applied to the EDA
data. After that, the EDA was divided into tonic and phasic components [481]. The sensor
sampling rate of 4 Hz only allowed window sizes of 3.5 and 7 seconds to be included,
otherwise there would not be enough peaks for meaningful results.

All the data was then labelled and split into B, TCog and TFail (as described above, see
Fig. B.6 for reference).

Figure B.6 An example of thermal data from lower lip from one participant, after labelling.
B consists of a 60-second period.



B.3 Data Collection 197

All data processing was performed using Python’s scikit-learn7, NeuroKit28 and
MLxtend9 libraries.

Feature Extraction

For each modality, several features were extracted as seen in Table B.2.
The features for the thermal data were computed for all the four ROIs: nose, forehead,

cheek and lower lip. As for the action units extracted, they corresponded to the Facial Action
Coding System (FACS): 1 (inner brow raiser), 2 (outer brow raiser), 4 (brow lowerer), 5
(Upper lid raiser), 6 (cheek raiser), 7 (lid tightener), 9 (nose wrinkler), 10 (upper lip raiser), 12
(lip corner puller), 14 (dimpler), 15 (lip corner depressor), 17 (chin raiser), 20 (lip stretcher),
23 (lip tightener), 25 (lips part), 26 (jaw drop), 28 (lip suck), and 45 (blink).

For both the temperature and the AU intensity, we computed the average, the change and
the maximum within each window.

In addition, the tonic component in the EDA data included the mean Skin Conductance
Level (SCL), while from the peak detection analysis we extracted standard peak features,
such as time interval between consecutive peaks (IPI), frequency of peak occurrence, mean
peak amplitude, mean peak rise time and mean peak duration, in accordance to [482].

Table B.2 Extracted features

Modality Features

Thermal
ROIs temperature average
ROIs temperature change
ROIs temperature maximum

RGB
AU Intensity average
AU intensity change
AU maximum intensity

EDA

Mean skin conductance level (SCL)
Frequency of the peak occurrence
Mean peak amplitude
Peak rise time
Mean peak duration
Mean of inter-peak interval (IPI)

7https://scikit-learn.org
8https://github.com/neuropsychology/NeuroKit
9http://rasbt.github.io/mlxtend/

https://scikit-learn.org
https://github.com/neuropsychology/NeuroKit
http://rasbt.github.io/mlxtend/
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B.4 Results

To evaluate KNN models performance, both the accuracy and the weighted F1-score were
computed for each modality and window size. Considering the imbalance of the data, the
accuracy alone might be unreliable [483], therefore, the F1-score can be a better metric [484].
The metrics were calculated based on the average result of the cross-validation of leaving
one participant out for each test-train split.

Figure B.7 describes the performance of each modality over three window sizes.

Thermal. For the TFail model, increasing the window size slightly increases the accuracy,
as in the 1 second window it is 59% then increases by 5% in the 7 second window. F1-score
follows accordingly, as it is the highest at 64% in the 7 second window. Similarly, in TCog
accuracy is the highest in the 7 second window to 83% . In TCog+TFail, the accuracy peaks
in the 7 second window at 87%.

RGB. For TFail, maximum accuracy is achieved in the 3.5 second window (81%) and
the lowest in the 1 second window (69%), while in 7 second window it goes back to 71%. In
TCog+TFail, the accuracy in the 1 and 3.5 second windows is constant at 89%. The accuracy
in TCog gets to 89% in the 1 and 3.5 second windows.

Figure B.7 KNN models performance, accuracy (top) and F1-score (bottom) for cognitive
load-induced frustration (left), failure-induced frustration (center) and both data subsets
concatenated (right).



B.4 Results 199

F1-score follows the same trend, with a decline to 83% in the 7 second window.

EDA. The EDA data was only inspected in the 3.5 and 7 second windows, due to the
low sampling rate of the wristband. In TFail, accuracy goes to 55% in the 7 second window,
while the accuracy in TCog and TCog+TFail is 78% and 84% respectively and does not vary
across window sizes. A similar trend can also be seen in the F1-score metric, which in TFail
is 53%, while for TCog and TCog+TFail it is 73% and 78% respectively.

All modalities. When using all the modalities (thermal, RGB and EDA) to train the
model, for TFail the accuracy is steady at 74% across both window sizes. On the other hand,
TCog accuracy increases to 90% in the 7 second window. Similarly, when using TCog+TFail,
accuracy increases in the 7 seconds to 86%. F1-scores follow the same trends overall for all
three data subsets.

B.4.1 Feature Selection

In Table B.3, the best features of the SFFS are shown for each task and each modality
separately. To show all three modalities, with the highest model granularity possible, the 3.5
second window was picked to illustrate the feature selection results.

Thermal. When using only the thermal data, for the TFail classifier it can be seen that
the cheek region was discarded by the feature selector, selecting only the nose, forehead
and lower lip for both temperature average and change. Similarly for the TCog and the
TCog+TFail, the maximum temperatures of the nose and lower lip were also selected, in
addition to nose temperature average and change for forehead and lower lip.

RGB. In TFail, the most relevant average intensity were AU20, AU23, AU28, AU10 and
AU12, which correspond to movements in the lips, in addition to 7 and 4 which correspond to
movements in the eye and brow respectively. Similarly, when using TCog the most relevant
features for classification were the ones that correspond to lip and eye movements (AU07
and AU05). For the TCog+TFail subset, out of the 8 features selected, 4 were related to lip
movements.

EDA. For the TFail classifier, 4 out of the 6 features were selected: mean conductance
level, inter-peak interval, peak amplitude and peak duration. For the TCog, only inter-peak
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Table B.3 Results for feature selection in the 3.5 second window

Task Modality
Temp. average Nose, Forehead, Lower lip
Temp. change Nose, Forehead, Lower lip
Intensity average

Intensity change AU02, AU09, AU04
Intensity maximum AU28
Tonic SCL
Phasic IPI, Peak amplitude, Peak 

duration
Temp. average Lower lip
Intensity average AU28, AU10, AU23, AU17, 

AU06
Temp. change Lower lip
Intensity change AU28, AU02, AU26
Temp. average Nose
Temp. change Forehead, Lower lip
Temp. maximum Nose, Lower lip
Intensity average AU06, AU07, AU02, AU10, 

AU05, AU12, AU26, AU28, 
AU20, AU14

Intensity change AU28, AU20, AU25, AU26
Intensity maximum AU28

EDA Phasic IPI, Peak duration
Temp. average Nose
Intensity average AU45, AU06, AU20, AU10, 

AU23, AU28, AU07, AU25, 
AU12

Temp. change Lower lip
Intensity change AU28, AU04, AU12
Intensity maximum AU01, AU02
Temp. average Nose
Temp. change Forehead, Lower lip
Temp. maximum Nose, lower lip
Intensity average AU06, AU02, AU09, AU25, 

AU26, AU28
Intensity change AU28
Intensity maximum AU28

EDA Phasic Peak duration, Peak rise 
Intensity average AU28, AU06, AU02, AU23, 

AU25
Intensity change AU28
Intensity maximum AU28

AU07, AU20, AU23, AU28, 
AU10, AU04, AU12

All

Thermal

RGB

All

Best Features
TFail

TCog

TCog+TFail

Thermal

RGB

EDA

All

Thermal

RGB
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interval and peak duration were selected. Finally, when both tasks are combined, peak rise
time and peak duration were the most relevant features.

All Modalities. The most relevant thermal region across all modalities for the TFail
classifier was the lower lip, as the temperature average and change. In addition, 7 action
units were also selected, mostly corresponding to lip movements. In TCog, two thermal
regions were relevant: the nose temperature average and the lower lip temperature change.
Also, 12 action units were selected, 6 of which correspond to lip movements, 3 with brows, 2
with eyes and 1 with cheek movements. When the two tasks are combined, in TCog+TFail,
only action units were selected, 3 corresponding to lip movements and 2 to brow and cheek
movements.

B.5 Discussion

The window sizes comparison across all data subsets shows that using AUs as input data
results in the highest accuracy in the 3.5-second window, while thermal and EDA data achieve
the highest accuracies in the 7-second window. In other words, increasing the window size
decreases the performance of the classifier which uses RGB features as input, while for
thermal data as input the performance slightly increases, which coincides with Ekman’s
findings [480]. Ekman hypothesised that facial expressions last between 0.5 to 4 seconds
after a stimuli, but the physiological reaction might take 5 to 15 seconds to completely
deteriorate.

Feature selection on the thermal data shows that, among the ROIs provided, the nose,
forehead and lower lip are the most relevant to detect frustration. In previous works, the cheek
region has been related only to the startle affective state [466], while the other three regions
were associated mainly with negative affective states like stress, fear and anxiety [466]. This
could explain the correlation that we found with frustration, which is considered a negative
state. Furthermore, the classifiers based on only one task (TFail or TCog) selected different
features out of the thermal data. In fact, the detectors for TCog and TCog+TFail also used
the maximum temperature for the nose and lower lip. This could imply that the thermal facial
reaction can be dependant on the type of frustration, since TCog instances are assumed to be
more related to cognitive load-induced frustration and the TFail instances to failure-induced
frustration. For the classifier which uses instances from both tasks, the features selected
are more similar to those of the TCog detector, which could imply these are more evidently
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distinguishable from a baseline state, when compared to the failure-induced frustration.
However, this effect may be also related to our experimental design and processing, future
investigations are needed to better address this point.

The selected features for AUs for both tasks are mainly focused on lip movements, and
the common AUs across the three data subsets are AU28 (lip suck) and AU02 (outer brow
raiser). As stated by [485], AU28 is associated with fidgeting and can be directly related
to negative affective states. The occurrence of AU02 is explained in [486], which states
that it is mainly associated with focus. Furthermore, the presence of AU04 (brow lowerer)
and AU07 (lid tightner) in both the TCog and TFail detectors can indicate the occurrence
of confusion [487]. Nonetheless, for the combined (TCog+TFail) classifier neither of these
AUs are selected by the SFFS. According to the literature [488–490], there is no common
consensus on which AUs relate to frustration, as it is task-dependent. However, some of
the AUs mentioned were AU09, AU10, AU12, AU14, AU23 and AU24, which can be seen
among the features selected for each task. Nonetheless, AU28 was repeatedly selected as one
of the most relevant action units in our work.

Peak duration is the common selected feature across all data subsets in the EDA modality,
in addition to peak rise time in the TCog+TFail detector. According to [491, 492], the tonic
component (SCL) might be less useful to detect affective states, while the phasic component
is more reactive to external stimuli. This coincides with the fact that only phasic components
were selected in the TCog+TFail and TCog detectors.

Combining all the modalities can yield higher accuracies, as is the case across all detectors
in the 7 second window size. However, the feature selector discarded EDA data from all the
subsets, which indicates that the best combination of modalities would be AUs and thermal
data.

The trained model can be extracted and used in real-time, the limiting factor for each
window size is the amount of data that would be needed to give one prediction. The time
window for the highest accuracy using thermal imaging is 7 seconds, in contrast to the RGB
models which reach the highest accuracy in 3.5 seconds. Although, as model reactivity is
a priority while running it in real-time, the increase of 3% in accuracy might be a valid
compromise for faster reactivity. Furthermore, that does not hinder the capabilities of thermal
imaging models as it still can detect frustration in scenarios where it is not visible to RGB
cameras. Furthermore, a rolling window can be used to mitigate that effect and increase
reactivity in real time retaining the accuracy.

Overall, using the thermal modality yields the highest accuracy when using larger window
sizes in TCog+TFail, which is the more general model. Using RGB features for models with
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shorter window sizes will lead to better performance, as the KNN model had the highest
accuracy at the 3.5 second window.

Limitations

Considering that phasic features were extracted from EDA data, the sampling rate of 4 Hz of
the used wristband is not sufficient for small window sizes [493].

Furthermore, allowing for a longer period of rest between tasks (TCog and TFail) could
have provided some insight on how much time is necessary to return to a neutral state after
becoming frustrated. In TFail, we have assumed that frustration would occur within 7 seconds
of each frustrating event; nonetheless, the use of external annotators could have provided a
more reliable ground truth for frustration.

Although we have tried to make the interactions as natural as possible while collecting
the data, a more robust model would be trained on data collected outside of a lab setting.

In future work, we would like to collect a larger data set with more types of frustration
and more participants, which would result in a more general and reliable model. In addition,
insuring that the data in granular enough to test smaller and larger window sizes, as the
thermal data might perform even better on window sizes larger than 7 seconds.
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