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Abstract

In the recent years, global awareness on climate change has been promoting energy transition
towards sustainable development strategies. In this scenario, in order to limit GHGs and
pollutants generated by the shipping field, even more stringent regulations and policies
have been introduced. Specifically, two main strategies are receiving major attention in
the scientific community to face energy transition in the maritime sector. First, the overall
ship power plant efficiency is required to be improved by either further research on existing
technologies and operating condition optimization. Second, innovative and greener solutions
for the maritime sector appear necessary pathways to complete energy transition and cope
with long-term environmental regulations. Optimization of vessel operating conditions and
installation of efficient waste heat recovery systems currently appear promising technologies
able to lower primary energy utilisation onboard. Instead, among innovative solutions, major
research efforts are payed on alternative fuels and hybrid-electric configurations.
In this context, the present work aims to investigate innovative power plant configurations en-
abling both primary energy savings and long-term reduction of GHG and pollutant emissions
from the maritime sector. Where the pathway on existing technologies is concerned, the
benefits provided by COmbined Gas Electric and Steam (COGES) plants installed onboard
are investigated. Specifically, engine room operating conditions and waste heat recovery
systems have been numerically optimized focusing on configurations coupling COGES plants
with small-size reciprocating engines. Within the second pathway, attention is paid to GHG
and pollutant emission reduction enabled by emerging alternative fuels and hybrid-electric
power plants. In details, the applicability and pros/cons offered by Liquefied Natural Gas
(LNG), methanol, ammonia and hydrogen are investigated under different temporal horizons.
Furthermore, performances obtained by hybrid-electric power plants are analysed considering
various optimized energy management strategies. Owing to their benefits in terms of energy
savings and fuel flexibility enhancement, the second pathway is assessed focusing on engine
room configurations based on both COGES plants and reciprocating engines. Either pathways
have been investigated focusing on modern cruise-ferries and large-size cruise ships. Since
challenging decisions are needed by the ownerships in a dynamically evolving regulation
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context to remain cost competitive, all the investigations have been indiscriminately carried
out under energetic, economic and environmental point of views. Thus, complete insight on
the major solutions available in a short-, mid- and long-term energy transition scenario is
provided. In order to numerically perform computation, various codes and optimization tools
have been developed in Fortran and MATLAB/Simulink languages. Specifically, quasi-static,
dynamical and Mixed-Integer Linear Programming (MILP) models have been implemented
and gradient-descent, Multi-Objective Genetic Algorithms (MOGA), full-factorial and Linear
Programming optimization tools have been set up. In details, optimization algorithms have
been repeatedly used to assess component and power plant design, as well as to optimize en-
gine room operating conditions by various objective functions. Overall, results demonstrated
that COGES plants can play a significant role in the energy transition in the maritime sector.
Specifically, combining COGES plants with small-size reciprocating engines resulted to be
a viable solution by energetic, economic and environmental point of views, independently
from the time horizon considered for energy transition. Further GHG and pollutant emission
reduction can be achieved by alternative fuels and hybrid-electric power plants, mainly due
to the mature fuel flexibility and high energy efficiency of COGES plants.
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ṁa + ṁ f =70.3 kg/s, Tex=566°C . . . . . . . . . . . . . . . . . . . . . . . 73

6.2 Relative errors obtained comparing experimental data and numerical results
for LM2500+G4 gas turbine at 25%, 50%, 75% and 100% load operating
conditions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

6.3 Relative errors obtained comparing reference datasets from the Oseberg
Field Center combined cycle [37] with simulation results for the bottoming
steam power plant shown in figure 6.21. Comparison has been carried out
at 20%, 40%, 60%, 80% and 100% GT load operating conditions. . . . . 99

8.1 Power specific CAPEX costs. . . . . . . . . . . . . . . . . . . . . . . . . 124
8.2 OPEX costs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127



xvi List of Tables

9.1 Main characteristics of the cruise-ferry La Suprema. . . . . . . . . . . . . 133
9.2 GNV operating routes for Mediterranean sea. . . . . . . . . . . . . . . . 134
9.3 Genoa-Palermo power requirements for the cruise-ferry La Suprema. . . . 135
9.4 Main characteristics of prime movers considered to be installed onboard

the cruise-ferry La Suprema. . . . . . . . . . . . . . . . . . . . . . . . . 137
9.5 Propulsion system configurations being selected for the cruise-ferry La

Suprema. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
9.6 Capital costs for main power plant components. . . . . . . . . . . . . . . 145
9.7 Main characteristics of prime movers considered to be installed onboard

the cruise-ferry La Suprema. . . . . . . . . . . . . . . . . . . . . . . . . 152
9.8 Propulsion system configurations being selected for the cruise-ferry La

Suprema. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
9.9 Main characteristics for the large-size cruise ship considered. . . . . . . . 166
9.10 Electrical (Pel=electrical power for hotel services) and thermal (LT=low

temperature thermal power, and HT=high temperature thermal power)
power demands onboard large-size cruise ship. . . . . . . . . . . . . . . . 168

9.11 C1 cruise route in the Mediterranean sea. . . . . . . . . . . . . . . . . . . 170
9.12 Main characteristics of prime movers to be installed onboard large-size

cruise ship, under nominal fuel feeding conditions. . . . . . . . . . . . . 171
9.13 Selected power plant configurations to be installed onboard large-size

cruise ship. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171
9.14 Power specific CAPEX costs. . . . . . . . . . . . . . . . . . . . . . . . . 174
9.15 OPEX costs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
9.16 Comparison on equivalent CO2 emissions in tonns between different fuels. 182
9.17 Attained CII values for the S1, S2 and S3 configurations, powered by

alternative fuels. Values correspond to horizontal lines depicted in figure
9.26b. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184

9.18 Variations on CAPEX and OPEX costs related to different fuels. . . . . . 186
9.19 C2 cruise route in the Mediterranean sea. . . . . . . . . . . . . . . . . . . 191
9.20 Main characteristics of prime movers installed within the hybrid-electric

power plant. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195
9.21 Propulsion system configuration being selected for the hybrid-electric

power plant. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195



List of Tables xvii

9.22 Objective function values obtained from all the optimization procedures
considered, during the 8-days phase-mean profile. Analogous results com-
puted for a reference power plant (Ref) without batteries installed are also
reported for comparison. . . . . . . . . . . . . . . . . . . . . . . . . . . 200

A.1 C1 cruise route in the Mediterranean sea. . . . . . . . . . . . . . . . . . . 239
A.2 C2 cruise route: Mediterranean . . . . . . . . . . . . . . . . . . . . . . . 240
A.3 C3 cruise route: North Sea . . . . . . . . . . . . . . . . . . . . . . . . . 241
A.4 C4 cruise route: Caribbean . . . . . . . . . . . . . . . . . . . . . . . . . 242
A.5 C5 cruise route: Red Sea . . . . . . . . . . . . . . . . . . . . . . . . . . 243



Nomenclature

Roman Symbols
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Ṽ Volume, m3

W̃ Weight, kg

X̃ Binary variable

x̃ Steam quality
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Chapter 1

Introduction

The relationship mankind has had with energy, punctuated by shifts from one resource to an-
other, has and continues to play a pivotal role in the trajectory of societies. In the recent years,
the development of a global energy consciousness and the need to reduce climate change in a
sustainability perspective have promoted energy transition. Maritime transportation plays an
important role for world trade, with about 90% of world’s good transported by ships, typically
powered by Heavy Fuel Oil (HFO). Consequently, the shipping industry is one of the major
fossil fuel consumers with 330 million metric tons of fuels annually, hence its contribution
to air pollution and climate change cannot be ignored. Specifically, from 2007 to 2012, the
average annual emissions of sulphur oxides (SOx), nitrogen oxides (NOx) and carbon dioxide
(CO2) from the maritime field reached 11.3, 20.9 and 1016 million tonnes, respectively,
which overall amounted to 13%, 15% and 2.8% of the annual anthropogenic emissions [38].
Since the largest part of ship emissions occurs within 400 km of land (≈ 70%), shipping
significantly contributes to air pollution in coastal communities [39], whereas GHGs trigger
climate change leading to environmental degradation [40]. Furthermore, during the period
from 2008 to 2018 a 4.6% average annual growth in the number of vessels (5% by tonnage)
occurred [41] and the demand for marine fuel is estimated to double by 2030, with unques-
tionable intensification of air pollution and GHG emissions [42, 43]. Accordingly, in order to
limit emissions from the shipping field, various international and national regulations entered
into forced in the last decades. Particularly, progressive amendments to the International
Convention for the Prevention of Pollution from Ships (MARPOL) have been issued by
the International Maritime Organization (IMO) [44, 45] to phasing out progressive reduc-
tion of emissions of SOx, NOx and GHGs. Aiming at reducing SOx emissions, MARPOL
Annex VI imposed limits on the sulphur content of marine fuels and introduced Sulphur
Emission Control Area (SECA) (e.g., the North Sea), where more stringent limits were
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Fig. 1.1 IMO Tier limits for reciprocating engines (left) and evolution of ECA zones (right) [1].

imposed [46, 47] (see figure 1.1). Analogously, IMO regulations set NOx caps depending
on the ship construction date, Diesel engine speed and operation area. Where GHGs re-
duction is concerned, MARPOL Annex VI identifies improving energy efficiency through
the adoption of various technical and operational measures as the main pathway. Either
using low sulphur fuels (i.e. low sulphur heavy fuel oil, LSHFO, marine diesel oil, MDO or
marine gas oil, MGO) or installing exhaust gas cleaning systems were employed to control
SOx emissions, whereas Selective Catalytic Reduction (SCR) and improvements in engine
technology assessed NOx reduction. Instead, energy efficiency enhancement through waste
heat recovery systems able to partially cover the ship thermal and/or electric energy demand
without further fuel energy consumption represented the prominent solution to reduce GHG
emission [48, 49]. In order to fulfil the energy responsibility of the shipping sector, the
carbon intensity of international shipping and its annual GHG emissions were ambitiously
stated to be reduced by 2050 by 70% and 50% compared to 2008, respectively, on 13 April
2018 by the Initial IMO Strategy [50]. Towards this end, the Energy Efficiency Design Index
(EEDI) for new ships and the Ship Energy Efficiency Management Plan (SEEMP) for all
the existing ships have been additionally introduced as mandatory mechanisms to improve
ship energy efficiency and mitigate CO2 emissions [44, 51]. However, most of the power
plants installed onboard ships do not operate optimally, with consequent increase in fuel
consumption and emissions per kWh [52]. Thus, in order to guarantee a more strict control on
existing ships and their operating conditions, extensive new CO2 regulations were introduced
by IMO in June 2021 focusing on the Energy Efficiency eXisting ship Index (EEXI) and
the Carbon Intensity Indicator (CII) rating scheme [53] (see figure 1.2). Specifically, the
EEXI consists in a one-time certification targeting technical efficiency on design parameters,
while the CII addresses the actual GHG emissions during ship operation, i.e. how efficiently
a ship transports goods or passengers in terms of gCO2 per cargo capacity. In details, the CII
requirements will impact on all cargo, RoPax and cruise vessels above 5000 Gross Tonnage
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Fig. 1.2 Schematic view of the Carbon Intensity Indicator regulation (left) [2] together with its
progressive rating updating (right) [3].

and will come into force in 2023, as shown in figure 1.2. The ship is given an annual rating
ranging from A to E on its operational CO2 emissions, with required index level C or above
(see the left side of figure 1.2), and increasingly stringent thresholds for rating are imposed
towards 2030, as shown by descending steps in the right side of figure 1.2. Since the existing
technological and operational measures revealed inadequate to achieve the ambitious levels
stated in the Initial IMO Strategy [54], new technologies (i.e. batteries, Flettner rotors, Air
Lubrication Systems (ALS),...) and low or zero-carbon fuels were identified by IMO as
necessary pathways in addition to those previously proposed. In addition to IMO regulations,
Europe is recently introducing more strict roadmap to carbon neutrality of the maritime
sectors with the FuelEU, ETS and ETD directives [55–57] as part of the Fit for 55 package
and the European Green Deal [58]. Specifically, carbon pricing will soon entry into force
to accelerate energy transition in shipping. In this scenario, technologies aimed at both
increasing energy savings and abating carbon impact are recently obtaining major attention in
the maritime sector, with changes in terms of prime movers, power plant configurations and
fuels. Nowadays, most of marine vessels utilise reciprocating engines to cover power demand
onboard. However, combining a gas turbine (GT) with a bottoming steam power cycle is
an option commonly used in terrestrial power plants in COmbined Gas Electric and Steam
(COGES) engine room architecture can play a role in a more efficient energy utilisation
strategy [59]. Indeed, the large amount of thermal power available in exhaust gas from GT
can be profitably used to partially cover both electrical and thermal power demand onboard
ships, with no further primary energy consumption. Overall, COGES plants guarantee higher
energy efficiency compared to reciprocating engines for sizes exceeding 10 MW [60] and
they can offer benefits in terms of reduced maintenance costs and higher power/volume
and power/weight ratios. In addition, fuel flexibility is guaranteed by them since decades.
Where alternative fuels are concerned, both abatement and elimination strategies are cur-
rently emerging as viable options to oil-based fuels on different temporal horizons. Liquefied
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Natural Gas (LNG) has great potential to drastically cut GHG emissions from shipping
sector, owing to its low carbon-to-hydrogen ratio [61]. Thus, LNG is presently evaluated
as a clean and reliable fuel for ship propulsion in comparison to heavy or distillate fuels
[44, 62] and currently appears the most prolific with around 300 ships in operation around
the globe and in most ship segments. However, it represents viable solution in a short-term
perspective, except for synthesizing it from renewable sources. Recently, methanol, ammonia
and hydrogen are accepted as promising marine alternative fuels. Indeed, they are potentially
able to eliminate or drastically abating GHG and pollutant emissions, despite technology
is still mostly under development to improve combustion properties as well as storage and
handling methods [63–65]. Specifically, physical-chemical characteristics, availability, costs,
safety and ability to meet future emission requirements deeply influence the contribution
of each alternative fuel to energy transition in a short- , mid- or long-term perspectives.
Nevertheless, renewables spreading in the energy market is expected to enable methanol,
ammonia and hydrogen synthesis in a zero-emission power-to-fuel strategy. Furthermore,
electrification of the propulsion with the possible use of hybrid power systems [66] is now
emerging as a potential solution to reduce airborne emissions and achieve the 2050 goals
[23]. Indeed, installing battery systems onboard ships in place of reciprocating engines can
produce no GHGs during the voyage and provide lower maintenance costs [59], despite
their low capacity/volume ratios limit operation on the short-sea segment for offshore and
passenger ships/ferries [67, 68], otherwise coupling with traditional power sources is required.
Aiming at charging batteries while being at berth, cold-ironing is also emerging in Europe
[69, 70]. This work aims to investigate innovative power plant configurations enabling energy
transition in the maritime sector in line with the Initial IMO Strategy. Specifically, power
plants enabling both energy efficiency increase and GHG and pollutant emission abatement
are analysed. Where the first pathway is concerned, the benefits in terms of efficient energy
utilisation offered by combining COGES plants with small size reciprocating engine are
demonstrated under flexible ship operating conditions. Instead, within the second strategy,
attention is paid to GHG and pollutant emission reduction enabled by emerging alternative
fuels and hybrid-electric power plants. In details, the potential and challenges related to LNG,
methanol, ammonia and hydrogen are comparatively assessed in terms of applicability and
regulation compliance under different temporal horizons. In this scenario, the shipping indus-
try is facing challenging decisions concerning what investments are needed now for new ships
to enable compliance with both short- and long-term emission regulations, while remaining
economically competitive. Thus, investigations embedded in this work are thoroughly carried
out under energetic, economic and environmental point of views, such to provide a complete
insight of the major solutions in a sustainability perspective. Various static and dynamic
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models as well as optimization tools have been numerically developed to carry out analyses
reported in this thesis. Detailed road-map of the case studies considered in this thesis and
extensively analysed in the following sections is shown in figure 1.3. Finally, all the pathways
studied are expected to mature during the next five to ten years [59], despite important role
appears played by environmental regulations and incentive schemes implemented in future.
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Fig. 1.3 Road-map of the case studies considered in the present thesis.



Chapter 2

Prime movers applied within the marine
field

2.1 Gas turbines

2.1.1 Merchant field

Due to their quite high specific fuel consumption in comparison to Diesel engines and to its
unexperienced reliability, GTs were characterized by a slow introduction within the merchant
navy sector. The real behaviour of gas turbines on board existing ships was first investigated
replacing Diesel engines, while successively newly designed vessels powered by them were
built. In the 50s and 60s, the UK and US were the main nations to first equip merchant
ships with aeroderivative and heavy-duty GTs, respectively. In 1952, UK replaced one of
the four Diesel engines installed onboard the oil tanker Auris with a 860 kW aeroderivative
GT dealing with a regeneration power plant configuration. The maximum temperature of the
cycle was limited to only 650 ◦C by materials and fuel composition dealing with sodium,
vanadium and sulphur contents, with an overall 20% efficiency. Nevertheless, this test showed
how GTs could reliably work in marine environment: indeed, in case of repeated failure to 1
or 2 Diesel engines onborad Auris, the 860 kW GT guaranteed the safety return to port of
the ship. Due to these benefits, after 20000 hours of GT operation with no issue generated,
a 4.1 MW GT from the British Thompson-Houston company was installed onboard Auris
to replace all the Diesel engines in 1959. On the other hand, the US replaced the steam
power plant installed onboard the ship SS John Sergeant with a heavy-duty gas turbine from
General Electric (GE) dealing with 4.85 MW nominal power and 317 g/kWh specific fuel
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(a) (b)

Fig. 2.1 The container vessel Eurofreighter (a) [4] and the LNG carrier Lucian (b) [5].

consumption. The high temperature corrosion was avoided by purifying the Bunker C fuel
from the sodium content as well as adding inhibitors of vanadium. From this first test on, GE
became the main company selling heavy-duty GTs for the marine sector. On the other hand,
in 1968 the US installed two 14.7 MW Pratt-Whitney FT4A-2 aeroderivative gas turbines
onboard the roll-on/roll-off ship Callaghan, which transported freights and trucks for the
US Army between New York and Bremerhaven. Due to a maximum ship speed equal to
26 knots, the Callaghan resulted the fastest ship of the period and continued to work up to
1991. Successively, installation of gas turbines was considered for newly built merchant
ships where specific characteristics offered by GTs could provide significant benefits for the
ownerships. In particular, drawbacks provided by GTs in terms of SFC in comparison to
Diesel engines lost relevance for ships requiring high capital costs or, alternatively, where
reduced maintenance costs and high power/volume ratio were needed. The main types of
merchant ships where GT installation was considered before the 1970 is reported below.

• Container vessels: since they transport finished products ready to be sold, they need to
operate with high ship speed (≈ 27 knots) and high power/volume ratios. Interestingly,
both these two specific requirements well fit with gas turbines. In the 70s, four container
ships (i.e. Euroliner, Eurofreighter, Asialiner and Asiafreighter) each powered by
two Pratt-Whitney FTA4-12 gas turbines started working (see figure 2.1). Each GT
delivered 22.38 MW with SFC 332 g/kWh and mechanically drove a controllable pitch
propeller by means of two stage gearbox. Overall, GTs provided a 12% higher volume
available onboard for freights in comparison with steam power plants dealing with
comparable sizes and a ship speed Vship equal to 26 knots was ensured.

• Tankers: in 1975, six different tankers dealing with 35000 tonn Gross Tonnage start
working, the first one being the Chevron Oregon. Each tanker was equipped with a
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Fig. 2.2 Propulsion plant installed onboard the tanker Chevron Oregon. Air intakes (1), start-up motor
(2), gas turbine (3), regenerator (4), reduction gearbox (5), alternator (6), electric motor (7), thrust
bearing (8) [6].

regenerative GE MS3002 9.325 MW gas turbine enabling a 15 knots navigation ship
speed. A 2.2 MW Ruston TB 3000 gas turbine was additionally installed onboard to
guarantee the safety return to port in case of failure involved with the main GT. An
electric propulsion configuration was adopted instead of the mechanical one, hence it
was possible to install GTs on a higher deck in the hull with respect to electric motors
driving propellers, with reduced volumes required by air intake and discharge ducts.

• Liquefied Natural Gas (LNG) carriers: Since GTs could operate on natural gas without
combustion issues which instead arose for reciprocating engines, they were installed
on many LNG carriers. As an example, the 29000 m3 LNG carrier Lucian built in 1975
was equipped with a 15 MW MM5212R regenerative gas turbine from GE (see figure
2.1). Propulsion plant was able to guarantee 20 knots navigation speed and both boil
off gas (BOG) and heavy fuel oil could be burned in the combustion chamber.

• Roll-on/Roll-off ships: in 1975, two roll-on/roll-off ships (i.e. Seaway Prince and
Seaway Princess) dealing with an integrated electric power plant configuration based
on GTs started sailing. A 9 MW MM3012R regenerative gas turbine from GE was
installed within the engine room and enabled a 18 knots ship speed.

• Bulk carriers: in 1977, the bulk carrier Iron Carpentaria was equipped with 8 MW
MS3002R regenerative GT from GE and a ship speed of 15 knots was guaranteed. An
epicicloidal gearbox was used to reduce the gas turbine rotational speed (6556 rpm) to
the propeller one (112 rpm).
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• Ferries: in 1977, the Finnjet, i.e. the first ferry powered by GTs started working.
It was able to transport 1532 passengers and 350 cars and it operated in the Baltic
Sea between Helsinki (Finland) and Travemunde (Germany). The journey lasted
22 hours, thanks to a navigation ship speed of 30.5 knots. Propulsion power was
supplied by two FT4C-1DLF Pratt Whitney gas turbines, each delivering 28 MW. A
controllable pitch propeller rotating at 171 rpm was mechanically connected with the
GTs by means of a tree-stage gearbox with a 22.2:1 reduction ratio. Quick start ability
(under few minutes), deep reliability and reduced maintenance stop periods (2 hours
of maintenance every 22 hours of operation) were required to complete more than
150 trips per year. Successively, the Finnjet was equipped with an additional 14.5
MW medium-speed Diesel engine to reduce fuel consumption in season where lower
demand was present.

Although it was perfectly expected that the GT would not undermine the consolidated
performance of Diesel engines and steam power plants, its application in the 70s was
penalized by its high specific fuel consumption and need for cleaner fuels than residual oils.
On the contrary, at the end of the 60s, the quality of the residual fuel which could be burned
by Diesel engines considerably worsened to limit operational costs. Successively, in 1974
the energy crisis and the consequent increase in the fuel price dealt a severe blow to the GT
installations onboard ships. Initially, GT-powered ships operated at reduced speeds to lower
fuel consumption. E.g. the four container ships built by Seatrain Lines Inc (i.e. Euroliner,
Eurofreighter, Asialiner and Asiafreighter) reduced navigation speed from 26 to 20 knots.
However, since GT performance deteriorate at part-loads, reduced savings were obtained.
Thus, ship power plants based on GTs were successively converted by replacing gas turbines
with Diesel engines. The Euroliner, Eurofreighter, Asialiner and Asiafreighter were equipped
with two medium-speed four-stroke Diesel engine SWD TM620, each delivering 12 MW.
Analogous conversion took place for the iron Carpentaria bulk carrier, where in 1983 the
heavy-duty GT was replaced by two medium-speed Diesel engine Wärtsilä Wasa 12V32,
each delivering 8 MW at 720 rpm. Instead, the LNG carrier Lucian was equipped with a
low-speed two-stroke 7RND76M Sulzer engine in 1980. Therefore, from 1980 onwards, few
merchant vessels where GTs initially offered economic benefits, remained powered by them.
However, in the meantime, GTs were technically improved in both power generation and
aviation fields. Specifically, the maximum cycle temperature and turbomachinery efficiency
were significantly increased, with consequent benefits in terms of SFC and power/volume
ratio. For this reason, application of GTs into the naval field was re-launched when new
needs arose in the 90s. Specifically, one of the main drivers was the need for inter-city or
coastal ship routes, with high speed sailing conditions (around 40 knots) as well as installed
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(a) (b)

Fig. 2.3 The fast ferry Seajet 250 (a) [7] together with schematic view of propulsion plant it dealt with
(b) [6]. Air intake (1), gas turbine (2), reduction gearbox (3), waterjet (4), exhaust duct (5), silencer
(6).

power larger than 60 MW required. In order to reduce ship drag and increase the payload,
most of the attention was paid on thin hulls, resembling those of catamarans, as well as on
prime movers dealing with high power/volume ratio. In this scenario, GTs were installed
onboard fast ferries operating in the North Sea, English Channel and Mediterranean Sea. E.g.,
the fast ferry Seajet 250 was equipped with two LM1600 GTs, each delivering 14.92 MW
with an efficiency of 36%, to reach 44 knots ship speed. The duration of the journey passed
from 1 hour and 45 min provided by Diesel engines to 45 min. Similarly, in 1996-1997
Stena Line started operating three new fast ferries HSS1500 powered by GTs, targeting the
maritime transport between England, Holland and Ireland. HSS1500 ferries were 125 m long
and 40 m wide, and they were able to transport 1500 passengers together with 375 cars at a
40 knots ship speed. These ferries were equipped with two 20.2 MW LM2500 and two 13.1
MW LM1600 gas turbines.
Finally, in recent decades, complex power plant architectures grounded on GTs have been
installed onboard few cruise ships (e.g., Millennium and Infinity from Celebrity or Radiance
of the Seas from the Royal Caribbean). However, despite the compactness of GT guarantees
more volume and weight available for passengers or freights, few applications have been
developed in the civil maritime sector. Since environmental aspects and more sustainable
fuels are increasingly important in recent years, the benefit of burning low-grade fuels, which
leaded reciprocating engines to dominate the maritime sector through reduced operational
costs, inevitably loses its relevance in favour of the mature fuel flexibility provided by GTs.
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Fig. 2.4 Rolls-Royce RM60 intercooled and regenerated gas turbine. LP axial compressor (1), first
intercooler (2), IP centrifugal compressor (3), second intercooler (4), HP centrifugal compressor (5),
regenerator (6), combustion chamber (7), HP turbine driving IP and HP compressors together with
propeller (8), LP turbine driving the axial compressor (9), outlet duct (10).

2.1.2 Military field

In the military forces, the spreading of aeroderivative GTs started in the 50s and has succes-
sively experienced a monotonic growth, owing to their high power/volume and power/weight
ratios, their quick start ability and their easy replacement in case of failure. In 1953, the Royal
Navy first replaced the steam power plant installed onboard the gun boat HMS Grey Goose
by 9 MW RM60 from Rolls-Royce. As can be seen from the schematic view reported in
figure 2.4, regenerator 6 and intercoolers 2-4 were coupled with RM60 to improve electrical
efficiency. In 1958, the Brave class of coastal guard ships of the Royal Navy was equipped
with the 3.35 MW Rolls Royce Proteus gas turbine and analogous propulsion plant was
successively adopted by the Danish and Swedish Navies, for a total number of 40 sailing units.
Since these first two tests in the Royal Navy revealed the high reliability and compactness of
GTs, the UK government ruled in 1968 that engine rooms based on GTs would be installed
onboard all the military ships of the Navy, independently from the ship type. E.g., in the
1975, the Sheffield destroyer, equipped with two 21 MW Olympus and two 3.2 MW Tyne
gas turbines entered the Royal Navy and, successively, other 5 twin ships were built. The
power plant installed onboard allowed to reach 28 knots speed within 58 seconds from the
turning-on.
Where the US Navy is concerned, in the 70s GE opened a venture with FIAT Avio with
the aim of adapting the aeroengine TF39/CF-6 to marine applications. As a main result,
the aeroderivative gas turbine LM2500, able to deliver 20.51 MW at SFC =230 g/kWh,
was produced. This GT model has gained great interest in the military field, hence many
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improved versions have been developed up to now. E.g., the destroyer Spruance, with a
64 MW installed power supplied through four LM2500 GTs, entered into service in the
US Navy. The maximum ship speed available consisted in 30 knots and 30 ships of this
class were globally built. In the 1978 analogous venture developed the LM500 GT from
the TF34 aeroengine. In table 2.1 the main aeroderivative gas turbines produced by GE
and Rolls-Royce and used in military field are reported. It must be remarked that power

Gas Turbine Model Power [MW] E f f iciency ṁa + ṁ f [kg/s] T4[ ◦C]
R-R Tyne 4 0.292 - -
R-R Spey 19.5 0.374 67 458

R-R Olympus 22 0.291 - -
R-R RB211 27 0.361 - -
R-R WR21 25.2 0.42 73 355
R-R MT30 36 0.41 - 440
GE LM 500 4.47 0.312 16 565
GE LM 1600 14.92 0.367 47 510
GE LM 2500 25.06 0.371 70 566

GE LM 2500+ 27.6 0.385 81 516
GE LM 2500+G4 35.3 0.413 93 549

Table 2.1 Aeroderivative gas turbines produced by GE and Rolls-Royce and traditionally installed
onboard military ships [6].

plants combining GTs and Diesel engines are currently installed onboard modern warships,
with the aim of lowering fuel consumption at reduced navigation speeds [71, 72]. Indeed,
cruise conditions of military ships usually relate to 15-18 knots, which correspond to 60% of
the power load required to reach maximum speed (see figure 2.5). Furthermore, maximum
ship speed operating conditions last for only 10-15% of the useful life of the vessel. Thus,
combining different prime movers can result useful to keep the efficiency high in both cruise
and maximum ship speed conditions.

2.1.3 Operating principles of gas turbines

Aeroderivative gas turbines are aircraft engines, where nozzle is replaced by power turbine.
Since they are lighter and low volume requiring than heavy-duty GTs, they are commonly
used for marine applications, as explained in details in section 2.1. For this reason, in
the present thesis aeroderivative configuration is considered, whose thermodynamic cycle
in the (T,s) diagram is reported in figure 2.6. In the rest of the thesis, the nomenclature
reported in figure 2.6 is adopted. The air intake is enabled by the compressor, which increases
pressure and temperature levels of the flow from station 2 to 3. Then, the air flow passes
through the combustion chamber, where the fuel is injected and combustion takes place in
order to improve the energetic content of the flow before expansion in the turbine modules.
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Fig. 2.5 Power requested for propulsion in military ships dealing with different tonnage (indicated in
tonn next to the curves) [6].

Specifically, the flow exiting combustion chamber first expands in the gas generator (GG)
turbine module, which mechanically drives the compressor. Successively, residual energy
content of the flow is utilised in the power turbine (PT) module to generate electrical power.
In simple-cycle architectures (see figure 2.6), the exhaust gas exiting PT is then released into
the ambient. Despite significant progress has enhanced the thermal efficiency of simple-cycle
GTs from 25% in 1960 to the current 40% [73], more complex cycles were developed in the
maritime sector aiming at approaching the low SFC enabled by large size Diesel engines.
Specifically, three main architectures were developed to improve efficiency and power output
of gas turbines in both nominal and part-load operating conditions:

• Intercooled cycle : Compression is split into two parts, each one characterized by
reduced pressure ratio β . An intercooler is added between high-pressure and low-
pressure compressors with the aim of reducing the overall power requested for com-
pression. Specifically, increase in net power output is achieved and possibly also
thermal efficiency benefits occur in case thermodynamic parameters are optimized.

• Recuperated cycle : a recuperator recovers waste thermal power from the exhaust
gases of GT and transfers it to the compressed flow before it enters the combustion
chamber. In this way, less primary energy is used within the combustion process to
reach a certain target value of temperature T4. Overall, benefits in terms of both thermal
efficiency and net power may be obtained.
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Fig. 2.6 Thermodynamic cycle for aeroderivative gas turbine (left side) and the LM2500 GT (right
side) [8].

• Combined cycle : since high thermal power is available from the exhaust flow exiting
GTs, recovering it in a bottoming steam cycle guarantees a more efficient exploitation
of primary energy. Indeed, thermal energy at high temperature is not wasted, since it is
used to generate more electrical power by steam turbine.

Parametric studies were carried out by GT manufacturers to establish the optimum
performance each cycle configuration may provide, mainly varying temperature T4 and
pressure ratios. Furthermore, performances obtained combining intercooled and recuperated
cycles were also assessed. This strategy was applied in the Rolls-Royce WR-21 ICR
gas turbine and enabled a 42% thermal efficiency across 70% of the GT operating range.
However, complexity and some correlated issues arising in the marine environment thwarted
its commercial success, despite it was proved to be reliable and highly efficient over brief
service. Further drawbacks from the ICR configuration consisted in high costs and volumes.
Overall, the highest thermal efficiency and net power were obtained by the combined cycle
layout. However, within the maritime sector, the major drawback of combined cycles
consists in additional volumes and weights required by the Heat Recovery Steam Generator
(HRSG). Nevertheless, in recent decades marine applications of gas-steam combined power
plant architectures are currently receiving attention due to their operational flexibility, low
environmental impact and reduced fuel consumption rate, with consequent benefits within a
energy transition scenario [74–77].
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2.2 Steam turbines

In the maritime sector, steam turbines played a significant role in the 50s-60s when they
replaced reciprocating steam engines onboard ships dealing with ≥20-30MW power demand
(see figures 2.8 and 2.7). Successively, the number of new vessels powered by steam turbines
increased constantly up to 1975, due to novel trends growing in the maritime sector in that
period. Specifically, some new types of ships, such as bulk carriers, supertankers and LNG
carriers started to widespread and their operational characteristics appeared well suited to
install onboard steam power plants. Furthermore, in order to limit cost penalties generated
by the closure of the Suez Canal, ship owners were induced to build even larger oil tankers
and bulk carriers, with installed power up to 60 MW. Similarly, the capacity and installed
power of container ships increased: in the 60s their maximum capacity was 1500 TEU with
a corresponding maximum ship speed of 22 knots; successively, vessels dealing with 2300
TEU and 25-30 knots speed were designed, with an overall installed power reaching 80 MW.

Fig. 2.7 HP (left) and LP (right) modules of a 28.5 MW steam turbine from TOSI for naval application
[6].

Since steam turbines were able to reliably deliver such high power levels, they experienced
an increasingly widespread onboard these types of ships. However, thin hulls were necessary
to reduce ship drag at high ship speeds, hence the volume and positioning of the steam
power plants onboard needed to be carefully chosen in order to increase the number of
freights transported. Between 1965 and 1975, steam turbines were also applied to LNG
carriers and nowadays they continue to represent the most common solution for these
vessels [78], since the boiler of a steam power plant can be fed by BOG produced while
sailing with no combustion issues. Table 2.2 summarises the main features of the steam
power plants installed onboard ships during the 60s-70s together with the manufacturers’
details. As visible in table 2.2, the pressure and temperature levels at the steam turbine inlet
(i.e. pi,HPT and Ti,HPT ) resulted quite increased in comparison to the corresponding values
adopted in the first steam turbine installed onboard ships during the 50s (i.e. pi,HPT =40
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Fig. 2.8 HP and IP modules of steam turbine installed in a multiple superheating UR steam power
plant from Kawasaki (left) and a schematic view of the entire plant (right) [6]. Left side: clutch (1),
exit of HP steam turbine towards reheater (2), HP steam turbine (3), inlet of reheated steam into the IP
steam turbine (4), IP steam turbine (5), flexible joint (6), exit of IP steam turbine towards LP module
(7), inlet valve for HP steam turbine (8), flexible support (9). Right side: steam generator (GV), HP
steam turbine (AP), IP steam turbine (MP), LP steam turbine (BP), users (U), condenser (C), pumps
(Pe and Pa), regenerator (S), deaerator (D).

Properties IHI R-802 Kawasaji Mitsubishi GE Pametrada Stal-Laval
Pel [MW] 24.619 22.38 22.38 22.38 22.691 21.177

Nprop [rpm] 101 80-100 0 80 110 -
pi,HPT [bar] 84.4 100 88-102 102 70 100
po,RSH [bar] 6 20 - 18.5 14.8 22
To,RSH [ ◦C] 520 520 510-538 510 538 507

ηboiler [-] 0.89 0.9 0.9 0.9 0.9 0.9
Nse 4 5 5 5 5 5

SFC[g/kWh] 261 239 241 237 239 244
Table 2.2 Thermodynamic features of the steam power plants installed onboard ships during the
60s-70s [6].

bar and Ti,HPT =450 ◦C). However, weaker increase was promoted by manufacturers on the
maximum temperature, since Cr-Mb steals continued to be used for the superheater pipes
and the first stages of turbine, otherwise the more expensive austenitic steal would have been
necessary. It must be underlined that increasing maximum pressure level at nearly fixed
maximum temperature implies reduced specific volume in the first rows of the steam turbines
(i.e. lower height of blades) and more water droplets generated in the final part of flow
expansion. To mitigate these drawbacks as well as improve thermal efficiency of the cycle,
the multiple superheating was commonly adopted, as visible in table 2.2. The number of
steam extractions Nse was kept equal to 4 and 5 for power plant configurations dealing with
single or multiple superheating, respectively, with the aim of optimizing electrical efficiency.
Technical improvements summarised in table 2.2 with respect to the steam power plants
commercially available in the 50s provided SFC≈238 g/kWh and electrical efficiencies
around 35%. Overall, the main driver for these modifications derived from the contemporary
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diffusion of large-size Diesel engines in the maritime sector, which undermined STs in their
typical applications.
In the following, the main types of vessels powered by steam turbines in 70s are reported,
adopting a treatment by examples.

• Bulk carriers: in 1970 began service Universe Kure, the largest bulk carrier in the
world, aimed at transporting salts from Mexico to Japan and dealing with a 155000
tonn capacity. It was equipped with a 20 MW IHI-GE-JM steam turbine guaranteeing
15.5 knots ship speed. Steam was generated by two IHI-Foster-Wheeler boilers at 42
bar and 463 ◦C.

• Oil tankers: in 1972 the oil tanker Nissek-Haru, dealing with 372698 tonn Gross
Tonnage, started sailing. Propulsion power was supplied by a 30 MW IHI steam
turbine, mechanically coupled with a 90 rpm propeller and enabling a 15 knots ship
speed.

• LNG carriers: in 1972 the LNG carrier LNG Gadinia started sailing for the Shell
Tankers company. It was able to transport 75000 m3 of LNG and was equipped with a
5.5 MW steam power plant manufactured by Atlantique Stal-Laval, which guaranteed
a 19 knots ship speed.

• Container ships: table 2.3 summarises the container ships exceeding 2000 tonn capacity
built between 1971 and 1973. Overall, the reported container vessels operated at 25-30
knots and were characterized by installed power around 44-88 MW. Among all the 38
ships, 24 were powered by steam turbines, 10 by two-stroke Diesel engines and 4 by
gas turbines. As an example, the Tokyo-Bay, dealing with a 2000 TEU capacity, was
equipped with two Stal-Laval steam turbines fed by steam at 65 bar and 513 ◦C.

In 1974, the strong increase in fuel cost due to the energy crisis imposed a significant
reduction in fuel consumption onboard ships. Thus, as a first strategy, the ship speed was
reduced. However, deeper effects of the energy crisis on the power plants installed onboard
occurred only beyond 1977. Indeed, from the 1977 on, there was a significant reduction
of new ships powered by steam turbines, since two-stroke turbocharged Diesel engines
were able to burn the same low-quality fuels used in steam power plants but with higher
thermal efficiency. This triggered the installation of Diesel engines onboard ship types,
where steam turbines previously had the monopoly during the 70s. Table 2.4 shows a
comparison between two-stroke Diesel engines and steam turbines in terms of costs: benefits
concerning maintenance, lubrication and reliability guaranteed by steam turbines were not
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Ship Year DWT Knots Engine Engine Type MW
Asialiner 1971 28400 26 Pratt-Whitney GT 2x22.38

Asiafreighter 1972 28400 26 Pratt-Whitney GT 2x22.39
Benalder 1972 35000 26.5 AEI ST 2x32.38
Benavon 1973 35000 26.5 AEI ST 2x32.38

Bremen Express 1972 43800 26 Stal-Laval ST 2x29.44
Cardigan Bay 1973 35000 26 Stal-Laval St 2x29.44

City of Edinburgh 1973 35000 26.5 AEI St 2x32.38
Elbe Maru 1972 34550 25 B&W D 1x25.215

Eurofreighter 1971 27984 26 Pratt-Whitney GT 2x22.38
Euroliner 1971 27984 26 Pratt-Whitney GT 2x22.38

Hamburg Express 1972 42100 26 Stal-Laval ST 2x29.44
Hong Kong Express 1973 43800 26 Stal-Laval ST 2x29.44

Jutlandia 1972 32200 26 B&W D 1x22.38
Kamakura Maru 1971 29200 26 Mitsubishi ST 2x29.44

Kiso Maru 1973 32300 25.3 Sulzer D 2x25.96
Kitano Maru 1972 29150 26 Mitsubishi ST 2x29.44

Korrigan 1973 35000 26.5 AEI ST 2x32.38
Kurobe Maru 1973 32300 25.3 Sulzer D 2x25.96
Kurama Maru 1972 29200 26 Mitsubishi ST 2x29.44
Kowloon Bay 1972 35000 26 Stal-laval ST 2x29.44
Liverpool Bay 1972 35000 26 Stal-laval ST 2x29.44

Nedlloyd Dejima 1973 34000 26 Stal-laval ST 2x29.44
New Jersey Maru 1973 32850 26 B&W D 2x25.96

Nihon 1972 26500 26 Gotaverken D 1x21.04
Remuera 1973 26500 23 AEI ST 2x17.66

Oasaka Bay 1973 35000 26 Stal-laval ST 2x29.44
Rhine Maru 1971 29300 26.1 Mitsubishi ST 2x29.44

Sealandia 1972 32200 26 B&W D 1x22.38
Sea-Land Commerce 1973 25700 30 GE ST 2x44.16

Sea-land Echange 1973 26500 30 GE ST 2x44.16
Sea-Land Galloway 1972 25700 30 GE ST 2x44.16
Sea-Land Maclean 1972 26500 30 GE ST 2x44.16

Sea-Land Trade 1973 26500 30 GE ST 2x44.16
Tokyo Bay 1971 35000 26 Stal-laval ST 2x29.44

Tokyo Express 1973 43800 26 Stal-laval ST 2x29.44
Toyama 1973 27200 26 B&W D 1x22.38

Verrazzano Bridge 1973 34900 25.9 MAN D 2x29.84
New York Maru 1973 32850 25.3 Sulzer D 2x25.96

Table 2.3 Container ships exceeding 2000 tonn capacity built between 1971 and 1973 [6].

compensated by the cost penalties caused by higher fuel consumption. Thus, major steam
turbine manufacturers spent lots of efforts in increasing the thermal efficiency of their steam
turbines. Specifically, in 1978 Stal-Laval started the Very Advanced Propulsion (VAP)
research project aimed at improving steam power plant performance. Thanks to changes in
thermodynamic cycle configurations, turbine blades and reduction gearboxes, steam turbines
returned competitive with Diesel engines for ≈ 20 MW sizes. Maximum temperature and
pressure consisted in 600 ◦C and 126 bar, respectively, and multiple superheating at 600 ◦C
and 28 bar was present. The flow expansion was performed by means of three STs working
at high (HP), intermediate (IP) and low (LP) pressures, all dealing with high rotational
speeds (i.e. 12000-14000 rpm) to reduce volumes. In order to avoid corrosion instigated
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OPEX term ST[%] Diesel[%]
Fuel cost 86 64

Lubrication cost 1 2
Maintenance cost 5 8

Table 2.4 Comparison between two-stroke Diesel engines and steam turbines in terms of costs [6].

by exhaust gas at high temperature, Fluidized Bed Combustion (FBC) guaranteed steam
heating during each superheating process. Despite the VAP project obtained significant
energy savings (i.e. a 5% reduction of SFC), steam turbines were not re-launched in the
maritime sector. Specifically, less than 10 new ships built in the 80s were equipped with
steam turbines. Particularly, LNG carriers and oil tankers remained the only vessel types
onboard which steam power plants continued to be installed. This mainly derived from both
possible combustion of BOG in boilers for LNG carriers and large amount of steam necessary
for cleaning tanks and heating petroleum in tankers (e.g. see the case study of the LNG
Methania reported above). On the other hand, where ships built before the 80s and powered
by steam turbines are concerned, their operating ship speed was reduced from 21-30 knots
to 16-18 knots with the aim of lowering fuel consumption, despite drawbacks on efficiency.
However, since two-stroke Diesel engines simultaneously reached SFC ≈ 200 g/kWh, ship
owners started replacing steam power plants onboard existing vessels to gain cost benefits,
especially for oil tankers and container ships. E.g., the oil tanker Mobil Hawk, built in 1976
and dealing with a 27 MW GE steam turbine, was equipped with two four-stroke Diesel
engines SEMT Pielstick and more than 60 tonn of fuel per day were saved, due to SFC
reduction from 277 g/kWh to 187 g/kWh. However, the lubrication oil consumption was
increased from 15 kg/day to 780 kg/day. Due to the economic benefits obtained, the Mobil
company decided to convert other 4 oil tankers, previously powered by steam turbines, to
Diesel engines. Nevertheless, also other ship types experienced analogous conversions. This

(a) (b)

Fig. 2.9 Schematic view of the power plant installed onboard the cruise ships Galaxy (a) and Queen
Elizabeth 2 (b) [6]. Left side: large-size Diesel engine (1), small-size Diesel engine (2), electric
generator (3), Diesel generator (4). Right side: Diesel engine (1) and electric motor (2).
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was the case of the cruise ship Queen Elizabeth 2, where two 21 MW steam turbines were
replaced by nine four-stroke Diesel engines MAN B&W 9L58/64 delivering an amount of
88 MW (see figure 2.9). Nowadays, steam power plants are unused within the merchant
navy, whereas they continue to be installed on aircraft carriers, nuclear submarines and some
frigates. Recently, the use of steam turbines in the marine sector was re-launched in the form
of gas-steam combined power plants, currently used on some container (CMA CGM) and
cruise (Radiance of the Seas, Jewel of the Seas, Celebrity Constellation, Celebrity Summit,...)
ships.

2.3 Reciprocating engines

Diesel engines were introduced in the marine sector since the dawn of the 1900 and succes-
sively experienced a constant growth up to reach the current monopolistic position for ship
propulsion [79]. The first ship powered by Diesel engines normally sailing was the river boat
Petit Pierre, which entered into service in august 1903 transporting freights along Rhene and
Marna. Propulsion load was supplied by a controllable pitch propeller driven by a 18.6 kW
four-stroke Diesel engine rotating at 360 rpm. First, both two-stroke and four-stroke Diesel
engines from the terrestrial transport sector were installed onboard ships. However, in 1905
the first two-stroke Diesel engine specifically designed by Sulzer for marine applications was
commercially available. It was able to ensure a 65 kW net power when rotating at 375 rpm,
with a mean effective pressure MEP=4.41 bar. From 1911 up to 1930, few modifications
were introduced to improve scavenging, filling coefficient, intake and exhaust strokes (for
four-stroke configurations). Furthermore, the bore was increased up to 900 mm and double-
acting pistons were introduced as response to the increasingly high power demands requested
by ship owners. In this context, in 1943 Sulzer introduced the SD engine class, which dealt
with a single wash pump for each cylinder to reduce volumes. Then, in 1954, the RSD class
introduced rigid arms instead of oscillating levers to improve simplicity and reliability of
the valve operating system. Focusing on both SD and RSD classes, the delivered power
was increased adopting larger bores (nearly 1000 mm) and slightly higher rotational speed,
whereas the MEP experienced weak variations passing from 4.9 bar to 5.4 bar. In parallel, in
1954 the first boosted Diesel engine entered production from Sulzer. Specifically, the SD72
engine was coupled with a pulse-type turbocharger which increased MEP up to 6.24 bar,
with consequent benefits in terms of power, whose value passed from 514 kW to 662 kW. In
1959, Sulzer launched the first Diesel engine specifically designed to include turbocharging,
i.e. the RD90 engine. The main characteristics of the RD90 engine were 900 mm bore,
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1550 mm piston stroke, MEP = 8.65bar and 1.69 MW/cylinder. Aimed at achieving higher
thermodynamic performances without losing reliability, in 1968 the constant pressure type
turbocharging was introduced by Sulzer in the RND105 engine together with improvements
in the bore cooling system. From 1950 to 1970, in order to reduce the impact of charter
rate on the final price of freights, gigantism strategy for bulk carriers and oil tankers was
followed by the major maritime companies and the trend was intensified after the Suez Canal
closing. In those years, Ultra Large Crude Carriers up to 560000 DWT and container ships
started to spread. High propulsion power demands requested onboard these vessels (≥ 30
MW) could not be supplied by reciprocating engines, which also provided lower thermal
efficiencies in comparison to steam power plants. When large size two-stroke Diesel engines
were designed thanks to supercharging, steam turbines continued to be preferred on specific
types of vessels where volumes and weights were particularly relevant. Then, in 1973-1974
the energy crisis moved research efforts from increasing power/cylinder ratio to reducing
their SFC. Furthermore, to increase propulsion efficiency the diameter of propellers was
increased, hence the rotational speed of Diesel engines, directly coupled with them, was
also lowered. Thus, two-stroke Diesel engines characterized by high stroke/bore ratios
(C/D ≈ 2.1) were introduced in 1980-1982 (e.g. the RLB series from Sulzer). Thanks to
the longer time available for burning fuel, combustion process was significantly improved
and SFC=182 g/kWh was achieved. This determined the spreading of two-stroke Diesel
engines onboard ships traditionally powered by steam turbines. Reinforcing of this trend was
instigated by the further increase in fuel prices which occurred during the Iranian revolution
and Iran-Iraq war, where super-long stroke engines were adopted (e.g., the RTA84M engine,
dealing with SFC =158 g/kWh). During 2000s the main target of research concerning
reciprocating engines became reducing production costs. Consequently, the power/cylinder
ratio was increased from 3.46 MW/cylinder (RTA84M) to 5.72 MW/cylinder (RTA96C).
Finally, from 2005 on, off-design performances of reciprocating engines have been improved
by means of electronic control systems.
On the other hand, focusing on four-stroke Diesel engines, they were the first type of re-
ciprocating engine developed within the terrestrial transport and power generation fields.
Successively, the small size of four-stroke Diesel engines appeared well fitted for submarine
propulsion during the World War II. Around 1950, the medium-speed four-stroke Diesel en-
gines start spreading onboard ships for two main reasons: all the merchant vessels destroyed
during the war needed to be re-built as well as new types of ships such as Roll-on/Roll-off,
Fast Reefer ships, Lighter Aboard ships (LASH), Ropax and ferries appeared over the seas.
Specifically, these new ship classes required high navigation speed, low engine room volume,
high propeller rpm and low hull draft. Similarly to the two-stroke Diesel engines, the energy
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crisis imposed a change of route: lowering specific fuel consumption and enabling the
possibility of burning low-quality fuels became the new targets for four-stroke Diesel engines,
instead of increasing power/weight ratio. Specifically, in order to deal with low-quality,
cheaper fuels, the feeding system was improved by increasing injection pressure (≈ 1300
bar), reducing diameter of pulverizer holes and adopting alloys resilient to vanadium and
sulphur corrosion (i.e. Nimonic). Then, in the 2000s the target switched to lowering the
investment cost of four-stroke Diesel engines, hence the power/cylinder ratio was increased
up to 2 MW/cylinder and the bore diameter settled around 600 mm. Table 2.5 summarises the
main geometrical and operational parameters for medium-speed four-stroke Diesel engines
commercially available a decade ago. As can be seen, the MEP reaches 25-26 bar, whereas
maximum pressure for combustion is around 200 bar (see the MAN B&M 18V48/60B). Thus,
in order to improve thermo-mechanical resistance of the engine, technical tricks previously
developed for two-stroke engines were implemented (e.g. bore cooling). All the four-stroke
Diesel engines were equipped with turbochargers and intercooling was performed after pre-
compression of the new charge outside the cylinder. Overall, SFC reached 175 g/kWh. Today,
high-speed four-stroke engines (≥ 1000 rpm) are also commercially available. Compared
to the medium-speed ones, they deal with higher MEP, higher SFC but triple power/weight
ratio. As final evolutionary step, in recent decades even more stringent regulations concerning

Properties MAN9L58/64 MAN18V48/60B Wärtsilä 9L64 MaK M43C
Ncyl 9 18 9 9

C [m] 640 600 900 610
D [m] 580 480 640 430
C/D 1.1 1.25 1.4 1.42

N [rpm] 428 514 333.3 514
MEP [bar] 23 25.8 25 26.4

MW/cyl 1.39 1.2 2.01 1
SFC [g/kWh] 177 176 175 177

Table 2.5 Main geometrical and operation parameters for medium-speed four-stroke Diesel engines
[6].

both pollutant and GHG emissions are entered into force in the maritime sector [50, 80, 81]
with the aim of gradually implementing energy transition. Thus, extensive research on recip-
rocating engines is currently underway by the major marine engine companies to allow for
alternative fuel combustion. Specifically, reciprocating engines running on typical high-grade
fuels such as natural gas (e.g., dual-fuel or natural gas engines) have been recently introduced
to cope with the ECA zones [82, 83]. In addition, reciprocating engines working on greener
fuels than natural gas (e.g., ammonia, hydrogen,...) are currently under study in a long-term
energy transition perspective.
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Fig. 2.10 General operating principle of Diesel (top) and DF (bottom) engines.

2.3.1 DF engine operation

Dual-fuel (DF) engines are compression ignited engines able to run in either natural gas or
Diesel mode [84]. When operating on gas, a lean combustion process takes place, as shown
in figure 2.10 for four-stroke engines. In details, during the intake stroke, new charge is
formed mixing gas with air upstream of the inlet valves and, then, sucked into the combustion
chamber. The compression stroke increases pressure and temperature levels achieved inside
the combustion chamber and, successively, a small amount of liquid pilot fuel (≈ 2%) is
pressurized and injected into the cylinder by a common rail feeding system to ignite the lean
premixed air-gas mixture. Then, the working stroke takes place and useful torque at the
crankshaft is generated. When piston gets closer to the inferior dead point, the cylinder is
emptied of exhaust gases through exhaust valve blow-out. Then, the inlet valves open and
the process starts again. A backup fuel feeding system based on camshaft-operated fuel oil
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Fig. 2.11 Details on the switching capabilities of DF engines between Diesel and gas modes [9].

pumps is included to allow for 100% fuel oil operation, when unstable combustion of natural
gas mode is surveyed during maneuvering or port conditions. Particularly, stable combustion
during natural gas mode must be attained under those main circumstances:

• Operating conditions during switch from natural gas to Diesel mode and vice versa

• Rapid load variations

• Minimum load condition

Thanks to the lean combustion occurring during gas mode, the injection timing needs to
be optimized and the compression ratio to be increased. Overall, benefits in terms of
higher thermal efficiencies and reduced peak temperatures (i.e. reduced NOx emissions) are
achieved in comparison to Diesel engines [83, 85]. Since pilot flame is generated by diffusive
combustion with negative influence on NOx emissions, the amount of fuel oil injected within
the combustion chamber should be small (≈ 2%). In case a spark plug is used for ignition
instead of pilot injection of Diesel fuel, the natural gas (NG) engines are obtained, working
with lean natural gas-air blends. Focusing on the transition occurring between gas and Diesel
mode in DF engines, two main scenarios can arise (see figure 2.11 for reference):

1. Switch from the Diesel to the gas mode: the Diesel mode is always used in the
starting procedure and it remains enabled up to 60-80% of the nominal engine speed,
when stable combustion of natural gas is ensured. Within 2 min after the switch-over
command, the full gas mode is achieved, with minimal effects on either the engine
power and rpm.

2. Switch from the gas to the Diesel mode: in case natural gas supply stops or failure
occurs, the gas mode is switched over to the Diesel mode in less than 1 s and a
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camshaft-operated injection system is enabled. Due to the instantaneous switch, drops
in power and rpm are avoided.



Chapter 3

Ship propulsion plant configurations

Mechanical and electric propulsion are traditionally distinguished in the maritime sector. By
an historical point of view, mechanical propulsion was the first to be developed: its major
benefit consists in securing high reliability with reduced risk of failures, whereas high ener-
getic efficiency is only guaranteed at nearly nominal operating conditions. Instead, electric
propulsion have been successively introduced with the aim of preserving energy efficiency
over wide operating conditions with less prime movers installed onboard. Within mechanical
propulsion category, prime movers are linked to propellers through shafts and gearboxes,
whereas electrical grid and motors are adopted in electric propulsion configurations (see
figures 3.1 and 3.2). It must be remarked that in mechanical propulsion, distinct engines
supply propulsion and hotel service power demands, whereas each engine can cover them in
the electric propulsion configuration, allowing for energetic optimization. In this framework,
combined (or hybrid) power plants for ships are based on coupling different prime movers in
a single engine room installed onboard. This allows for enhancing benefits and weakening
drawbacks from each prime mover, obtaining energy savings over the whole velocity range
the ship sails. Combined power plants were born essentially for warship applications, where
mechanical propulsion is always preferred. However, operation flexibility can be further
enhanced in case combined power plants are configured for electric propulsion. Both arrange-
ment and type of prime movers included within the engine room determine the acronyms
traditionally used to differentiate combined power plants. Classification of the most common
configurations, available in both mechanical and electric propulsion layouts, is reported
below.

• COmbined Steam And Gas (COSAG): this configuration consists in combining steam
and gas turbines, both of them fed by fuel and enabled to transfer power to the
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(a) (b)

Fig. 3.1 Three-stage reduction gearbox currently installed onboard the aircraft carrier Garibaldi of the
Italian Navy (a) [6]. LM2500 gas turbine (1), first stage reduction gearbox (2), reversing clutch (3),
second stage reduction gearbox (4), synchro-self-shifting clutch (5), thrust bearing (6), third stage
reduction gearbox (7), propeller shaft (8). Schematic view of mechanical propulsion plant based on
reciprocating engine directly coupled with the propeller (b).

propellers. Reduction gearboxes and clutches are necessary in order to switch from
simultaneous to individual operating condition for turbines. The base-load power
is delivered by steam turbine, whereas the maximum ship speed is guaranteed by
additionally turning on gas turbines. As examples, the frigates Ashanti of the Royal
Navy are powered by a 8.8 MW steam turbine coupled with a 6.5 MW gas turbine,
whereas the guided missile destroyer Devonshire deals with COSAG including a 11
MW steam turbine and two 6.5 MW gas turbines.

• COmbined Gas And Steam (COGAS): the same prime movers of the previous configu-
ration are included within the engine room. However, the exhaust gases from the gas
turbine feed the steam turbine by means of HRSG. Thus, a better utilisation of energy
is achieved in comparison to COSAG, with consequently lower SFC.

• Diesel And Diesel (DAD): this configuration covers propulsion demand combining
different Diesel engines, whose mechanical connection with propellers can be enabled
or disabled through a series of clutches and transmission mechanisms (see figure
3.3). Thus, small-size engines are turned on for reduced ship speeds to lower fuel
consumption. The high-speed four-stroke Diesel engines are traditionally adopted
for these power plant configurations, with MEP reaching 20-30 bar. Example of this
configuration are installed onboard small military ships as those of the Cost Guard.
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Fig. 3.2 Schematic view of electric propulsion plant based on gas turbine (1) driving the electrical
motor (2) which delivers power to propeller [6].

• COmbined Diesel And Gas (CODAG) and COmbined Diesel Or Gas CODOG: the
base-load power in cruise conditions is provided by one or more Diesel engines,
whereas the maximum ship speed is achieved by turning on gas turbines. If GTs are
able to cover the entire power demand for the maximum ship speed, the configuration is
referred to CODOG: as an example, the F122 frigates of the German Navy are powered
by two 2.8 MW MTU20VTB92 Diesel engines and by a GE LM2500 18.38 MW gas
turbine. Similar power plants were installed on the Italian Navy frigates Maestrale,
Lupo, Sagittario, Perseo and Orsa. In case power is withdrawn from both GTs and
Diesel engines during the maximum ship speed condition, the configuration is refferred
to CODAG. The corvettes Köln of the German Navy were powered by CODAG plants
based on two 2.2 MW Diesel engines and a 9.5 MW gas turbine, whereas the Italian
frigates Carabiniere (see figure 3.4) and Alpino are powered by two Diesel engine
delivering 2.65 MW each and a 5.5 MW gas turbine. A schematic view of the CODAG
configuration is reported in figure 3.3.

• COmbined Gas And Gas (COGAG) and COmbined Gas Or Gas (COGOG): these
power plants are applied on large-size ships and are based on one or more GTs able to
guarantee high efficiency in cruise condition and one or more GTs to boost operating
condition. In case the base-load GT is not operating at maximum ship speed, the
configuration is called COGOG (see figure 3.3). E.g., this configuration was installed
on the HMS Exmotuh and on the destroyer Sheffield of the Royal Navy. In case
base-load GTs also work during the maximum ship speed condition, the configuration
is called COGAG. As an example, the aircraft carrier Garibaldi is powered by four
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(a) (b)

(c) (d)

Fig. 3.3 Schematic view of CODAG (a), COGOG (b), CODAD (c) and CODLAG (d) power plants.

LM2500 GTs for a total installed power of 70 MW and maximum ship speed 29.5
knots (see figure 3.4).

• COmbined Diesel eLectric And Gas (CODLAG): this configuration is based on two
electric motors driving propellers and moved by Diesel engines or gas turbines. Thus,
it only belongs to the electric propulsion category, not to mechanical one. Diesel
engines are able to cover power demand during port, maneuvering and low ship speed
navigation, whereas gas turbines are turned on at mid or high speeds. Differently from
previous configurations, the same prime movers can be used for propulsion and for
hotel service, hence further benefits in terms of energy savings and number of installed
prime movers (i.e. investment costs) can be obtained. CODLAG systems are currently
installed on submarines and anti-submarine vessels. A schematic view of the CODAG
configuration is reported in figure 3.3.

• COmbined Gas Electric and Steam (COGES): similarly to CODLAG, this configuration
only applies to the electric propulsion category. Indeed, electric motors are interposed
between prime movers and propellers. In this case, gas and steam turbines represent
the only prime movers installed onboard. Specifically, thermal power available within
the exhaust gases of GT is recovered by a bottoming steam power plant through HRSG.
Furthermore, also in this case all the prime movers are enabled to cover both propulsion
and hotel service power demand, hence energy benefits are guaranteed. COGES plants
were installed on some cruise ships, where high thermal power required onboard can
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(a) (b)

Fig. 3.4 The frigate Carabiniere (a) [10] and the aircraft carrier Garibaldi (b) [11].

be covered through part of the large amount of thermal power available from exhaust
gas from GT. Indeed, typical thermal power demand onboard cruise ships cannot
be supplied by only Diesel engines, due to reduced mass flow rate and temperature
feeding the waste heat recovery (WHR) system. A schematic view of the COGES plant
installed onboard the Millenium cruise ship is shown in figure 3.5, whereas comparison
between COGES and Diesel power plants in terms of occupied volume onboard cruise
ships is shown in figure 3.6.
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Fig. 3.5 Schematic view of the COGES plant installed onboard the Millenium cruise ship [6]. Com-
pressor (1), combustion chamber (2), turbine (3), alternator (4), steam turbine (5), condenser (6),
pumps (7,8,10,15), deaerator (9), HRSG (11), economizer (12), evaporator (13), cylindrical drum
(14), superheater (16), LP economizer (17), separator (18), extracted steam (19), thermal users (20),
condensate loop (21).

Fig. 3.6 Comparison between COGES and Diesel-electric power plants in terms of volume occupied
onboard cruise ships [6].



Chapter 4

Fuels

4.1 Marine Gas Oil (MGO), Marine Diesel Oil (MDO) and
Heavy Fuel Oil (HFO)

Crude oil is a mixture of many different hydrocarbons, hence it deals with a very wide boiling
range. Furthermore, crude oil composition is significantly affected on source as well as on
geographical area. For these reason, petroleum refineries constitute complex systems of
multiple operations, which vary depending on both desired product slate and characteristics
of crude oil. The processing scheme of a complex refinery can be divided into two parts [12]:

• Crude oil distillation (atmospheric and vacuum distillation): the crude oil fraction
boiling below 360 ◦C are distilled off under reflux in atmospheric distillation columns.
Typical products recovered are naphtha, kerosene, and light/heavy gasoil. However,
since maximum temperature for atmospheric distillation is limited to 360 ◦C with the
aim of avoiding coking, large amount of residual fuel oil is recovered. Thus, vacuum
distillation is performed to distill off heavier components without exceeding the 360
◦C limit.

• Catalytic and thermal cracking processes: the distillate fractions of the vacuum distilla-
tion are entered into a catalytic cracking unit (e.g., fluidized-bed catalytic cracking,
FCC), where high temperature and crystalline aluminum silicate catalyst are adopted
to break large molecules into lighter hydrocarbons (light cycle oil, which increases
gasoil produced by refinery). On the other hand, residual fractions from the vacuum
distillation are conveyed to the visbreaker, where mild thermal cracking operation
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Fig. 4.1 Schematic view of the working principle of a complex refinery [12].

is performed to obtain 20% of light products which increase the amount of gasoil
generated by the refinery (the remaining part is residual fuel oil).

Since 1987, the international ISO standard ISO8217 defines the requirements for fuels
to be used onboard ships, before conventional onboard treatment (settling, centrifuging,
filtration,...) is made.

In figures 4.2, 4.3 the last updated release for specification is reported. Specifically, the ISO
8217 divides marine fuels into two families: distillate marine fuels (first letter D, figure 4.2)
and residual marine fuels (first letter R, figure 4.3). Each family is successively classified
in several grades, depending on composition of the fuel. Overall, residual marine fuels are
collectively referred to Heavy Fuel Oils (HFOs) and represent the residual fraction from
the distillation process described above. On the other hand, DMA and DMB correspond
to Marine Gas Oil (MGO) and Marine Diesel Oil (MDO), respectively, and are mainly
manufactured from kero, naphtha and light/heavy gasoil fractions. Specifically, MGO
consists in a high-quality marine fuel which is exclusively made of distillates, whereas MDO
is a distillate blended with low quantities of residual fuel oil. As can be seen from figures 4.2
and 4.3, passing from the right to the left side of the reported grades, viscosity, density, flash
point temperature and sulfur content reduce. Indeed, heavy fuel oils deal with ≥ 960 kg/m3

density at 15 ◦C and ≥ 30 mm2/s kinematic viscosity due to the high content of long-chain,
heavy molecules, whereas MDO and MGO are characterized by lower values.
Since the share of the fuel cost is around 30-50% of the total operating costs for a vessel, low-
grade, cheaper fuels (i.e. HFO) have been used for decades in the maritime sector. However,
HFO combustion in reciprocating engines emits a large amount of harmful pollutants, such
as black carbon, sulfur dioxide, nitrogen oxides and particulate matter [86–88]. Furthermore,
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Fig. 4.2 Distillate marine fuel standard from ISO [13].

heavy fuel oils present larger GHG impact (emission factor 1.34 gCO2/kWh) in comparison
to distillates (e.g., MDO emission factor is equal to 0.33 gCO2/kWh). Thus, even more
stringent IMO environmental regulations have been enforced with the aim of curtail CO2,
NOx and SOx emissions and the Marine Environmental Protection Committee (MEPC) has
been established. In this scenario, Emission Control Areas (ECAs) have been creating
worldwide, where Heavy Fuel Oil (HFO) is not allowed yet. For this reason, since 2015 less
residual oil is produced by refineries and even more ships are converted to distillate fuels
[89, 90].

4.2 LNG

Liquified Natural Gas (LNG) is natural gas that has been converted into liquid form for
the ease and safety transport. Thus, LNG consists in a mixture of hydrocarbons, whose
composition depends on the natural gas reservoir source and affects its chemical-physical
properties. Nevertheless, LNG predominately consists in methane (88-99%) along with a
few percent ethane (5-8%), even less propane and butane, and trace amounts of nitrogen [33].
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Fig. 4.3 Residual marine fuel standard from ISO [13].

Boiling point -161.5 ◦C at 1 atm
Freezing point -182.6 ◦C at 1 atm
Density 450 kg/m3

Flammability limits 5-15 by volume
Ignition temperature 538 ◦C at 1 atm
Octane number 120-130
Laminar burning velocity 0.374 m/s
Energy density 22.2 MJ/l

Table 4.1 Chemical and physical properties of LNG [33].

The main properties of natural gas are summarised in table 4.1. Specifically, LNG is non-
corrosive, colorless and odorless. Despite gaseous release from LNG may cause asphyxiation
in case of unventilated areas, it is nontoxic. Boiling and melting point at ambient pressure
corresponds to -161.5 ◦C and -182.6 ◦C, respectively. Furthermore, natural gas can be ignited
when mixed with air in certain concentrations: the superior and inferior flammability limits
for methane/air mixtures coincide with 15 and 5% by volume, respectively [33]. When
natural gas concentration in air exceeds the upper flammability limit, too little oxygen is
present to start burning. On the contrary, when the natural gas concentration is below the
lower flammability limit, too much air is present. The first scenario occurs in closed storage
tanks where the vapor forms but not sufficient air is present for ignition. Instead, the second
situation typically happens in case of small amount of LNG vapors leakages in ventilated
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areas, where the mixture rapidly reaches concentration lower than the inferior flammability
point [91]. Interestingly, only vapors of LNG mixing with air can generate explosive and
flammable gaseous mixtures, whereas explosion and firing should not be considered as
potential hazards in liquid state. Low laminar burning velocity (0.374 m/s) [92] and high
ignition temperature (538 ◦C) relative to other hydrocarbons are shown by vaporized LNG.
Owing natural gas presents low energy density per unitary volume in comparison to other
fuels, either liquefaction and compression are performed to reduce volumes for storage and
transport. Specifically, energy density provided by LNG (22.2 MJ/l) is 2.5 times higher than
that of compressed natural gas (9 MJ/l at 250 bar and ambient temperature) [34], hence
transporting natural gas in liquid form reveals more economically and energy efficient [93].
For this reason, LNG as marine fuel is typically stored onboard ships at ambient pressure and
reducing temperature just below its corresponding boiling point (-162 ◦C). Consequently, the
following challenges need to be addressed:

• materials able to provide high resistance at very low temperatures

• highly performing types of insulation (with low thickness)

• special provisions to avoid shrinkage of the case.

• safety measures to control LNG evaporation and leakage

• positioning and large volumes for containment systems

Where the LNG storage onboard ships is concerned, particular cryogenic tanks traditionally
adopted on LNG carriers are used. LNG tanks can be classified into two different types [33]:

• Membrane containment systems: they consist in double-layer tanks integrated into the
hull with the aim of optimizing space available onboard for passengers or freights.
Since they contribute to the strength of the hull, they are considered structural ele-
ments. A thin layer of metal constitutes the primary barrier, which is sequentially
surrounded by insulation, secondary membrane barrier and further insulation. Primary
barrier is made by high-nickel-content (36%) steel (Invar) or 18% chrome/8% nickel
stainless steel. Membrane tanks are designed in such a way that thermal expansion or
contraction is compensated for without increasing stresses. Between the two barriers,
gas detector and nitrogen atmosphere are usually positioned for safety reasons. Since
membrane containment systems cannot limit the BOG to the amount useful for propul-
sion, adequate re-liquefaction plants are necessary [94]. In figure 4.4 a schematic view
of membrane containment systems is reported. Example of membrane containment
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Fig. 4.4 LNG carrier (left) and its corresponding membrane containment system (right) [14, 15].

systems consist of the GT No 96 and Mark III membrane tanks, which have been
almost exclusively applied to LNG carriers for decades.

• Self-supporting containment systems: three main categories, namely Type A, B and C,
are usually distinguished. Type A self-supporting tanks deal with prismatic shape and
are usually installed onboard fully-refrigerated LPG carriers. Basic stress analysis and
materials not crack propagation resistant are usually used in the design procedure. The
tank is surrounded by insulation materials (e.g. perlite) and a secondary barrier is added
to ensure safety in case of leakage. Specifically, the IGC Code imposes that secondary
barrier must contain tank leakage for 15 days. Type B tanks are often characterized by
spherical shape (Kvaerner-Moss) and a more detailed stress analysis, accounting for
fatigue life and crack propagation, is carried out during the design procedure. Thanks
to its enhanced design, only a drip tray partially performs as secondary barrier. A
thick layer of foam insulation surrounds the tank and a thin layer containing nitrogen
atmosphere to check for leakage. Furthermore, since cool down or warm up of Type
B containment systems can cause significant contraction and expansion (≈ 0.6m),
flexible bellows are adopted to connect pipeline to the tank. The Kvaerner-Moss tank
type is exclusively adopted on LNG and LPG tankers. However, in the future, it is
expected to be installed on large container ships requiring more than 2000-3000 m3

of fuel [95], due to their lower volume-specific cost in comparison to Type C tanks
[96]. Finally, Type C tanks are characterized by cylindrical shape (mono- or bi-lobed),
which allows for high internal pressures (up to 20 bar) but poor utilisation of the hull
volume. Tanks can be installed either horizontally or vertically onboard ships and
are designed according to the conventional pressure vessel code, with detailed stress
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Fig. 4.5 Type B (left) [16] and Type C (right) [17] self-sustaining containment systems.

analysis to guarantee high fatigue strength. For this reason, no secondary barrier is
required, despite concentric-shell structure is anyway present. Inner shell made of
austenitic stainless steel contains LNG, whereas secondary shell prevents leakage. The
space gap between the inner and outer shell is filled by either insulating materials (i.e.
perlite) or is kept under vacuum conditions. Type C tanks are currently the most widely
used storage method for LNG-fuelled ships, where a typical pressure around 5 bar is
adopted to make the gas spontaneously flow towards the power supply of the engines,
with the benefits of no dedicated pumps needed. Furthermore, reduced tank capacity
are enabled (i.e. ≤500 m3) [95].

Since the insulation cannot prevent all external heat from reaching the LNG tank, some of
the liquid boils off during the voyage. Independently from the containment system used,
the LNG boil off gas (BOG) is typically generated at the rate of about 0.10% to 0.15% of
the ship volume per day and accumulates in the atmosphere above the liquid, causing the
tank pressure to increase in time and favouring even more evaporation. Thus, for structural
integrity and safety reasons, BOG must be removed to keep the tank at a constant pressure.
Specifically, the BOG can be vented out, used as fuel in the engine room, burned in auxiliary
boilers to produce steam or re-liquefied. In the first LNG carriers, BOG was burned with
HFO in steam boilers, while the excess was vented out. Recently, strategies for using BOG
that guarantee greater efficiency from an energy point of view have been developed for both
LNG carriers and LNG fueled vessels [97, 98].
Three main types of bunkering infrastructures exist for LNG fueled ships (see figure 4.6):

• Truck-to-Ship (TTS): the LNG truck is connected to the vessel on the quayside by
means of a flexible hose. Due to the still limited demand for LNG bunkering and its
relatively low investment costs for operators, TTS represents the most widely used
bunkering method, as a provisional solution. E.g., in 2008, 50% of the Norwegian
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Fig. 4.6 LNG bunkering options (left) and detailed view of the ship-to-ship method (right) [18, 19].

LNG-powered ferries were regularly supplied by trucks. Furthermore, tanker trucks
can be used also for LNG distribution to users different from ships. However, the
limited capacity of tanker trucks (≈ 40-80 m3) represents the main drawback of TTS
and makes it suitable only for small-size LNG-fuelled ships (i.e. dealing with 50 tonn
maximum tank capacity). Additionally, bunkering completion takes nearly 1 hour due
to the reduced flow rate which can be conveyed from truck to ship (≈ 1000 l/min).
Finally, road connection, space necessary and safety requirements clearly impact other
quayside activities in port (i.e. either cargo and passenger handling). Nevertheless, TTS
results suitable for ships requiring limited bunker volumes (coastguard ships, small
passenger vessels,...) in absence of particular safety restrictions (i.e. the passenger
vessel Viking Grace is refuelled through ship-to-ship system by Seagas).

• Ship-to-Ship: It can take place indifferently at sea, at anchor or along the quayside and
involves bunkering capacity ranging from 1000 to 10000 m3, with consequent high
flexibility ensured. Safety port regulation often allow simultaneous cargo handling
during bunkering, since ship-to-ship relies on mooring the bunker vessel with LNG-
fuelled ship. Two are the main drawbacks of ship-to-ship bunkering. First, LNG bunker
vessels can experience limited operation since LNG demand does not reach a relevant
levels, hence their high investment cost can be hardly paid back. Second, LNG bunker
vessels need authorization to enter in non-petroleum ports, depending on their safety
regulations. Overall, ship-to-ship bunkering is expected to play a major role in future
for ships equipped with ≥ 100 m3 tank capacity (i.e. RoPax, RoRo, bulk carriers and
container vessels) thanks to its operational flexibility.
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• Shore-to-Ship: it consists in bunkering LNG-fuelled ships from tanks or terminals
in port through pipelines, guaranteeing high bunkering rate (3000 l/min). Stable
and long-term bunkering demand in ports is required to be cost effective. The main
drawbacks consist in high investment costs and large space requirements in port, where
limited berth access for shore-ship bunkering can be present.

Until a few years ago, TTS was the most frequently used bunkering configuration, due to
difficulties in developing business case for the other two methods. However, infrastructures
for ship-to-ship and shore-to-ship bunkering are under development worldwide, since they
can offer benefits in terms of capacity, operational flexibility and safety requirements. Inde-
pendently from the bunkering options, few issues must be faced. First, since LNG is at -162
◦C, portable pipes and connections used to transfer it must freeze gradually in order to avoid
ruptures or brittle fracture causing leakage and spillage of LNG. In this case, human contact
should be carefully avoided, since it lead to frostbite and cryogenic burns, whereas fire and
explosion hazards are limited thanks to the ice formation at the leak.
In the recent years, Liquefied Natural Gas (LNG) is emerging as a clean source of energy
for the maritime sector and definitely appears a viable option in bridging energy transition
to sustainability. Indeed, combustion of natural gas generates nearly null particulate matter
(PM) emissions due to impurities and low NOx may be achieved in case of lean-premix
flames reducing peak temperatures. Furthermore, since methane chemically presents the
lowest hydrogen/carbon ratio among all hydrocarbons, significant carbon dioxide emission
reduction can be obtained. Finally, sulphur content in LNG is drastically reduced during
the liquefaction process, hence approximately null SOx emissions are generated. Many
works exist in the literature addressing the extent of emission reduction attained by LNG
combustion rather than burning MDO. The overall trends are reported below [82, 83, 85]:

• 25 - 30% lower carbon dioxide (CO2)

• 85% lower nitrogen oxides (NOx)

• SOx ≈ 0 - almost all the sulfur is removed during purification process

• PM ≈ 0

• No sludge deposits, hence engine life extended.

Owing LNG allows to cope with current environmental regulations in ECA zones, even
more attention is paid by ownerships to it, with consequent thrust on developing adequate
bunkering infrastructures. At 2020, 53 ports where LNG bunkering is available and 37 ports
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Fig. 4.7 Global development of LNG-fuelled fleet [20].

where LNG bunkering facilities are under development were available in Europe. The first
LNG fuelled ship other than LNG carriers started sailing in the Norwegian seas in 2000 [99].
Successively, vessels designed for short-sea routes (e.g. small ferries and Platform Support
Vessels, PSV) came into service powered by LNG [100, 101]. Recently, also tankers, cruise
ships, cargo vessels, Ro-Ro ships and tug boats fueled by LNG have entered into operations
[102]. At the 1 January 2022, DNV estimated the global fleet of LNG-fuelled vessels at 654
units (251 in operation and 403 on order), together with additional 210 LNG-ready vessels.
Overall, LNG-fuelled vessels recently amount to 13% of the new-build order book [103].
On the other hand, focusing on the ultra-large container vessel segment, nearly 50% of the
new-build book consists in either LNG-fuelled or LNG-ready ships.
In order to reduce GHG impact, production of bio-LNG from bio-methane i.e. CH4 coming
from renewable resources, is currently receiving major attention. Two main pathways and
various feedstocks are available for bio-methane production:

• Anaerobic digestion: organic waste, manure, municipal waste and other residues can
be used to produce a mixture of CH4 and CO2 through anaerobic digestion. Then, the
CH4 mixture can be upgraded to reach minimal amounts of impurities.
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• Gasification of biomass: synthetic natural gas is produced from biomass and, then,
upgraded.

• Electrolysis of water: surplus electricity from intermittent renewable power generation
can be used to produce H2 and, then, synthetic natural gas

Overall, agriculture and waste sectors constitute the two largest potential feedstocks for bio-
methane production. By an environmental point of view, these feedstocks for bio-methane
enable huge reduction in GHG emissions, with a twofold benefit [104]:

• prevent methane emissions from the agriculture and waste sectors, which would
otherwise occur naturally without being used to produce renewable energy source

• displace fossil fuels by means of bio-methane

Since bio-LNG is simply liquefied methane, is interchangeable with LNG as a fuel in
existing engines and can be transported, stored and bunkered in ports utilising existing LNG
infrastructure. Burning bio-LNG, initially as a drop-in fuel, can provide 92% reduction of
GHG emissions compared with fossil LNG, with even further benefits possible depending
on the origin of the bio-LNG. E.g., in 2018 Biokraft started operating the world’s largest
facility performing biogas production, biogas upgrading (to bio-methane) and bio-methane
liquefaction. The facility converts the biogas produced by anaerobic digestion of fishery
waste and residual paper mill slurry into 250 GWh/year bio-LNG, which was first used as
vehicle fuel in Norway for busses and heavy trucks. Since 2019, the bio-LNG produced by
the facility is also used to supply cruise ships of the Hurtigruten fleet. Residues from the
bio-LNG production facility are currently supplied to farmers as bio-fertiliser. Analogously,
the world’s largest LNG bunkering operation occurred in Rotterdam in November 2020, i.e.
17300 m3 of LNG supplied to CMA-CGM ultra-large container vessel named JACQUES
SAADE, comprised 13% of bio-LNG [105]. Furthermore, 100% renewable bio-LNG is used
to bunker the dry bulk carrier Viiki from ESL Shipping in Finland [106], two LNG-fuelled
tankers chartered by the Preem company work with 10% bio-LNG blend in Sweden and two
high-speed ferries from the Destination Gotland operator are currently powered by bio-LNG
blends. This shows how bio-LNG presents a very viable business case for ship bunkering in
Europe.
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4.3 Methanol (CH3OH)

Methanol (CH3OH) is one of the simplest alcohols, commonly referred as methyl alcohol
or wood alcohol in the chemical field. Under the current environmental and regulatory
challenges, many factors show its suitability as a viable solution for the maritime sector.
Indeed, combustion of methanol is able to provide lower emissions when compared to HFO
or MDO. Specifically, less than 0.01 g/kWh soot and particulate matter are generated by
CH3OH in Diesel engines, against the 0.1 g/kWh shown by HFO [107]. Then, laboratory and
field tests proved that nitrogen oxide emissions from methanol-fuelled reciprocating engines
are low (i.e. 2-4 g/kWh), despite they slightly exceed the IMO Tier III limit. Additionally,
since methanol is sulfur-free, it avoids sulfur oxide emissions. Due to its similarity to Diesel
fuels regarding transportation requirements, methanol currently appears the best replacement
for gasoline in the future. Indeed, methanol is liquid at ambient pressure and temperature
(boiling point at 64.7 ◦C, melting point at -97.6 ◦C), hence it is easier to handle in comparison
to LNG or hydrogen [108] and can be stored in ordinary tanks with few modifications.
Handling and transporting methanol as a chemical, both in tank trucks and bulk vessels,
were widely experienced in Europe during the last decades, due to its traditional adoption
in industry: it traditionally represents a feedstock to synthetize chemicals derivatives such
as formaldehyde, acetic acid, ... [109]. For example, it must be remarked that CH3OH
was the dominant bulk liquid handled in Finnish ports in 2008 and 2009 and is commonly
transported in ports of Baltic Sea [110]. Overall, CH3OH represents still now one of the
leading chemicals in terms of volumes transported and distributed in Europe. Where the
economical feasibility of methanol is concerned, many studies exist in the literature showing
that costs for adapting marine Diesel engines to methanol are significantly lower than those
involved for the transition to LNG [111, 112]. However, CH3OH can be burned in various
types of prime movers for ship propulsion, such as two- and four-stroke Diesel engines,
Otto engines, gas turbines and fuel cells [108]. Though it requires an ignition enhancement
(usually provided by small amount of Diesel oil), methanol shows good combustion properties
and energy efficiency. Methanol-air mixtures have a higher laminar burning velocity than
gasoline (0.455 m/s), as well as lower and upper flammability limits equal to 6.7% and 36%,
respectively [113, 114]. Therefore, when methanol concentration in air exceeds 36%, too
little oxygen is present to instigate combustion. Instead, when the methanol concentration is
below 6.7%, too much air is present. Similarly to LNG, methanol is a low flash-point fuel,
i.e. vaporizes and forms a flammable mixture with air at relatively low temperatures, hence
this issue need to be addressed in the safety assessment.
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However, the main drawback of CH3OH coincides with its lower energy content per
unitary volume in comparison to traditional fuels (see table 4.3 below). Industrial methanol
production has three main steps [115, 116]:

• Production of synthesis gas containing H2

• Conversion of the synthesis gas into methanol

• Processing and distillation of crude methanol

The first step may rely on different feedstocks for generating synthesis gas, including natural
gas, coal and wood biomass. Chemical and physical properties are not affected by the
type of source used [112], whereas the accounting process of GHG emissions related to
the production phase strongly depends on the feedstock used. Specifically, the maximum
abatement potential of equivalent carbon dioxide emissions is achieved by bio-methanol,
i.e. methanol generated from biomass. On the other hand, production of 1 tonn of methanol
from fossil resources generates 0.6-1.5 tons of CO2 [117, 118]. Nowadays, most of CH3OH
available on the market derives from natural gas and, secondly, from coal. China uses
coal to produce methanol for domestic use, whereas residual fractions from refineries and
HFO are currently playing minor role for production purposes [119]. On the other hand,
chemical industry showed how various kinds of biomass (waste wood, forest thinning and
even municipal solid waste) are an effective source of the renewable synthesis gas when
gasified. For example, black liquor produced from pulps and paper mills is used to generate
methanol and bio-Di methylether (DME) in Sweden [119, 120]. Furthermore, the widespread
of renewables in the electricity market, excess power generation from wind or photovoltaic
plants could be used to produce methanol, which operates as a "liquid battery" (power-to-
fuel strategy) [119, 121]. Specifically, hydrogen produced by water electrolysis is used to
performed the catalytic reaction:

3H2 +CO2 −→CH3OH +H2O (4.1)

which is facilitated by CuO, ZnO or Al2O3 catalyzers and takes place at 250-300 ◦C and at
50-100 bar [122, 123]. However, costs of renewable methanol is estimated to be 40% higher
than that obtained for the fossil-based one [119, 124]. Nevertheless, independently from the
production source, pilot projects are underway to test the performance of methanol fueled
passenger ferries, such as Stena Germanica, which sails between Gothenburg (Sweden) and
Kiel (Germany). Specifically, the engine room retrofit concept was gradually developed using
CH3OH engines developed by Wärtsilä. Overall, the economic feasibility of a methanol-
fuelled ferries was shown, despite disappointing results not able to cope with IMO Tier III
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were surveyed for the NOx emissions. Indeed, experimental tests of Wärtsilä and MAN on
methanol-fuelled reciprocating engines showed 60% and 3-4% reductions in NOx emissions
and SFC in comparison to HFO, respectively [125, 126]. Furthermore, other works in the
literature found a 8% reduction in the exhaust gas temperature over the entire working range,
when CH3OH feeding conditions are enabled [127].
On the other hand, the ability of GTs to burn methanol has been proven for decades. Specifi-
cally, Turbo Power and Marine pioneered methanol combustion experimental tests in a 20
MW gas turbine at the Bayboro Station of Florida Power Corporation [128]. Methanol was
shown to guarantee 74% NOx emission reduction in comparison to heavy distillate fuels. Suc-
cessively, full operational tests on a 26 MW Turbo Power and Marine GT were performed by
EPRI and Southern California Edison Company [129]. In comparison to dynamic off-design
performance available from CH4, unaffected ability to start, stop, accelerate, decelerate and
perform synchronization was surveyed under CH3OH feeding conditions. Since gravimetric
energy density of CH3OH is lower than that of CH4, feeding GT with methanol was shown to
increase power output and electrical efficiency, thanks to the higher mass flow rate available
in turbine. Furthermore, methanol combustion achieved a 59% NOx emission reduction
in comparison with CH4, for analogous GT operating conditions [130]. Successively, GE
conducted methanol combustion tests on an E-class heavy-duty gas turbine equipped with a
MS7001 DLN combustor. Results shown 30% NOx lower emissions provided by CH3OH
feeding system with respect to CH4 [131]. Analogous tests on methanol combustion were
successfully carried out on a 3.25 MW Allison 501-KB gas turbine at the University of
California (Davis) [132] and on a 30 MW GT by Tokyo Electric Power at Yokosuka [133].

4.4 Hydrogen (H2)

Hydrogen (H2) is the lightest element and does not exist in nature in pure form, hence it is
commonly considered an energy carrier rather than an energy source [134]. Hydrogen is
odorless, colorless and nontoxic. However, it is highly flammable [135], hence very low
energy is sufficient to ignite it in air mixtures. Chemical and physical properties of H2 are
reported in table 4.2. Though the energy content of 1 kg of hydrogen is far higher than that
available from other fuels, its low volumetric energy density in MJ/m3 currently appears the
main issue, limiting the range able to be covered by ships (see table 4.3). Where sources
are concerned, hydrogen can be produced by several methods, despite sustainability is not
always guaranteed. Since H2 is usually found in combination with oxygen in water and with
carbon in hydrocarbons, the principal production methods are the following:
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Color, odor Colorless, odorless
Toxicity none (asphyxiant)
Density 0.07 g/cm3 (liquid)

Liquid to gas expansion ratio 1:848 (at 1 atm)
Boiling point -253 ◦C

LHV 120MJ/kg
Adiabatic flame temperature 2107 ◦C

Flammability 4-75%
Laminar flame velocity 3.06 m/s

Auto ignition temperature 585 ◦C
Octane number >130

Table 4.2 Chemical and physical properties of hydrogen [34].

• Splitting hydrocarbons: hydrogen can be produced by splitting hydrocarbon molecules
[136]. In case Carbon Capture and Storage (CCS) systems are not available, GHG
emissions are present and affect sustainability over the entire Life Cycle Assessment
(LCA) of the fuel [134]. Fossil fuels mostly used consist in coal and natural gas.
Specifically, the chemical process commonly adopted is the steam reforming reaction,
which relies on providing thermal energy to hydrocarbons by means of steam at
700-1000 ◦C to produce a H2-rich synthetic gas:

CnHm +nH2O −→ nCO+(
m
2
+n)H2 (4.2)

Catalysts based on Nickel and Magnesium oxides are needed to facilitate the reaction.
Then, the shifting reaction is performed to increase the amount of H2 obtained via
exothermic reactions between steam and carbon monoxide:

nCO+nH2O −→ nCO2 +nH2 (4.3)

Finally, bio-methane generated by bio- and waste resources such as biomass and
wastewater can be effectively adopted to produce H2 by steam reforming with reduced
carbon footprint [137].

• Gasification of coal: gasification of coal is accomplished by mixing pulverized coal
with an oxidant (usually steam) with the aim of turning it into synthesis gas (i.e.
syngas), which is mainly composed of carbon monoxide CO, hydrogen H2 and carbon
dioxide CO2. Syngas is generated at high temperature (≈ 1800 ◦C) and, second,
shifting reaction is typically performed to increase H2 content [138].

• Renewable sources: both electricity from the grid or self-generated electric power
deriving from renewable sources (solar, wind, hydro, geothermic and biomass) can be
used to produce H2 through electrolysis of water (see figure 4.8 for the main types of
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Fig. 4.8 Schematic view of different types of electrolysis: alkaline (A), proton-exchange membrane
(B), solid oxide (C) and membraneless (D) [21].

electrolysis). By means of electricity, the electrolysis splits water into its two elements,
i.e. H2 and O2 [139]. In case only energy from renewables is used, the environmental
impact of the H2 production process may be nearly zero [134]. Furthermore, electrol-
ysis of water provides high-purity H2 (99.99%), which is particularly relevant when
hydrogen is used in fuel cells to avoid failures. Indeed, lower grade H2 causes fuel
cells replacements after few years, hence additional costs are gained. Similar high
grade hydrogen cannot be achieved by steam reforming of fossil fuels [140]. Hydrogen
generated by electrolysis is currently more expensive than that derived from the steam
reforming reaction, since investment cost for electrolyzers is still high. The main types
of electrolyzer consist in alkaline, proton exchange membrane and solid oxide.

• Synthesized hydrogen carriers: since the containment of H2 is particularly challenging,
hydrogen can be indirectly produced as synthesized H2 carriers (methanol, ammo-
nia and synthetic fuels), which successively deliver it during preliminary reforming
reactions [141] or the combustion process [139].

In recent years, the global production of H2 reached 65 million tons per year, with about 48%
coming from the steam reforming of methane, 30% from oil, 18% from coal and only 4%
from electrolysis [140]. However, some countries produce H2 almost entirely by electrolysis,
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Fig. 4.9 H2 storage systems [22].

e.g. Norway. According to Züttel [142], H2 can be stored in 6 different ways (refer to figure
4.9) [22]:

• Compressed H2: gaseous hydrogen is normally stored in high-pressure cylindrical
tanks at 350 or 700 bar and ambient temperature [143]. Due to the extremely high
pressure levels adopted, tanks dealing with particularly thick skin are necessary to
avoid explosion hazards. Type 4 tanks made of polymeric materials incorporating
carbon-fibers let wall-thickness reduction [144]. Nevertheless, high pressure levels
determine high volumes required onboard for H2 storage, because of the low MJ/M3

energy density obtained. In case of storage below deck, strict regulations regarding
ventilation are necessary to avoid accumulation within the engine room [145]. By an
economical point of view, costs around 400-2100$ per kg of hydrogen stored [146] are
achieved by compressed H2. Compressed H2 at 700 bar is currently used for terrestrial
Fuel-Cell Electrical Vehicles (FCEV), whereas hydrogen fueled buses are equipped
with 350-bar tanks [140]. Recently, two hydrogen-powered ferries from the Norwegian
shipowner Torghatten Nord will enter into service in the next months. Specifically,
CO2 emissions will be reduced by fuel cells fed by a minimum 85% green hydrogen
content and reciprocating engines running on CH4-hydrogen blends. These two ferries
will be equipped with compressed H2 storage systems [147].
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• Liquid hydrogen: hydrogen is stored as liquid in cryogenic tanks maintaining a
temperature of -253 ◦C at least [148]. Since only 20 ◦C separate the storage temperature
from the absolute zero (i.e. -273.15 ◦C), the liquefaction process is particularly high-
energy consuming and traditionally performed with gas expansion techniques [142].
Liquid H2 deals with higher energy density in MJ/m3 than compressed hydrogen [149],
hence it represents the most widely used solution for H2 storage. By an economical
feasibility point of view, costs for liquid H2 are comprised within the range 20-400$ per
kg of hydrogen stored [150], with consequent benefits in comparison to compressed
H2 systems. Recently, MSC and Fincantieri announced the construction of two cruise
vessels (i.e. Explora V and VI) powered by 6 MW fuel cells running on hydrogen.
Specifically, emissions-free power for the hotel services will be enabled in port and
each ship will sport a containment system for liquid hydrogen. Explora V and VI are
expected to be operational in 2027 and 2028, respectively [151]. Analogously, the MF
Hydra ferry from the Norled A/S will enter into service in Norway. It will be the first
liquid hydrogen-powered ferry, equipped by two 200kW fuel cells from Ballard Power
Systems.

• Cryo-compressed hydrogen: is a compromise of the two previous solutions, i.e. com-
pressed H2 and liquid H2

• Absorbed hydrogen in materials dealing with a large specific surface area: specifically,
metal-organic frameworks (MOFs) are two- or three-dimensional porous crystalline
materials which are characterized by approximately infinite lattices. Thus, ultra-high
surface area (≥ 2500 m2/g) is available [152, 153].

• Absorbed in metal hydrides: hydrogen can be stored in metal hydrides, in a very space
efficient way. Specifically, the small dimension of H2 molecules allows for storage in
interstizial space of metal hydrides [154, 155]. However, the energy density by unitary
weight is relatively low (i.e. 5-7%), with consequent high weights installed onboard
and drawbacks for ship stability. Thus, hydrogen storage in hydrides is traditionally
used only for submarines, where increase in weight reveals useful for underwater
operation. The release of H2 from the hydride matrix can be simply obtained by heat
exchange with low temperature sources (≈200 ◦C). Costs for metal hydride storage
are 200-750 $ for 10 m3 of H2 stored [156].

• Reforming: hydrocarbons can be considered as hydrogen chemical storage, able to
successively deliver H2 by steam reforming and water gas shifting reactions.
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Regarding the ability to use hydrogen in prime movers, it can potentially be use in GTs,
reciprocating engines and fuel cells. Specifically, in recent years, research activity from GT
manufacturers targeted fuel flexibility enhancement and developed new design procedures
to face challenges arising from burning H2 [157, 158]. Specifically, since the laminar flame
speed of hydrogen in stoichometric mixtures is an order of magnitude greater than that of
CH4, burners need to be carefully designed to avoid the flame propagating upstream from the
combustion zone into the premixing zone (flash back). At the same time, lean homogeneous
mixtures are needed to limit rapid NOx formation, which are negatively affected by H2 due to
its high adiabatic flame temperature. Furthermore, nearly triple volumetric flows need to be
conveyed by the fuel feeding system when operating on 100% H2, in comparison to natural
gas, due to the low volumetric energy content provided by hydrogen. For these reasons,
advanced Dry Low NOx (DLN) combustors were developed for hydrogen-enriched fuels
considering hydrogen volumetric concentration up to 85% [157, 158]. They resulted able
to guarantee stable lean-premixed combustion at part-loads without exceeding regulation
limits on NOx emissions. Particularly, in order to enable fast premixing process and reach
high level of homogeneity for the mixture, GE designed the DLN 2.6e burner based on
small-scale jet-in-crossflow mixing. Siemens developed a similar burner to face combustion
instability and thermal NOx formation for blends containing up to 65% hydrogen [158],
whereas Ansaldo Energia [159, 160] and Mitsubishi [161] developed sequential combustors
and ammonia cracking combustors, respectively, for the same purpose. Alternatively to
DLN combustors, wet combustion can be performed to lower the NOx formation when H2

is burned in GTs. Since thermodynamic properties and density of steam are quite different
from those of air, Wet Lean NOx (WLN) combustion significantly affects GT performance.
Combustion systems based on H2-rich fuel dilution by steam, water (WLN) or nitrogen
were investigated by Chiesa et al. [162] and three main control strategies were identified to
maintain high performance, depending on maximum temperature, inlet guide vane position
or compressor pressure ratio.
On the other hand, reciprocating engines fed by CH4-H2 blends are currently under experi-
mental tests by the major manufacturer companies in the maritime field [163, 164]. Overall,
a maximum 30% volumic content of hydrogen has been considered by manufacturers [165].
Recent works in the literature found out a nearly 2% electrical efficiency increase while
feeding spark and compressed ignited engines with CH4-H2 blends [166–169]. However,
Sandalci et al. [170] and Karagöz et al. [171] underlined that optimization of control maps
is required in compressed ignited engines to gain benefits in terms of electrical efficiency,
otherwise drawbacks in combustion performance may occur. This agrees with experimental
results concerning H2 injection into DF and NG engines found out by Wärtsilä [165]. Fur-
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thermore, Chen et al. [172] and Mariani et al. [173] observed that feeding reciprocating
engines with CH4-H2 blends provides a 5% increase in all the cylinder temperature levels,
with a consequent +30% on NOx emissions [174, 173].
Finally, fuel cells are currently receiving great attention as possible hydrogen users, since
they are able to generate electricity through H2 and O2 electrochemical reaction. However,
only small size fuel cells currently appear viable, due to their particularly low energy density
in kWh/m3.
Focusing on the existing applications in the maritime sector, many pilot projects installing
hydrogen-fed prime movers onboard ships were developed in recent years. As a result of
the industrial cooperation initiated in 2003 by DNV, Eidesvik, Wärtsilä and MTU, a 330
kW fuel cell system was installed on the supply vessel Viking Lady and regularly operated
for approximately 18500 hours: 52% electrical efficiency was developed at full load and
low-emissions were surveyed. Hydrogen is currently burned in PEM fuel cells installed
on board Type 212 submarines operating in the Germany and Italian Navies. The size of
the fuel cell stack is around 120 kW, whereas more than 14 days underwater operation
is guaranteed by H2 storage in metal hydrides [140]. In 2017, a zero-emission ferry for
Scandlines’ Vogelfluglinie sailing at 17 knots between Puttgarden (Germany) and Rødby
(Denmark), was designed including 8.3 MW high-temperature fuel cells. Hydrogen is stored
in 140 m3 C-type tanks and provide 48 hours endurance. A 2.4 MWh battery system was
additionally installed onboard, since high temperature fuel cells provide slow response to
load variations and excess power with respect to demand is often generated [175]. The ship
builder estimated that only 25% increase in investment cost would be reached in comparison
to conventional technologies [176]. However, by an infrastructural and logistics point of view,
rare hydrogen bunkering stations for maritime usage are available within ports of countries
in the forefront [177].

FUEL Energy density
[MJ/kg]

Energy density
[GJ/m3]

Storage Pressure
[bar]

Storage Temperature
[◦C]

Density
[kg/m3]

MGO 42.8 36.6 1 15 890
LNG 50 23.4 1 -162 423

CH3OH 19.9 15.8 1 15 805
NH3 18.6 12.7 1 -34 683

Liquid H2 120 8.5 1 -253 71
Compressed H2 120 7.5 700 15 42

Table 4.3 Comparison between fuels for ship propulsion [35].
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Color, odor colorless, pungent
Toxicity Toxic
Density 0.703 g/l (1 atm, 25 ◦C)

Boiling point -33 ◦C
LHV 18.8 MJ/kg

Adiabatic flame temperature 1800 ◦C
Flammability 15-28%

Laminar flame velocity 0.015 m/s
Auto ignition temperature 651 ◦C

Octane number >130
Table 4.4 Chemical and physical properties of ammonia [36].

4.5 Ammonia (NH3)

Ammonia was firstly used as fuel during the World War II, when a shortage of Diesel fuel
occurred in the US. Nowadays, ammonia is mostly used as fertilizer in agriculture [178].
Where ammonia production from renewable energy sources is concerned, production plants
located in Norway exist for at least 40 years [178], hence proving the feasibility of green
ammonia. On the other hand, the application of ammonia in the maritime sector for vessel
propulsion has recently sparked interest as a part of the IMO solution within a GHG reduction
strategy. Combustion of ammonia can take place independently into gas turbines, recipro-
cating engines and fuel cells [179]. Ammonia storage is well established by a technical
point of view and derives from the NH3 carriers know-how. Thermodynamic conditions
of the stored NH3 stay below the boiling point temperature, which coincides with -33 ◦C.
Thus, differently from liquid H2, minimal cooling is required for maintaining temperature
in the storage system [178]. Ammonia can be used as a fuel itself or as hydrogen carrier.
In the second case, ammonia is decomposed into N2 and H2 through a reformer included
within the engine room, and then hydrogen is conveyed to prime movers [180, 181]. The
main properties of ammonia are reported in table 4.4. As can be seen, the energy density in
MJ/m3 of ammonia is significantly higher than that of H2, hence more space for the payload
is available onboard. However, one of the major barriers which limited the use of ammonia
as a fuel for ships consists in its toxicity. Indeed, low concentrations of NH3 (≤ 1700ppm)
may cause coughing, whereas higher ones (≥ 2500ppm) lead to death [182, 183]. Thus,
specific measures are needed to avoid NH3 leakage onboard vessels in addition to standard
safety requirements. For the same reasons, maintenance activities can be problematic, since
they represents a safety risk for both workers and crew on board. Furthermore, leaking of
NH3 into the sea could definitely damage the marine biological environment, since ammonia
presents comparable comparable density with respect to water, hence they may easily mix.
Ammonia is not odorless, hence low concentrations can be detected by humans. NH3 deals



54 Fuels

with narrow flammability range coupled with high energy levels necessary to ignite it, with
consequent lower explosion risks in comparison to other alternative fuels. Energy to ignite
NH3 is traditionally provided by Diesel oil or, more often, by hydrogen generated through
cracking NH3 molecules, such the pilot flame is always lighted on to stabilize combustion
[184]. Where the environmental point of view is concerned, low flammability implies real
risk for NH3 unburned emissions. Furthermore, due to the nitrogen content in the NH3

molecule, higher NOx emissions are produced compared to traditional fuels (HFO, MDO),
hence selective catalytic reduction is necessary to comply with the IMO Tier III regulation.
However, no CO2 emissions are provided by NH3 combustion, since no carbon content is
chemically present in ammonia. Finally, due to the corrosive properties of NH3, fuel supply
and power generation system have to be designed without materials such as brass, titanium,
copper and zinc alloys, rubber and neoprene [185].
Methods for producing NH3 mainly distinguish for the source of the H2 content [185]. Nowa-
days, almost the entire NH3 commercially available is synthesized by means of hydrogen
reformed from methane (48%), oil (30%) or coal (18%), within conventional Haber Bosch
plants [186]. Other production systems for H2 currently cover minor amount of NH3 (4%).
Depending on the energy source used to produce H2, NH3 is named gray, blue or green.
Specifically, gray ammonia is produced by fossil fuels with no carbon capture included,
whereas blue ammonia maintains the same H2 source but considers CO2 sequestration. Fi-
nally, green ammonia uses electricity from renewable energy sources to produce H2 by
electrolysis [187]. Though grey ammonia currently dominates, future investments in renew-
able energies can significantly increase the green NH3 contribute [178]. This would be a key
point from an environmental point of view, since 1.8% of global CO2 emissions derives from
ammonia production [188].
Regarding the ability o burn ammonia into prime movers, the first tests on NH3 combustion
in GTs were developed during the 1960’s [189–191], proving that higher ignition energy is
necessary to burn NH3, owing to its low reactivity. Successive tests showed that the slow
chemical reaction rate of ammonia requires reduced flow velocity within the combustion
chamber [192], with negative effects on turbulent mixing [191]. Furthermore, experiments
conducted by Solar and UC Berkeley found out similar performances when burning NH3

and JP-4 [193]. In order to optimize performances, two GT control schedules were tested.
First, injecting into the combustion chamber an ammonia mass flow rate corresponding
to the JP-4 energy input yielded lower turbine inlet temperature and similar power output.
Second, keeping constant the turbine inlet temperature provided nearly 10% higher power
and, consequently, higher electrical efficiencies. Recently, similar experimental campaign on
NH3-fed GTs was carried out by the Italian company ENEL and benefits in terms of power
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Fig. 4.10 The Wärtsilä 25 engine (left), used by Wärtsilä to develop ammonia combustion technology
(technology concept readiness slated for 2023) and the 100% ammonia capable H-25 series from
Mitsubishi Power (right).

production and efficiency were confirmed, though high NOx emissions were obtained [194].
On the other hand, the main manufacturer companies producing marine engines are currently
carrying out research on ammonia combustion. From research activities, MAN claimed that
some DF engines can burn ammonia with few modifications [195]. Similarly, Wärtsilä has
recently started to test ammonia combustion in reciprocating engines in collaboration with
ownerships [196]. However, reciprocating engines running on ammonia are not commer-
cially available yet, since experimental campaigns by manufacturers are still needed before
installing them in full-scale vessels. Indeed, owing to the low combustion efficiency and
higher flammability energy required by NH3, a 5% electrical efficiency decrease occurs and
all the temperatures levels within the cylinder are reduced by 13% [197]. Furthermore, due
to the nitrogen content inside the NH3 molecules, the amount of NOx emissions reaches 2.5
times that of DF engines [198, 199, 185].
Where NH3 fueled ships are concerned, in 2021 Yara International has signed an intention
agreement with the trading company Trafigura Pte to both produce and commercialize green
and blue ammonia as fuel in the marine sector [178].
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Batteries for ship propulsion applications

In the last few decades, even more strict regulations on emissions from the maritime sector
have been enacted. In this context, hybrid-electric propulsion, based on including electrical
energy storage onboard, is becoming a feasible solution to reduce emissions and enhance
energy savings onboard (see figure 5.1). Many types of batteries are commercially available
for electrical energy storage. Since energy and power densities determine potential and
limits of different electrical energy storage systems, figure 5.2 shows their classification in a
comparison perspective. In the following the main categories are analysed [200]:

• Lead-acid batteries: they are characterized by Pb anode and PbO2 cathode immersed
in an aqueous H2SO4 electrolyte. They represent one of the most popular, mature and
cheap battery type within the transport and industrial sectors. In order to optimize
volumes, battery stacks including 6-12 cells are formed, each delivering 12-24 V. Each
cell capacity can reach 10000 Ah with charge/discharge efficiency around 70-85%
[201]. Specific energy density of 15-40 Wh/kg is provided with increased weights and
volumes. However they suffer from capacity reduction after low number of charging-
discharging cycles (less than 500-1000), hence replacement is needed in 2-3 years
[202]. Furthermore, they cannot be discharged more than 80% capacity.

• Ni-Cd batteries: often used in industrial and military sector, as well as on train. They
ensure reliability for ambient temperature ranging from -50 to +60 ◦C. However,
they present low charge/discharge efficiency (60-70%), low energy density (50-75
Wh/kg) high investment costs (1000 $/MWh) and they must cope with strict disposal
regulations due to pollution issues [203, 204]. Useful life approximately consists in
1500-2500 cycles [205].
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Fig. 5.1 Global growth for the number of ships equipped with hybrid-electric propulsion in recent
years [23].

• Ni-metal hydrides (Ni-MH): they present similar features to Ni-Cd batteries, except
for their reduced environmental impact and alkaline electrolyte. Ambient temperature
range securing reliable operating conditions coincides with [-50 +70] ◦C, whereas
efficiency is currently limited to 70-90% [206]. They require low investment cost and
their useful life extends for 1200 charging/discharging cycles [204]. They were first
applied to the power electronics field and for hybrid-electric transport.

• Flow batteries: they consist of electrochemical cell - accounting for anode, cathode and
selective membrane - integrated with two tanks, each containing a distinct electrolyte.
The main flow batteries are zinc bromide ZnBr and vanadium redox (see the schematic
view reported in figure 5.3 for vanadium flow battery) [207]. Interestingly, as a main
advantage, energy and power densities are governed by two different elements in flow
batteries. Indeed, the volume of electrolyte tanks determines energy density, while
materials and size of the electrochemical cell decide power density (i.e. voltage and
current levels per unitary surface area). This feature of flow batteries makes them
particularly suitable for large size electrical energy storage in the power generation field,
where volumes can be significantly increased to match grid flexibility requirements
[208]. However, two main penalties can be identified by an economic point of view:
inclusion of circulation pumps and flow control systems imply higher maintenance
costs; precious redox materials and electrocatalysts increase their investment cost
[209, 205]. Though energy content per unitary weight is low (25 Wh/kg) and normal



58 Batteries for ship propulsion applications

Fig. 5.2 Comparison between energy and power densities provided by different energy storage systems
[24]. VR indicates vanadium redox flow batteries.

operation is ensured within strict range of ambient temperature (0-40 ◦C), useful life
provided by flow batteries is particularly long (≈10000 cycles) [210, 211].

• Na/S batteries: they offer high redox potential thanks to sodium (-2.71 V), high energy
density (150-240 Wh/kg), intermediate useful life (maximum 4500 cycles) and quite
high charge/discharge efficiencies (75-90%) [205]. However, they require high working
temperature (around 270 ◦C) and heating systems, since sodium becomes liquid above
98 ◦C. Furthermore, high capital costs are necessary (350e/kWh) [212]. They are
used coupled with renewable power plants.

• Li-ion batteries: they represent the most promising battery type, due to their benefits
in terms of high specific energy (≈ 90-250 Wh/kg, long useful life (1500-5000 cycles)
and high charge/discharge efficiencies (85-98%) [213, 214]. Electrolyte is organic,
either liquid or polymeric, whereas anode and cathode usually consist of lithiated
graphite and lithium oxides, respectively. Safety, sustainability and circular economy
of Li-ion batteries have been assessed by Mossali et al. [215] and Mauger et al. [216].
They are widely used in the power electronics, hybrid-electric transport and power
generation fields.

Since they currently represent the most promising electrical energy storage technology for the
hybrid-electric propulsion of ships, many works investigated the pros and cons of installing
Li-ion batteries onboard ships [217]. Ancona et al. [218] formulated a genetic algorithm to
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Fig. 5.3 Schematic view of the working principle for a vanadium redox flow battery [25].

optimally govern engine room including various energy sources, comprising Li-ion batteries,
with the aim of minimizing the fuel consumption onboard a cruise vessel. Optimal design
of oil tanker power plant including photovoltaic panels, Diesel generators and batteries was
studied by Lan et al. [219]. Both costs and CO2 emissions were considered as objective
functions. Misyris et al. [220] introduced a system identification approach to estimate the
state of charge (SOC) for batteries installed onboard, whereas potential of 14% reduction
in CO2 equivalent emissions was found by Dedes et al. [221] for bulk carriers powered by
batteries and Diesel engines. However, few works exist in the literature warning that energy
efficiency of the engine room can be maximized only adapting battery capacity to specific
mission profiles [222, 223]. With the aim of increasing their useful life or grid energy savings,
various studies proposed specific control strategies of batteries to perform peak-shaving and
spinning-reserve [224–227]. By a prototype point of view, the MF Ampere project first
investigated the feasibility of fully electric ships [228]. Nowadays, some battery packs are
currently installed onboard cruise ships [229], to cover weak fluctuations of electrical power
demands, or onboard submarines [230, 231], to guarantee propulsion under air-independent
operation.



Chapter 6

Dynamic models

Dynamic modeling of power plants installed onboard ships represents a necessary tool for at
least three primary reasons:

• the theoretical assessment of the dynamic behaviour of the power plant under time-
dependent ship operating conditions. Specifically, increasingly strict environmental
regulations on pollutant and GHG emissions require accurate measurements and
modeling of prime mover operating conditions.

• defining and testing the control system, in order to ensure precise governing strategy
for prime movers. Thus, safe component operation is guaranteed and risks for either
electrical or mechanical failures onboard caused by unbalanced power are reduced.

• the investigation of the start-up and shut-down procedures for every prime mover. This
provides useful insights on thermo-fluidynamics phenomena, such as surge, which
may occur during strong transient acceleration and deceleration conditions.

Where COmbined Electric and Steam (COGES) power plants are concerned, they include
many components, each governed by peculiar working principles. Thus, accurately assessing
the operating conditions of COGES plants is particularly challenging and comprises various
variables to be monitored. Therefore, in the last decades significant efforts have been paid
by the scientific community to develop models aimed at predicting dynamic and transient
operating conditions of gas-steam combined cycles. Dynamic simulation strategies for
gas turbines were first introduced by Fawke et al. [232], whereas Schobeiri et al. [233]
focused their attention on 1-D modeling of turbomacinery and combustors. A detailed
description of the transient phenomena induced within surge working conditions for gas
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turbines was assessed by Pilidis and Macallum [234] and Garrard [235]. A modular tool
for microturbine simulation in conventional and innovative configurations was developed
by Traverso [26]. Since characteristic maps of most components are usually not available
from the manufacturers, both physically-based models and transfer function approaches
have been developed within the literature. Kim et al. [236] found out that turbomachinery
map scalings resulting from performance adaptation approaches can efficiently reproduce
aeroengine transient performances as well as improve thermal control loops installed within
them. Similarly, improvements in performance prediction and diagnostics for GTs obtainable
from novel compressor map tuning methods were shown by Tsoutsanis et al. [237], whereas
benefits deriving from a linearization approach were investigated by Hadroug et al. [238].
Wang et al. [239] compared physically-based models of fuel feeding systems for GTs with
transfer function methods and concluded that higher accuracy can be reached by ODEs
equations. In order to realize safe and efficient operation of gas-steam combined cycles, fast
Model Predictive Control (MPC) was successfully adopted by Hou et al. [240] and Rua et al.
[241], both by a thermodynamic and structural integrity point of view. In the recent few years,
also machine learning techniques have been applied to dynamic modeling. Specifically, black
or gray box approaches were implemented to investigate GT dynamics [242, 243] or for
maintenance prediction purposes [244]. Where dynamic models for steam power plants are
concerned, Cooke [245] was one of the first to predict the stage-by-stage pressure drops in a
back-pressure steam turbines operating in off-design conditions by means of the Stodola’s
Ellipse Law. A mixed algebraic-differential mathematical framework was developed by Ray
[246] to physically represent various ST configurations and similar lumped volume approach
was applied by Zhao et al. [247] for steam power plants coupled within the nuclear power
generation field. Similarly, a nonlinear, semi-empirical model of large-size steam turbine
were developed in Chaibakhsh and Ghaffari [248], whereas time-dependent behaviour of
HRSGs installed within combined cycles was analytically investigated by Alobaid et al. [249].
Crosa et al. [250, 251] performed the dynamic simulation of a combined cycle based on a 65
MW heavy-duty gas turbine reproducing the compressor and turbine operating conditions
by means of a stage by stage numerical scheme. No mutual interaction between speed and
exhaust temperature control loops were accounted for, since the entire model was linearized.
More recently, a dynamic simulation tool for combined power plants equipped with one
pressure level HRSG was implemented in Dymola by Benato et al. [252] aiming to address
thermo-mechanical fatigue. Where steam turbine control systems are concerned, Pondin et
al. [253] proved that that novel actuation technologies are required to meet fast-load cycling
of combined cycles within the current power generation sector. Beiron et al. [254] analysed
the economic feasibility of Combined Heat and Power (CHP) cycles, showing that higher
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cost savings can be obtained improving flexibility on electrical and thermal power supply.
Similarly, Sun et al. [255] proved that lowering steam turbine inlet temperature for 5-7%
with respect to nominal value implies larger amount of power from CHP under flexible
operating conditions. Within a combined cycle flexibility study, time-dependent response of
once-through and natural circulation evaporator included within HRSGs was compared by
Mertens et al. [256].

6.1 Matlab/Simulink code

In this thesis, a flexible and modular tool for the dynamic simulation of COmbined Gas
Electric and Steam (COGES) plants has been developed in MATLAB/Simulink. The pro-
gram is mainly divided into two parts, assessing different issues. Specifically, the first part is
developed in MATLAB and aims at obtaining the entire thermodynamic performance of com-
mercially available GTs in nominal operating conditions, not available from manufacturers.
On the other hand, the second part is developed in MATLAB/Simulink and aims to reproduce
time-dependent behaviour of combined gas-steam power plants, focusing the attention on
different control strategies governing the gas turbine engine. Nevertheless, aeroderivative
architecture for GT is analysed, since it is traditionally used in marine applications, as
mentioned above. In the following sections, both parts are presented.

6.1.1 Matlab code: nominal conditions reconstruction

GT manufacturers generally publish only global performance data in nominal operating
conditions, such as net power Pnet , electrical efficiency ηel , exhaust gas temperature Tex and air
mass flow rate ṁa. However, complete information on thermodynamic parameters in nominal
operating conditions is necessary to accurately simulate GT dynamic behaviour. Thus, in
order to obtain information not available within technical sheets of GT manufacturers, the
entire thermodynamic performances of commercially available gas turbines under nominal
conditions of load, ambient temperature and fuel are reconstructed through a two-step
optimization procedure. Precisely, GT nominal conditions refer to 100% load, 15 ◦C ambient
temperature and natural gas feeding system. A schematic view of the algorithm underlying
the code is shown in figure 6.1 for clearness. Firstly, a thermodynamic cycle is computed to
initialize the optimization procedure. Solution of thermodynamic cycle is grounded on the
following assumptions:
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Fig. 6.1 Optimization scheme for GT performance reconstruction (left) and example of Pareto front
obtained (right).

• Fluid coincident with air (ideal gas)

• Adiabatic turbomachines

• Thermodynamic transformations are considered globally, with solution computed only
at inlet and outlet sections

Thermodynamic properties have been assessed by means of the open source software Cool-
prop and they all refer to the total states of the working fluids. Inputs required from the
thermodynamic cycle computation are yielded from data sheets and consist of:

• P: operational parameters known from the manufacturer (βc, ṁa, Pnet , ηel , ...)

• X : optimization variables, coinciding with ηT GG, ηPT , εT GG. Their values are not
known a priori, thus the purpose of the optimization procedure is to find out them by
minimizing certain objective function.

The relationships used for the gas turbine cycle computation are summarised below (see
figure 6.2 for nomenclature):
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Fig. 6.2 Nomenclature for thermodynamic cycle of aeroderivative gas turbine.

- Point 2:
T2 = Tamb

p2 = pamb

s2 = s(T2, p2)

h2 = h(T2, p2)

(6.1)

- Point 3:
s3id = s2

p3 = βc p2

h3id = h(s3id, p3)

h3 = h2 +(h3id −h2)/ηc

s3 = S(h3, p3)

T3 = T (h3, p3)

(6.2)

- Point 4:
h4 = (ṁah3 + ṁ f LHV ηCC)/(ṁa + ṁ f )

p4 = p3/εCC

T4 = T (h4, p4)

s4 = s(h4, p4)

(6.3)

- Point 5:
p5 = p4/εT GG

εPT = p5/p6

s5id = s4

h5id = h(Ssid, p5)

h5 = (h5id −h4)ηT GG +h4

s5 = s(h5, p5)

T5 = T (h5, p5)

(6.4)
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- Point 6:
s6id = s5

h6id = h(s6id, p6)

h6 = (h6id −h5)ηPT +h5

s6 = S(h6, p6)

T6 = T (h6, p6)

(6.5)

- Global relations:

Tex = T6

Pnet = (ṁ f + ṁa)(h5 −h6)ηmeccηa

ηel = Pnet/(ṁ f LHV )

ηGG,mecc = ṁa(h3 −h2)/((ṁ f + ṁa)(h4 −h5))

(6.6)

As a main result from cycle computation, the global performance parameters, whose real
values are traditionally available from the manufacturers (i.e. Pnet , ηel , Tex, ηmecc) are
obtained. Since the first-hypothesis values for the optimization variables X are initially
considered, the computed global performance parameters in all probability do not coincide
with the reference ones reported in datasheets. For this reason, all the thermodynamic
parameters yielded by the preliminary calculation are successively used as initial conditions
for a two-step optimization process, aimed at minimizing the existing gap which arises
between computed and reference values of Pnet , ηel , Tex and ηmecc.
The first step of the optimization process consists in formulating a Multi-Objective Genetic
Algorithm (MOGA). In detail, the relative errors e1, e2, e3 and e4 defined as:

e1 = (Pnet,R −Pnet)/Pnet,R

e2 = (ηel,R −ηel)/ηel,R

e3 = (Tex,R −Tex)/Tex,R

e4 = (ηmecc,R −ηmecc)/ηmecc,R

(6.7)

are considered as objective functions to be minimized by varying the optimization variables
X within certain ranges. In eqs. (6.7) the subscript "R" refers to the reference values available
from the manufacturers’ datasheets. Variations of X are limited by constraints C, which repre-
sent both minimum-maximum values assumed from the literature and equations used in cycle
computation (i.e. conservation equations and thermodynamic relations, e.g. h = f (T, p)).
Positioning of the initial point within the (X1,X2,X3) space is provided by cycle computation
preliminary performed. Interestingly, in a genetic algorithm framework, a single combination
of X = (X1,X2,X3) represents a gene of a certain individual, i.e. candidate thermodynamic
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cycle corresponding to X . Furthermore, an ensemble of thermodynamic cycles consists in
a generation, whereas more generations form a population. Therefore, summarising the
working principle of MOGA, the algorithm starts identifying a population of individual deal-
ing with various X combinations, then computes the corresponding thermodynamic cycles,
checks the gap arising for objective functions and, finally, moves to a successive generation
through mutation and crossover. Precisely, in order to explore the entire domain (Design Of
Experiments, DOE), next generations are obtained by adopting many evolutionary strategies.
Thus, a certain evolutionary strategy can prefer to minimize e1 and let e2 high and an other
the opposite. The algorithm described above is iterated on many generations and, finally, the
Pareto front, i.e. the ensemble of non-dominant solutions minimizing objective functions
under different evolutionary strategies, is obtained. In figure 6.1 an example of Pareto front
resulting from 50 generations computed by the MOGA algorithm for the LM2500 GT is
reported. It must be underlined that figure 6.1 only focuses on the e1 and e2 errors to improve
visualization, despite the full Pareto front develops in the 4-D space (e1,e2,e3,e4). Figure
6.1 clearly shows significantly low (<0.5%) relative errors e1 and e2, thus indicating the
accuracy in reproducing reference nominal conditions. Analogous orders of magnitude for
errors have been achieved for e3 and e4, independently from GT considered. The choice of
the best solution from the Pareto front depends on user’s priorities: a solution minimizing
a specific subset of errors or providing comparable values of all the objective functions
can be selected. Therefore, as a main result of the MOGA algorithm, the best individual
is chosen by the user from the Pareto front and successively entered as input within the
second step of the optimization procedure. Specifically, the solution space around the best
individual obtained from the MOGA algorithm is explored by a gradient descent optimization
procedure. It must be remarked that such a definition of the two-step optimization process
allows to exploit the main benefits of both multi-objective and single objective optimization
algorithms used. Indeed, the MOGA procedure ensures the exploration of the complete
solution space (X1,X2,X3), hence it may reliably determine the global minimum in the 4-D
domain (e1,e2,e3,e4) discarding the local ones. Instead, the gradient descent optimization is
more accurate than the MOGA in locally exploring the solution space (X1,X2,X3) around the
global minimum, such that the optimality of the solution for (e1,e2,e3,e4) found by MOGA
is verified. Focusing on the second step of the optimization procedure, it consists in defining
a single-objective gradient descent algorithm. Specifically, a single cost function taking into
account all the relative errors for ηel , Pnet , Tex and ηmecc is formulated, as reported in eq.
(6.8):

etot = w1 |e1|+w2 |e2|+w3 |e3|+w4 |e4| (6.8)
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where w1, w2, w3 and w4 represent weights, aimed at increasing or reducing the relevance of
each relative error in the optimization convergence. As was for the MOGA, conservation
equations and thermodynamic relations (i.e. h = f (T, p), s = f (T, p), ...) represent con-
straints to be satisfied. Firstly, the thermodynamic cycle is solved for the triple (X1,X2,X3)

related to the best individual resulted from MOGA. Then, eq. (6.8) is evaluated as the opti-
mization algorithm slightly moves in the (X1,X2,X3) space with the aim of further minimizing
objective function (see figure 6.3). In case lower objective function is gained, the triple
(X1,X2,X3) becomes the new optimal solution as well as the new starting point within the X
space for a successive iteration step. This process is repeated many times, in all the possible
directions belonging to the X = (ηT GG,ηPT ,εT GG) space (figure 6.3 illustrates the case of
1-D X space for simplicity). Figure 6.3 shows a schematic view of the operating conditions

Fig. 6.3 Schematic view of the operating principle of a gradient descend algorithm.

underlying the gradient descent algorithm. The magnitude of the changes detected on the
objective function determines the extent of the next moving step in (X1,X2,X3). Specifically,
reduced variations on etot imply lower moving steps, since the the objective function appears
nearly flat around the global minimum. Finally, in case no reduction in objective function is
achieved by successive moving steps, the global optimal solution is found. In particular, the
entire GT thermodynamic cycle reproducing the global performance parameters provided
by manufacturers as well as complying with both state-of-the-art values and physical rela-
tionships is known. Overall, the two-step optimization procedure is able to reconstruct GT
nominal condition within 1% relative error for global performance parameters Pnet , ηel , Tex

and ηmecc. The nominal condition found is successively used to initialize dynamic simulation
of GTs, which is successively performed in Simulink by means of the code described in the
following section.
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6.1.2 MATLAB code: nominal conditions reconstruction under fuel
flexible operating conditions

The reconstruction of the GT nominal operating condition illustrated in section 6.1.1 works
in case the simulated gas turbine operates fed by the designed fuel (i.e. typically CH4). On
the other hand, when operating on hydrogen as well as on other alternative fuels, information
concerning the GT performance at 100% load is not even partially present in technical
datasheets from manufacturers. However, assessing the influence on the turbomachinery
matching as well as changes concerning global performance parameters (Pnet , ηel , ...) are
of fundamental importance to address fuel flexibility. Towards this end, a MATLAB code
aiming at reconstructing the full-load operating condition of GTs fed by alternative fuels,
such as CH4-H2 blends, CH3OH and NH3, has been developed. has been developed. Since
components do not change under fuel flexible conditions, their performance maps result
unaffected. Indeed, it is well known from the main GT manufacturers that modern feeding
systems can work on different fuels or, alternatively, only few changes are needed in the
burner to enhance fuel flexibility [28, 131, 158]. In order to completely identify new
component matching occurring at 100% GT load, the MATLAB code presented in this
section implements a numerical optimization procedure based on Multi-Objective Genetic
Algorithm (MOGA) coupled with a gradient descent algorithm. An overall view of the

Fig. 6.4 Schematic view of the optimization procedure used to solve for the 100% load operating
condition of GTs fed by alternative fuels.

numerical scheme adopted is shown in figure 6.4. The main hypotheses used are summarised
below:
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1. Gas generator and power turbines both working in choked conditions. This hypothesis
is in good agreement with the traditional design procedure adopted by manufacturers,
where choked conditions are always imposed to obtain higher performances from the
expansion phases [257]. In choked condition, the mass flow rate through a turbine
or nozzle can be only modified enabling throat area variation or increasing upstream
energetic content of the flow (i.e. p or T ), as stated by equation (6.9) for isentropic
flows [258]:

ṁ =
Ag p
RT

√
k(

k+1
2

)
− k+1

2(k−1) (6.9)

where Ag represents the cross-flow area at the throat, R is the universal gas constant
and k is the ratio between the specific calorific values at constant pressure and volume.
In real accelerating transonic and supersonic flows eq. (6.9) is traditionally assumed
valuable [257].

2. k = cp/cv assumed constant with respect to chemical composition of exhaust gas.
Since the amount of fuel used within gas turbines is nearly 1-2% of the air mass
flow rate independently from feeding conditions, small variations on the exhaust gas
composition is achieved by the combustion process. Therefore, slight variations on k
can be effectively neglected with no accuracy issue.

3. Maximum cycle temperature T4 is retained constant under fuel flexible feeding con-
ditions, in order to preserve the thermo-mechanical integrity of the first rows of gas
generator turbine.

4. The reduced mass flow rate ṁ
√

T/p disposed of by turbine modules is considered
unaffected by alternative fuels. Indeed, as mentioned above, turbines are designed to
work in choked condition to maximize their adiabatic efficiency and no changes in
turbomachinery geometry are required to operate on variable fuel [157]. Furthermore,
k is assumed constant (see hypothesis 2). Therefore, the reduced mass flow rate result
unaffected by fuel flexible operating conditions. The conservation of the reduced mass
flow rate between CH4 or alternative fuel feeding conditions for both turbine modules
included in aeroderivative architectures is imposed:

(ṁa + ṁ f )
√

T4

p4
|H2 =

(ṁa + ṁ f )
√

T4

p4
|CH4

(ṁa + ṁ f )
√

T5

p5
|H2 =

(ṁa + ṁ f )
√

T5

p5
|CH4

(6.10)
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where ṁa and ṁ f are the fuel and air mass flow rates, subscripts 4 and 6 indicate
the inlet of GG and power turbine, respectively. Focusing on eqs. (6.10), since T4 is
retained constant (see hypothesis 3), the main parameters varying under fuel flexible
operating conditions consist of p4 and ṁa + ṁ f . Interestingly, the overall mass flow
rate ṁa + ṁ f directly depends on the LHV of the fuel, with consequent variations on
p4 needed.

5. Rotational speed of gas generator and power turbine shafts at 100% GT load unaffected
by feeding conditions. Otherwise, the distance from over-speed limit can be exceeded,
with negative consequences from a mechanical point of view. Thus, safe margin from
the over-speed limit is guaranteed and increase in centrifugal forces experienced by
rotor blades is avoided.

6. The Inlet Guide Vane is considered full-opened at 100% GT load independently from
the fuel considered. This preserve the governing ability of IGV at part-loads.

Focusing on the numerical algorithm reported in figure 6.4, an external optimization loop
aimed at computing the compressor operating point is performed by MOGA optimization,
whereas a gradient descent procedure is applied internally to compute the corresponding
matching between compressor and gas generator turbine. The first step shown in figure
6.4 consists in assuming a p4, i.e. betac, preliminary value. Then, the reduced mass flow
rate at compressor inlet is evaluated by the (ṁa

√
T2/p2,βc,θIGV ,Nc/

√
T2) characteristic

map. Specifically, rotational speed as well as IGV angle are imposed by the hypotheses
5 and 6, respectively. From the reduced mass flow rate, the air flow ṁa is computed for
T2 =15 ◦C and p2 =1 atm. Similarly, the compressor efficiency ηc is derived from the
corresponding map (ṁa

√
T2/p2,βc,θIGV ,ηc) using as inputs βc, the IGV angle and the

reduced mass flow rate within compressor. Enthalpy and entropy at the compressor inlet are
computed by thermodynamic relations h2,s2 = f (Tamb, pamb). Then, enthalpy for the point 3
can be obtained:

h3 = h2 +(h3id −h2)/ηc (6.11)

where h3id = f (p3,s2) represents enthalpy of the corresponding isoentropic state. At this
stage, the hypothesised operating point of compressor is completely known. Successively,
energy conservation within the combustion chamber:

(ṁa + ṁ f )ho,cc = ṁahi,cc + ṁ f LHV ηcc (6.12)

is solved for the fuel mass flow rate compatible with h3, h4 and LHV. Lower heating value in
eq. (6.12) relates to alternative fuel, whereas h4 and s4 are computed as f (p4,T4). It must be
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remarked that p4 is obtained from p3 subtracting cold and hot total pressure losses within
the combustion chamber, overall assumed equal to 5%. Thus, point 4 is entirely known.
Successively, the enthalpy h5 is derived from the power balance on the gas generator shaft
between compressor and turbine:

(ṁa + ṁ f )(h4 −h5)ηT GG = ṁa(h3 −h2)ηc (6.13)

From now on, the internal optimization loop based on gradient descent algorithm is enabled
to compute the operating condition of the gas generator turbine matching with the previ-
ously evaluated compressor point. Specifically, focusing on on the (εT GG,NGG/

√
T4,(ṁa +

ṁ f )
√

T4/p4) GG turbine map, the expansion ratio εT GG can be found by interpolation.
Indeed, rotational speed of GG and temperature T4 are known from the mechanical and
thermal resistance constraints, respectively (see hypothesis 4 and 5), as well as reduced mass
flow rate is assumed equal to that occurring for methane to preserve adiabatic efficiency.
However, since the gas generator turbine works in choking conditions, εT GG can not be
found unequivocally, due to the non-bijective dependency existing between reduced mass
flow rate and expansion ratio. Therefore, iterative procedure governed by gradient descent
optimizer is necessary. Specifically, hypothesis on εT GG is first made and temperature T5

is derived as T5 = f (h5, p5) (h5 is known from eq. (6.13)). Then, εT GG and NGG/
√

T4 are
used to interpolate GG turbine efficiency from the (εT GG,NGG/

√
T4,ηT GG) map. Since h5id

is known from the thermodynamic relation h5id = f (s4, p4), the definition of GG turbine
efficiency is used to compute h5calc, i.e. a check value of h5:

ηT GG = (h4 −h5calc)/(h4 −h5id) (6.14)

At this point, h5 deriving from the GG-shaft power balance and h5calc related to the hy-
pothesized value for εT GG are compared. In case |(h5 − h5calc)/h5| ≥ 10−3, the gradient
descent optimizer moves to a different εT GG and iterates until convergence is reached. In
this way, the mechanical and fluid dynamic matching between compressor and GG turbine
is assured and point 5 is completely known. Finally, the power turbine module is solved.
Specifically, since (ṁa + ṁ f )

√
T5/p5 is known from the above steps and NPT/

√
T5 derives

from hypotheses, the characteristic map ((ṁa + ṁ f )
√

T5/p5,NPT/
√

T5,εPT ), is used to find
the expansion ratio εPT . Then, the adiabatic efficiency of power turbine is obtained inter-
polating the (εPT ,(ṁa + ṁ f )

√
T5/p5,ηPT ) map, whereas the exhaust gas enthalpy h6 and

temperature T6 are computed by means of ηPT = (h5 −h6)/(h5 −h6id) and thermodynamic
relation T6 = f (p6,h6), respectively. The net power delivered by GT at 100% load and its
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corresponding electrical efficiency are obtained from:

Pnet = (ṁ f + ṁa)(h5 −h6)ηmeccηa (6.15)

ηel =
Pnet

ṁ f LHV
(6.16)

At this point, the overall thermodynamic cycle of aeroderivative GT operating with alternative
fuels is entirely solved through mechanical and fluid-dynamics compatibility equations.
However, the constraints (6.10) on reduced mass flow rate within turbines have not been
verified yet. Therefore, the equality (6.10) of the reduced mass flow rates resulting from the
above procedure with the corresponding values referring to CH4 feeding system is queried:

G1 =
(ṁa + ṁ f )

√
T4

p4
|H2 −

(ṁa + ṁ f )
√

T4

p4
|CH4

G2 =
(ṁa + ṁ f )

√
T5

p5
|H2 −

(ṁa + ṁ f )
√

T5

p5
|CH4

(6.17)

In case numerical gaps arise in equations (6.17) (i.e. G1 and G2 exceed a certain threshold),
the MOGA algorithm iterates on the pressure p4 (i.e. βc), which was initially hypothesised at
the beginning of the procedure. Indeed, an equilibrium condition for the entire aeroderivative
GT not satisfying eqs. (6.10) (i.e. hypotheses 1, 2 and 3) obtained. Objective functions for
the MOGA algorithm consist in the relative errors E1 and E2 defined on the reduced mass
flow rates:

E1 = (
(ṁa + ṁ f )

√
T4

p4
|H2 −

(ṁa + ṁ f )
√

T4

p4
|CH4)/

(ṁa + ṁ f )
√

T4

p4
|CH4

E2 = (
(ṁa + ṁ f )

√
T5

p5
|H2 −

(ṁa + ṁ f )
√

T5

p5
|CH4)/

(ṁa + ṁ f )
√

T5

p5
|CH4)

(6.18)

whereas constraints coincide with thermodynamic relations, component maps and compati-
bility equations. Convergence threshold for the MOGA algorithm is fixed at 1% relative error
on equations (6.18). In order to quantitatively assess variations in terms of nominal operating
condition for GTs fed by alternative fuels, relative errors related to the main thermodynamic
parameters are reported in table 6.1. Specifically, relative errors are defined as (VR−Va f )/VR,
where VR and Va f are the values corresponding to methane and alternative fuel feeding condi-
tions, respectively. As alternative fuels, CH4-H2 blends (with 85% of H2 volumic content
[157]), CH3OH and NH3 are considered in the analysis, whereas variations are assessed for
the LM2500 gas turbine. In comparison with GT fed by pure CH4, lower ηel and Pnet are
obtained for CH4-H2 blends, opposite to performances related to CH3OH and NH3. It must
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Table 6.1 Alternative fuel effect on the GT performances. Nominal operating conditions: CH4 fuel,
Tamb=15°C, pamb=1 atm, Pnet=24.31 MW, ηel=36%, ṁa + ṁ f =70.3 kg/s, Tex=566°C

Parameter CH4-H2 CH3OH NH3

ηel -0.1% +1.6% +1.7%
Pnet -1.3% +6.8% +7.6%
Tex +0.1% -0.8% -0.8%
ṁ f -38.0% +160.6% +181.0%
ṁa 0.0% 0.0% 0.0%

ṁa + ṁ f -0.7% +3.1% +3.5%
βc -0.7% +3.1% +3.2%

εT GG +0.3% -2.3% -2.9%
εPT -0.9% +5.6% +6.3%

be underlined that benefits and penalties provided by alternative fuels in terms of ηel and
Pnet well agree with experimental results available in the literature, obtained imposing T4

equal to that provided by CH4 [129, 130, 193, 194]. Overall, ηel and Pnet results reported in
table 6.1 appear to mainly derive from variations experienced by βc and ṁa + ṁ f evolving
within the turbine modules. Indeed, the strong differences in terms of LHV significantly
affect the fuel mass flow rate required to achieved T4. Specifically, since CH3OH and NH3

are characterized by lower energy content per unit mass, more fuel must be injected in
the combustion chamber to keep T4 unvaried, hence the mass flow rate ṁa + ṁ f evolving
within TGG and PT increases and higher Pnet is generated. Opposite to CH3OH and NH3

combustion processes, mass flow rate evolving within turbine modules is observed to reduce
for CH4-H2 blends. However, small variations are surveyed for CH4-H2 mixtures with respect
to the methane feeding condition. Indeed, high volumic concentrations of H2 in CH4-H2

blends correspond to far lower mass percentage because of the low hydrogen density (e.g.
80% volumic concentration of H2 corresponds to nearly 33% content in mass). Furthermore,
table 6.1 shows how CH3OH and NH3 raise βc. Globally, this moves the compressor point
towards region dealing with higher ηc. As a consequence, reduced expansion ratio is required
by TGG to drive compressor and more enthalpy in the fluid can be used to generate power
in the power turbine. This also guarantees energy benefits in terms of ηel . For analogous
reasons, an opposite behaviour is surveyed for CH4-H2 blends, due to βc reduction. Finally,
where CH3OH and NH3 feeding is concerned, it must be remarked that surge margin limit is
not exceeded despite βc increases at constant rotational speeds NGG and NPT . Thus, safety
operating conditions are ensured for compressor.
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Fig. 6.5 Schematic view of the lumped volume approach [26].

6.2 Simulink code: dynamic simulation of COGES plants

The MATLAB/Simulink code used for dynamic simulating gas-steam combined power
plants mainly consists of a nonlinear lumped volume model, despite few components of the
steam power plant are based on a dynamic finite-difference approach. Specifically, a set of
linear/nonlinear algebraic and partial/ordinary differential equations physically governing
combined power plants is solved at each time step in order to investigate the transient oper-
ating condition of all the components. Where the lumped-volume models of components
are concerned, the approach firstly developed in Traverso [26] is adopted in this thesis and
reported in figure 6.5. Specifically, components modeled within a lumped volume approach
are represented numerically by separating the quasi-static off-design performance from
transient behavior. The first information is provided by an actuator disk, which provides a
rigid response of the component to off-design operating conditions by means of performance
maps involving the most relevant thermodynamic parameters. E.g. where turbomachinery
components are concerned, the compressor working point is assessed through the maps
(ṁa

√
T2/p2,βc,NGG/

√
T2,θIGV ) and (ηc,βc,NGG/

√
T2,θIGV ), as well as turbine static per-

formances are obtained from ((ṁa + ṁ f )
√

T/p,εt ,N/
√

T ) and (ηt ,εt ,N/
√

T ) diagrams
[259]. The maps used in this thesis have been obtained from previous works available
in the literature and successively scaled with respect to the nominal operating condition
reconstructed according to section 6.1.1. Specifically, maps of machines dealing with size
and architecture similar to those reproduced in this work have been used, hence dynamic
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behaviour results comparable. Interestingly, maps do not introduce temporal information,
i.e. time delays or dead times modeling thermal, mechanical and fluid inertia of compo-
nents. Instead, transient behaviour is dynamically assessed by an equivalent duct, i.e. a duct
characterized by cross-sectional area Aeq and length Leq able to reproduce physical delays
and dead-times. If the geometry of the component is known from CAD, Aeq and Leq can be
accurately estimated, otherwise they need to be evaluated from data available in the literature.
The time-dependent behaviour of the equivalent duct is obtained by solving the conservation
of mass, momentum and energy as reported in general form in equations (6.19), (6.20) and
(6.21), respectively:

∂

∂ t

∫
CV

ρdṼ +
∫

CS
ρV ·dA = 0 (6.19)

∂ (mV )

∂ t
=

∂

∂ t

∫
CV

ρV dṼ −
∫

CS
ρV (V ·n)dA (6.20)

∂ Ẽ
∂ t

=
∫

CV

∂ρ ẽ
∂ t

dṼ −
∫

CS
ρ ẽV ·ndA = q̇ (6.21)

where U indicates 1-D flow velocity, Ẽ total energy, ẽ total energy per unit of mass, ρ density,
CV control volume, m mass, A surface and n the vector locally normal to the control surface.
Furthermore, it must be underlined that the energy conservation equation is solved for both
fluid and solid domains, hence both heat losses to the environment and thermal storage within
the metal are accounted for [26]. Finally, superposition of the effects for the quasi-static and
time-dependent performances is introduced to model the complete off-design behaviour of
components. Indeed, the actuator disk responds rigidly to inputs, then the equivalent duct
delays variations on mechanical and thermodynamic parameters. Where the interconnecting
protocol between two adjacent components is concerned, interconnecting plena approach
is adopted to regulate information flow, hence intermediate volumes have been inserted
between adjacent components whose inputs/outputs do not numerically match. As was for
the equivalent duct, conservation of energy, momentum and mass is solved within each
interconnecting plena included in the model, whose volume is set to reproduce transition
ducts existing between two adjacent components (e.g. between compressor and combustion
chamber). Overall, the interconnecting plena approach guarantees that compatible boundary
conditions are imposed in the entire model, avoiding numerical inconsistency or instability.

6.2.1 Dynamic model of gas turbines

A schematic view of the dynamic model for aeroderivative GTs is shown in figure 6.6. The
following physical-based subsystems can be identified:
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Fig. 6.6 Block diagram of gas turbine dynamic model.

• Compressor (C)

• Interconnecting plena between compressor and combustion chamber (Ṽc)

• Combustion chamber (CC)

• Gas-generator turbine (GGT)

• Gas generator shaft (GGS)

• Interconnecting plena interposed between gas-generator and power turbines (Ṽt)

• Power turbine (PT)

Additionally, two subsystems are included to govern fuel mass flow rate and IGV angle.
The lumped volume strategy introduced in figure 6.5 is implemented in all the components,
whereas the presence of the intermediate plena Ṽc and Ṽt clearly derives from the adopted
interconnecting protocol approach. Specifically, the intermediate volume Ṽc guarantees that
the outputs from the compressor block match the inputs of the combustion chamber, as Ṽt

performs the same function between the gas generator and power turbines. Conservation
equations solved within the intermediate volumes Ṽc and Ṽt allows to model the transient
mass storage as well as the temperature and pressure fluctuations experienced by the flow.
In the following, the main subsystems are analysed in details, focusing the attention on the
input/output quantities together with component characteristic maps.
Figure 6.7 shows a schematic view of the compressor block together with the corresponding
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Fig. 6.7 Characteristic maps for compressor and inputs/outputs related to its corresponding block.

characteristic map implemented to get rigid response. Maps reported in figure 6.7 derives
from the literature concerning the LM2500 gas turbine [260]. Five inputs are shown to
enter the subsystem: pressure and temperature ambient conditions; the IGV opening angle
θIGV , withdrawn from the specific controller; the rotational speed of the gas generator shaft
deriving from the dynamic balance between compressor C and turbine TGG; outlet pressure
p3, computed from the interconnecting volume Ṽc, which accounts for mass storage. On
the other hand, the surge limit (SL), the outlet temperature T3, the power Pc absorbed by
the compressor, the pressure ratio βc and the air mass flow rate ṁa are computed as output.
Specifically, the surge limit is computed following the work of Klapproth et al. [260] where
the distance of the operating point, dealing with generic pressure p(t), from the surge line
(i.e. surge pressure psurge) is computed along a ṁa = const line:

SL(t) =
psurge − p(t)

p(t)
(6.22)

The mass flow rate ṁa is obtained interpolating the map reported in figure 6.7 in function
of the reduced rotational speed, βc and θIGV . Specifically, the effect played by the stagger
angle of the IGV row on the reduction of the mass flow rate evolving within the compressor
clearly depends on the blade geometry and aerodynamic load. However, a scaling approach
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is commonly adopted in the literature, since it often approximates actual operating conditions
available from manufacturers with good agreement [261, 262, 77]. Therefore, following
Hashmi et al. [262], the reduction of ṁa triggered by a θIGV variation has been modeled as:

ṁa = ṁa,0(1−aIGV (θIGV −θIGV,nom)), aIGV =
∂ ṁa

∂θIGV
(6.23)

where aIGV is the rate of change of the mass flow rate with θIGV and ṁa,0 is the air flow
in case IGV is fully open, assuming the same conditions of βc and NGG/

√
T2. Equations

yielding pressure ratio and absorbed power from the compressor are reported below:

βc =
p3

p2
(6.24)

Pc = ṁaηc/(h3 −h2id) (6.25)

where the compressor adiabatic efficiency ηc is obtained by interpolating the ṁa
√

T2/p2,
θIGV and NGG/

√
T2 map shown in figure 6.7. Particularly, the influence played by the IGV

angle on ηc is accounted for according to Hashmi et al. [262]:

ηc = ηc,0(1−bIGV (θIGV −θIGV,nom)
2) (6.26)

with ηc,0 being the compressor efficiency in full-open IGV conditions at the same βc, ṁa and
NGG/

√
T2, while bIGV is the rate of variation experienced by ηc with respect to IGV angle

(i.e. bIGV = ∂ηC
∂θIGV

). Indeed, though closing IGV maintains nearly unvaried ηc due to the
adjustment of blade stagger angle to the incidence of inlet flow, aerodynamic performance
of compressor rows is negatively affected by off-design operating conditions on air mass
flow rate. Finally, the outlet temperature To,c is obtained from the thermodynamic relation
T = f (h, p).

Fig. 6.8 Inputs/outputs for the combustion chamber block.

Where the combustion chamber is concerned, figure 6.8 reports the numerical scheme adopted.
The pressure and temperature levels obtained from the interconnecting plenum Ṽc, ṁ f and
the mass exhaust mass flow rate represent input parameters. Outputs consist in the complete
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thermodynamic state of the flow at the exit of the combustion chamber. The equations
implemented within the block mainly follow the thermodynamic cycle computation reported
in section 6.1.1. Specifically, the enthalpy ho,cc of exhaust gas generated from the combustion
process is obtained from eq. (6.27):

(ṁa + ṁ f )ho,cc = ṁahi,cc + ṁ f LHV ηb (6.27)

where a burner efficiency ηb = 0.99 and total pressure losses coefficient εCC=0.95 are
assumed [259]. Within the combustion chamber module, GHG and pollutant emissions are
computed depending on the operating point the GT is working at. Two numerical procedures
are available to compute pollutant emissions:

• Correlation approach: thermodynamic parameters are inserted into emission correla-
tions available from the literature.

• Operating curves: emission curves provided by manufacturers are used.

Fig. 6.9 Inputs/outputs for the block computing emissions.

Focusing on the first approach, a schematic view of the block performing emission computa-
tion is shown in figure 6.9. Inputs consist of βc, combustion chamber inlet temperature, ṁ f

and the fuel-to-air ratio f = ṁ f
ṁT GG−ṁ f

. Following the work of Rokke et al. [263], the NOx

correlations reported below are considered:

NOx = 13.717(βc)
1.42 ṁa f 0.72 [ppmv]

NOx = 1.106(βc)
1.42 ṁa f 0.72 [gNOx/kg f uel]

(6.28)

Eqs. (6.28) are obtained for dry air dealing with 15% volumic O2 content and apply to 1.5-34
MW commercially available GTs fed by natural gas. As can be seen, NOx production is
express in function of the compressor pressure ratio, air mass flow rate (i.e. GT size) and
air-to-fuel ratio. Despite the simplified nature of the approach, it must be underlined that the
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influence of both fuel type and rich-lean working conditions on NOx is taken into account
through f . As suggested by Altosole et al. [264], the numerical coefficient present within
eq. (6.28) is calibrated to reproduce the NOx emissions stated by manufacturers for various
GTs. Though the main source of NOx is thermal, no adiabatic flame temperature is present
in eq. (6.28), since its effect is implicitly accounted for in p3 and f . On the other hand,
CO emissions are evaluated by means of the correlation proposed by Rizk e Mongia [265],
successively corrected by Altosole et al. [264] to match with marine gas turbine size:

CO =
11.42 ·109e

7800
Tad

p2
3(43ṁ0.07

f )0.1
(

∆pcc
p3

)0.5
f

[gCO/kg f uel] (6.29)

where Tad is the adiabatic flame temperature and ∆pcc represents total pressure losses in the
combustion chamber. As was above for NOx, the influence of fuel type and combustion
characteristics is taken into account by the fuel-to-air ratio f . The adiabatic flame temperature
is estimated by means of the open source Cantera software in function of pressure and
temperature levels within the combustion chamber together with the equivalence ratio ER =

f/ fstech, whose value is derived from typical laws ER = f (load) available in the literature
[250, 264]. Multiplying eq. (6.29) by 1.07 ·103 f , the CO production in ppm can be found.
Furthermore, calibration analogous to that for NOx has been performed with data from the
manufacturers in nominal condition. Finally, the unburned hydrocarbon (UHC) emissions
generated by either reduced residence time in the combustion chamber or localized low
temperatures are estimated by the following correlation [265, 264]:

UHC =
2.29 ·1011e

9756
Tad

p2.3
3 (43ṁ0.07

f )0.1
(

∆pcc
p3

)0.6
f

[gUHC/kg f uel] (6.30)

As can be seen, the main dependencies visible in eq. (6.30) for UHC are similar to those
considered for CO emissions. Indeed, these two pollutant species can form in similar
working conditions. Multiplying equation (6.30) by 1.886 · 103 f , the corresponding ppm
level is obtained. Finally, CO2 emissions are obtained assuming complete fuel oxidation at
equilibrium and, then, subtracting UHC and CO concentrations. Combustion reaction for a
general hydrocarbon CxHy at equilibrium condition is reported in eq. (6.31):

CxHy +a(O2 +3.76N2)−→ xCO2 +
y
2

H2O+3.76aN2 (6.31)
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Fig. 6.10 Schematic view of the DLN2.6e combustor [27, 28].

with a = x+ y
4 .

On the other hand, the second approach aimed at computing emissions relies on the
manufacturer-provided maps of NOx, CO and UHC related to CH4 combustion. Specif-
ically, the emission curves provided by GE for the recent DLN2.6 combustor have been used
independently from the GT simulated. Since almost all the GT combustors commercially
available work under lean-premix conditions to reduce NOx and comply with emission
regulations, this hypothesis appears reasonable.
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Fig. 6.11 NOx and CO emissions generated by the DLN2.6 combustor under natural gas feeding
conditions [28].

A schematic view of the DLN2.6 combustor is depicted in figure 6.10. During a start-up
procedure, the combustor is sequentially operated passing from mode 1, where a reduced
number of nozzles work on rich blends, to modes 5Q and 6Q, where all the burners operate
with lean-premix mixtures. Mode 6Q is traditionally used from 50% of the GT load on
[27, 28]. Curves related to NOx and CO emissions from DLN2.6 are reported in figure 6.11
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[28]. As can be seen, in the lean-premix working condition starting at 50% of the GT load,
NOx and CO emissions do not exceed 15 ppm and 25 ppm, respectively, in compliance
with current regulations. At reduced loads, higher CO and NOx are achieved due to the rich
blends the combustor works on, aimed to guarantee stable combustion. When DLN2.6 is
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Fig. 6.12 NOx increase and CO2 reduction in % volume obtained by feeding the DLN2.6e combustor
with CH4 −H2 blends [28].

fed by alternative fuels (e.g., CH4 −H2 blends in the DLN2.6e cobmsutor), the emissions
curves reported in figure 6.11 are scaled by correction factors obtained from previous
experimental works concerning fuel flexibility enhancement in GTs [157, 128, 130, 194, 193].
Particularly, results assessing the increase in NOx production and the reduction of CO2

emissions which were obtained by GE feeding the DLN2.6e combustor with CH4 −H2

blends are reported in figure 6.12. Where the GG turbine block is concerned, figure 6.13
reports the corresponding numerical scheme implemented together with characteristic maps.
The turbine subsystem receives as inputs the entire thermodynamic state at the exit of the
combustor, together with both the rotational speed of gas generator shaft NGG and pressure
downstream the interconnecting plena Ṽt . In detail, the entropy at the combustion chamber
outlet and the pressure pi,PT are used to obtain ideal enthalpy level at the GG turbine exit,
which in turn is used for computing h5 by means of adiabatic efficiency definition. The
main outputs consist in delivered power, exhaust gas temperature T5 and mass flow rate
ṁT GG. Similarly to compressor, the exhaust mass flow rate is derived from the characteristic
map (εT GG,NGG/

√
T4,(ṁa + ṁ f )

√
T4/p4), entering with εT GG and NGG/

√
T4. Then, power

delivered by GG turbine can be computed as:

PT GG = ṁT GG(h4 −h5id)ηT GG (6.32)
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Fig. 6.13 Characteristic maps for GG turbine and inputs/outputs related to its corresponding block.

where ηT GG represents the adiabatic efficiency of gas generator turbine, whose value is
withdrawn from the map (NGG/

√
T4,(ṁa + ṁ f )

√
T4/p4,ηT GG) in function of NGG/

√
T4

and (ṁa + ṁ f )
√

T4/p4. Finally, the exit temperature T5 (i.e. To,T GG) is obtained from the
thermodynamic relation T5 = f (h5, p5).

Fig. 6.14 Inputs/outputs for the power turbine block.

Similarly, numerical scheme adopted for the power turbine is reported in figure 6.14. No
characteristic maps for mass flow rate or efficiency are shown, since they are qualitatively
analogous to those previously shown in figure 6.13 for the GG turbine. The inputs required
from PT consist in the entire thermodynamic state computed from the interconnecting volume
Ṽt together with ambient pressure pamb, fuel mass flow rate ṁ f and NPT . The main outputs
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are the exhaust temperature at the GT outlet, the exhaust mass flow rate evolving within the
power turbine and, finally, Pnet and ηel delivered by the entire aeroderivative GT. The mass
flow rate is derived from (εPT ,NPT/

√
T5,(ṁa + ṁ f )

√
T5/p5) characteristic map analogous

to that reported in figure 6.13, whereas exhaust gas temperature T6 (i.e. Tex) is computed by
thermodynamic relations T6 = f (p6,h6), with h6 obtained from ηPT definition. On the other
hand, net power is computed as:

Pnet = (ṁ f + ṁa)(h5 −h6)ηmeccηa (6.33)

where a mechanical efficiency ηmecc = 0.99 and alternator efficiency ηa = 0.97 have been
considered, according to the literature [259]. Finally, the electrical efficiency of gas turbine
is calculated as:

ηel =
Pnet

ṁ f LHV
(6.34)

where LHV is the lower heating value of the fuel.

Fig. 6.15 Inputs/outputs for the interconnecting plenum Ṽc block.

Focusing the attention on the interconnecting plena Ṽc, figure 6.15 shows its numerical
scheme, in order to assess inputs and outputs. The air and fuel mass flow rates ṁa and ṁ f ,
respectively, together with the flow exiting the GG turbine and temperature T3 (i.e. Ti,cc), are
received in input. Instead, pressure and temperature levels entering the combustion chamber
are provided as outputs. Specifically, the conservation equations (6.19), (6.20) and (6.21)
written for a perfect gas are used to model mass storage and pressure variation within Ṽc.
Then, variations in temperature follow from the perfect gas law:

pṼc = n̄RuT (6.35)

where the volume Ṽc is estimated from the either the GT CAD or the literature, Ru is the
universal gas constant and n̄ the number of moles. The operating principle remains the same
also for the Ṽt plena, since only changes in inputs/outputs acronyms are present.
Where the gas generator shaft is concerned, figure 6.16 reports the numerical scheme adopted.
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Fig. 6.16 Inputs/outputs for GG shaft block.

Specifically, power absorbed by compressor and delivered by GG turbine is supplied as
input, whereas rotational speed is computed by the time-dependent conservation of angular
momentum:

Jω
dω

dt
= PT GG −Pc (6.36)

where J represents the polar moment of inertia of the shaft, assumed from 10-40 MW
GTs [266, 262]. Analogous equation governs the shaft dynamics for power turbine, where
resistance power is represented by alternator. Finally, the effect played by the ambient
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Fig. 6.17 Mechanical power dependency from variable ambient temperature for various GTs.

temperature in reducing GT performance is modeled by means of (Pnet ,Tamb) curves from
the manufacturers (see figure 6.17). As shown in figure 6.17, the net power significantly
reduces for increasingly high ambient temperatures, whereas it remains nearly constant in
cold environments.

6.2.2 GT control strategies

Figure 6.18 shows the numerical scheme related to blocks which perform IGV and fuel mass
flow rate control. Focusing on the IGV control, the inlet temperature T4 to GG turbine, the
exhaust gas temperature Tex and GG rotational speed are supplied as inputs to determine
θIGV . Indeed, the main purpose of the IGV control is to align the stagger angle of the first
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Fig. 6.18 Fuel and IGV control blocks (left) together with the default governing strategy for IGV
during start-up procedure (right).

statoric row within the compressor to the velocity triangles, depending on GT load. Since
this regulation guarantees high ηc levels under flexible GT operating conditions, IGV is
traditionally governed in this way during start-up or shut-down schedules [242]. Diagram
showing the default governing strategy for IGV installed on LM2500 GT is reported in figure
6.18. As can be seen, IGV starts fully opened at 100% load (i.e. nominal NGG = NGG,0) and
is gradually closed for increasingly lower loads (i.e. NGG < NGG,0). However, in case specific
control on some thermodynamic parameters (i.e. GG turbine inlet temperature TIT, turbine
outlet temperature TOT, ...) is necessary, different IGV governing schedules are implemented,
which consist in imposing positive/negative off-set angle to the default one. In this case,
a positive/negative off-set angle is added to the value obtained from the curve reported in
figure 6.18. On the other hand, focusing on the fuel mass flow controller, the GG turbine inlet
temperature together with power generated by the alternator are supplied as inputs, whereas
ṁ f is determined. In this thesis, the IGV and fuel mass flow rate controls may implement
two governing strategies, which are traditionally adopted for combined cycles in the power
generation field:

• T IT = const: aimed at maximizing GT efficiency at part-loads. In the following the
acronym TITc is used for this strategy

• TOT = const: in order to limit off-design operating conditions experienced by the
bottoming steam power plant at GT part-loads. Specifically, safety and energy savings
are ensured for HRSG under variable GT load. In the following the acronym TOTc
indicates this strategy
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From the power generation field, it is well established that TOTc strategy allows to reach
maximum performance of the overall gas-steam combined cycle [267, 268]. However, during
COGES plant operation, some further control need to be assessed parallel to either the TITc
or TOTc strategies. Specifically, power generation must balance energy demand onboard,
hence the following-load service - typical of combined power plants - is required to avoid
grid failures. Furthermore, safety controllers monitoring over-temperature at point 4 and GG
shaft over-speed reduce risks of thermo-mechanical damages during transient GT operation.
Therefore, all these additionally required governing strategies have been implemented within
the controller blocks shown in figure 6.18. Specifically, looking at the inputs schematically
reported in figure 6.18 for the IGV control, the actuated value of θIGV is determined coupling
TITc or TOTc strategy with over-temperature and GG over-speed controls. Thus, TITc and
TOTc methods, which are mutually excluding, always work parallel to safety conditions
for T4 and NGG. In each GT operating condition, the minimum value for θIGV queried by
enabled controllers is actuated, since it represent the most urgent provision of regulation.
On the other hand, the following-load service, which is typical of combined power plants,
is guaranteed by the fuel feeding controller, in compliance with the over-temperature and
over-speed safety regulations as well as with the TITc or TOTc strategy adopted. In details,
the net power generated by the power turbine is compared with the electrical power demand
and the resulting error enters a controller to find out candidate fuel mass flow rate for the next
time instant. This value is successively compared to candidate fuel mass flow rate obtained
by over-temperature controller and, finally, the minimum value of ṁ f is actuated. Overall,
it must be underlined that controller architectures for fuel and IGV angle shown in figure
6.18 are traditionally adopted in the power generation sector. Moving attention to the fuel
controller, the actuated ṁ f is determined coupling TITc or TOTc strategy with all the over-
temperature, over-speed and load-following regulations. Analogously to the IGV control, the
minimum fuel mass flow rate queried by multiple governing strategies is actuated. Where
the numerical architecture of controllers is concerned, regulation is performed by means
of Proportional Integral Derivative (PID) controllers, whose Single Input Single Output
(SISO) schematic view is shown in figure 6.19. R represents the reference signal, which is
compared with the actual system response Y to compute error E. Then, the actuation input U
is provided by the controller to efficiently govern the dynamical system. The actuation input
U(t) determined by PID controllers contains proportional, integral and derivative contributes
with respect to the error E(t):

U(t) = KpE(t)+Ki

∫ t

0
E(τ)dτ +Kd

dE(t)
dt

(6.37)
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Fig. 6.19 Schematic view of a SISO control system (left) together with step responses obtained by
different types of controller (right).

where the Kp, Ki and Kd coefficients correspond to the proportional, integral and derivative
constants, respectively. As visible in figure 6.19, the response of closed-loop systems dealing
with P controller is fast, despite offset error for t → ∞ and significant overshoot is provided.
On the other hand, adding the integral part to the controller (i.e. PI) can delete offset error at
regime, while reducing the response speed and increasing overshoot. Instead, since derivative
term anticipate variations in E, the PD controller guarantees high speed. However, offset
error is still present and small oscillations in E can be amplified. Finally, PID controller takes
the best of all the terms.
In case the physics of the system requires to limit the input signal U and, at the same time,
the sign of E does not change for a long time, the integral term continues to increase its
contribute. Then, when the error suddenly changes sign, the large accumulated contribute
of the integral term is slightly reduced. The slow discharging process of the integral term
temporarily compromises the sign of U and, consequently, the effectiveness of the control in
a certain time interval. This phenomenon is commonly named wind-up and only derives from
numerical issues. Two principal methods, i.e. clamping and back-calculation, are usually
adopted to limit wind-up. Clamping consists in stopping the integral contribution when U
saturates at its the maximum/minim level. On the other hand, an additional term proportional
to the difference between pre-saturation and saturated signal U is added in eq. (6.37) within
the back-calculation approach, hence the over-sizing of the integral contribution is avoided
a-priori (see figure 6.20).

6.2.3 Dynamic model of bottoming steam power plants

The dynamic model of the bottoming steam power plant included within COGES is schemati-
cally depicted in figure 6.21, where the following physical-based subsystems can be identified:



6.2 Simulink code: dynamic simulation of COGES plants 89

Fig. 6.20 Back-calculation PID numerical scheme to avoid wind-up.

Fig. 6.21 Block diagram of the dynamic model concerning the bottoming steam power plant included
within COGES.

• Economizer (ECO)

• Evaporator (EVA)

• Recirculating pump (P1)

• Superheater (SH)

• Steam turbine (ST)

• Condenser (COND)

• Sea water pump (P2)
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Additionally, the PAR subsystem is included to assess the partialization control of steam
turbine. The model shown in figure 6.21 relies on mixed lumped volume-dynamic approach.
Specifically, a nonlinear lumped volume scheme analogous to that explained above for GT is
adopted for turbomachinery components (pumps and steam turbine). On the other hand, heat
exchangers (HE) included within HRSG as well as condenser are solved by a 2-D dynamic
approach, based on spatial finite differences and temporal ODE system. No interconnecting
plena are visible in figure 6.21, due to the mixed lumped volume-dynamic approach. Indeed,
mass storage and pressure/temperature fluctuations are accounted for in the cylindrical drums
of evaporator and condenser. In the following, the main subsystems are analysed in details,
focusing the attention on the input/output quantities together with finite difference schemes
used for heat exchangers.

Fig. 6.22 Inputs/outputs for the pump P1 block (left) and its corresponding characteristic map (right).

Figure 6.22 shows a schematic view of the pump block P1 related to the main feed-water
system (left side), together with the corresponding characteristic maps implemented (right
side), where NP indicates rotational speed of the pump, ∆p are pressure losses, ṁw the water
mass flow rate and the subscript 0 refers to nominal point. As can be seen from figure 6.22,
the pump controller inserted within block P1 provides as output the water mass flow rate
ṁw supplied to economizer ECO, depending on the steam flow generated by the evaporator.
Indeed, inside the block P1 the physical-based operating condition of the pump provided by
the (NP,∆p, ṁw) map is coupled with a controller, which aims to maintain liquid level within
EVA constant, reducing risks of either burning EVA tubes or flooding SH. Specifically, the
PID controller of pump P1 decides the pump rotational speed NP, which is successively used
as input in map (NP,∆p, ṁw) to find ṁw. Other input to the map (NP,∆p, ṁw) consists in
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pressure losses recovered within the steam/water circuit, which can be computed as:

∆p = fD
L
D

ρV 2

2
+∑

j
KL, j

ρV 2
j

2
(6.38)

where the first and second terms represent concentrated and distributed pressure losses,
respectively. Furthermore, the power required by pump P1 is obtained considering the
enthalpic gap provided, i.e. PP1 = (hi,ECO −ho,COND)ṁw,i,ECO.
Analogous numerical scheme is adopted for the pump P2. However, the sea water pump P2 is
coupled with a PID controller targeting steady level of condensed water within COND. Thus,
the sea water mass flow rate aiming at cooling steam is determined based on the condensed
water level achieved in the condenser. Characteristic map used for P1 is qualitatively
analogous to that of the main feed water pump P, hence is not reported for conciseness.

Fig. 6.23 Schematic view of discretized numerical model for single-phase heat exchangers.

Focusing on heat exchangers, the following treatment distinguishes single-phase from phase-
change HEs since relevant differences arise by a numerical point of view. Where single
phase heat exchangers are concerned (i.e. economizer and superheater), figure 6.23 shows
details on the finite difference scheme adopted in space. Specifically, a second-order central
finite difference scheme is adopted for space discretization, hence the Partial Differential
Equations (PDEs) representing the conservation of energy are changed into temporal Ordinary
Differential Equations (ODEs). Furthermore, the numerical scheme in figure 6.23 is aimed
to reproduce a shell-and-tube heat exchanger configuration. The steam/water working fluid
passes in the internal pipe for both economizer and superheater, whereas exhaust gas evolves
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between shell and tube. Following the work of [252], no mass storage is accounted for in
superheater SH and economizer ECO to correctly impose interconnecting boundary condition
protocol between adjacent components. Thus, SH and ECO are modeled as pipe.

The discretised energy equations for the fluid and solid domains valuable for SH and
ECO are written as follows, according to the index notation:
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T n+1

0,i −T n
0,i
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(6.39)

where q indicates the conductive/convective heat flux exchanged on the pipe or shell
boundaries (i.e. radiation fluxes are neglected). In case heat fluxes are expressed as:

q̇0,i = ξ0S0,i(
T0,i+1 +T0,i

2
−T1,i)
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2
)
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2
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(6.40)
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eqs. (6.41) for temperature grid are obtained:
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where λ is the metal conductivity, ξ the convective heat transfer coefficient (depending on
temperature and fluid phase) and cv the calorific value at constant volume of metal/fluid.
Instead, S represents the heat exchange surface area and A j indicates the overall cross-
sectional areas of the j−th element belonging to shell or tube, depending on the domain
considered. Finally, ∆x is the discretisation step along the streamwise direction (i.e. the axial
direction of the shell-and-tube heat exchanger). As visible in figure 6.23, the numerical grid
within the solid domains is staggered with respect to nodes in the fluid domains. This ensures
numerical stability as well as accuracy, with limited computational costs [26]. Indeed, each
solid cell belonging to the domains j = 1,3 exchanges heat with the average temperature
obtained from two adjacent fluid cells in the j = 0,2 domains.
Where phase-change heat exchangers are concerned (i.e. EVA and COND), figure 6.24
shows the finite difference scheme adopted for evaporator. As was for ECO and SH, a second
order central finite difference scheme is adopted for space discretization, to transform PDEs
in a system of ODEs. The shell-and-tube configuration is assumed, with shell containing
changing phase fluids, i.e. condensing steam for COND, evaporating water for EVA. Thus,
as visible in figure 6.24, tubes where the hot exhaust gas passes are submerged within the
water to produce steam, which accumulates on the top of the shell side. For condenser,
tubes transporting sea water are included within the upper side of the shell, where steam
exists, whereas condensed water accumulates on the bottom. Therefore, EVA and COND are
assimilated to drums with changing-phase fluids, hence mass storage in them is accounted for.
The discretised energy equations for the fluid and solid domains used for EVA and COND
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Fig. 6.24 Schematic view of discretized numerical model for phase-change heat exchangers.

are written as follows using the index notation:
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where q indicates the conductive/convective heat flux for exchanged on the pipe or shell
boundaries. In case heat fluxes are expressed as:

q̇0,i = ξ0S0,i(
T0,i+1 +T0,i

2
−T1,i)

q̇1,i = λ1A1
T1,i−1 −T1,i

∆x
+λ1A1

T1,i+1 −T1,i

∆x
q̇2,i = ξ1S1,i(T1,i −T2,all)

q̇3,i = ξ2S2,i(T2,all −T3,i)

q̇4,i = λ3A3
T3,i−1 −T3,i

∆x
+λ3A3

T3,i+1 −T3,i

∆x
q̇amb,i = ξ4S3,i(T3,i −Tamb)

(6.43)
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eqs. (6.44) for temperature grid are obtained:
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where m2,s and m2,l coincide with steam and water mass instantly contained within the shell,
respectively. As can be seen from eq. (6.44), temperature level for the evaporating water
is assumed uniform in space (i.e. T2,all), hence a single node exchanging with exhaust gas
is introduced in the cold domain. Variations of saturation pressure level induced by the
charged/discharged mass within the shell are computed as [252]:

ṁs,i,SH − ṁs,o,EVA =C f ·
d pEVA

dt
(6.45)

where ṁs,i,SH and ṁs,o,EVA are the steam mass flow rates supplied to SH and produced by
EVA, respectively, whereas C f represents the mass storage capacity of the heat exchanger.
Analogous expression is used for condenser, with only differences in acronyms.

Fig. 6.25 Inputs/outputs for the steam turbine block.
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Finally, schematic view of the condensing steam turbine model is reported in figure 6.25,
together with characteristic map. The block receives as inputs the shaft rotational speed NST ,
the steam mass flow rate entering steam turbine ṁs,i,ST and both the minimum and maximum
pressure levels at outlet and inlet, respectively. The steam mass flow rate exiting steam
turbine, together with its corresponding temperature and quality, are obtained as outputs in
addition to the delivered power Pel,ST . Overall, the ST lumped volume model is divided into
two numerically equivalent subsystems (not shown in figure 6.25), since steam extraction is
performed at intermediate pressure to cover thermal power demand onboard. Similarly to
the numerical scheme of turbines previously illustrated in figure 6.13, the mass flow exiting
ST is obtained from the (εST ,NST/

√
Ti,ST , ṁs,i,ST

√
Ti,ST/pi,ST ) map reported in figure 6.25.

At the exit of the HP steam turbine subsystem, the mass flow rate is subtracted from the
extracted steam necessary to cover thermal power demand onboard and the result is provided
as input to the LP subsystem. Power delivered by both HP and LP steam turbine modules is
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Fig. 6.26 Effect of partialization regulation on steam turbine efficiency.

computed by means of eq. (6.46):

PST = (hi,ST −ho,ST,id)ṁsηST (6.46)

Specifically, the adiabatic efficiency reduction occurring in off-design conditions is derived
from figure 6.26, where the x-axis represents the partialization fraction [269]. Indeed, since
partialization is able to regulate steam turbine operating conditions with reduced efficiency
penalties in comparison with lamination, it is used to govern the bottoming steam power plant
when GT works at part-loads [270, 271]. Specifically, the PAR block contains partialization
control curves. The exhaust gas mass flow rate and temperature provided by the GT are
entered as inputs in the PAR block, since waste thermal power available for heat recovery
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in the HRSG is used to obtain in output the steam mass flow rate evolving within ST under
partialization regulation [272, 273]. Therefore, the steam power plant follows the operating
conditions of the topping GT cycle: partialization regulation is performed in function of the
thermal power available from GT, whereas liquid level in both EVA and COND is maintained
constant for safety reason. Overall, the interconnecting protocol as well as the control strategy
adopted for the steam bottoming power plant appear in line with the work of Benato et al.
[252]. Finally, it must be underlined that the Simulink code presented above can be applied
to dynamically simulate COGES plants fed by methane as well as by other fuels.

6.2.4 Validation

In this section, as a final remarked on the MATLAB/Simulink codes, validation is performed
for both gas turbine and steam power plant models.
Where validation of the GT code is concerned, the reliability of both nominal and part-
load simulation is investigated, focusing on the main thermodynamic parameters. Dataset
considered for validation consists in experimental results referring to a 32 MW LM2500+G4
GT fed by MDO which is currently installed onboard military ships of various Navies [274].
Furthermore, the main governing strategy actually implemented within the Turbine Control
System (TCS) of this engine consists in regulating the fuel mass flow rate in function of the gas
generator rotational speed. Power delivered by PT directly follows as a consequence. Other
safety control strategies, aimed at avoiding over-temperature at the GG outlet and over-speed
of power turbine shaft, are also included within the TCS. Since experimental dataset used
for validation refers to mechanical propulsion architecture and the MATLAB/Simulink code
applies to integrated electric scheme, few modifications have been inserted in the program to
guarantee comparability. Specifically, the MATLAB/Simulink code has been modified to
account for MDO feeding system, control strategies embedded with TCS and the presence
of propeller on the PT shaft, instead of alternator. Comparison between experimental data
available from the manufacturers and numerical results provided by the code is performed
in table 6.2. Specifically, relative errors defined as (Vexp −Vnum)/Vexp, where Vexp and Vnum

represent the experimental and numerical values of each parameter, respectively, are reported.
Comparison is carried out considering 25, 50, 75 and 100% load operating conditions. As
can be seen, relative errors do not exceed 2% for all the parameters experimentally available
from the manufacturer, over the entire load range from 25 to 100%. Therefore, the reliability
and accuracy the MATLAB/Simulink code described in sections 6.1.1 and 6.2.1 appears well
established.
Where validation of the bottoming steam power plant is concerned, data referring to the
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Table 6.2 Relative errors obtained comparing experimental data and numerical results for LM2500+G4
gas turbine at 25%, 50%, 75% and 100% load operating conditions.

Parameters 100 % 75 % 50 % 25 %

Pel 0.06 0.07 0.06 0.05
ηel 0.52 1.84 1.47 0.70

NGG 1.21 -0.03 -0.23 0.26
NPT 0.00 0.00 0.00 0.00
ṁ f -0.53 -1.85 -1.48 -0.66
Pi,cc 0.15 0.55 1.03 1.62
Ti,cc 0.19 -0.26 -0.25 0.55

Po,T GG -1.46 -0.85 -0.08 1.03
To,T GG 1.40 -0.03 -0.21 0.25

natural gas fed combined cycle located at the Oseberg Field Center, in the North Sea [37],
have been considered. The reference power plant includes two GE LM2500+ GTs, each
driving a gas compressor and coupled with a one pressure level HRSG. Steam is produced
at nearly 24 bar and feeds a condensing ST, which expands the flow up to 0.05 bar for
electrical power generation purposes. Sea water at 8 ◦C (Tamb = 9 ◦C) is used as coolant
in condenser, whereas both sliding pressure or partialization control modes are available
for steam turbine. Comparison between the thermodynamic parameters reported by Nord
and Montañés [37] and numerical results obtained by the model shown in figure 6.21 is
carried out in table 6.3. Specifically, relative errors defined as (VR −Vnum)/VR are shown for
20%, 40%, 60%, 80% and 100% load operating conditions of the LM2500+ GT. Validation
accounts for data concerning the ST inlet pressure pi,ST and temperature Ti,ST , the rotational
speed of ST NST , the steam mass flow rate ṁs evolving within ST, the discharge pressure at
condenser pCOND, the sea water mass flow rate ṁsea,COND required for condensing purposes,
the exhaust gas temperature Tex and mass flow rate ṁex from the LM2500+ gas turbine and,
finally, the electrical power delivered by steam turbine Pel,ST . Results obtained from the
steam power plant model appear in good agreement with data reported by Nord and Montañés
[37]. Specifically, relative errors do not exceed 2%, over the entire 20%-100% load range
accounted for GT. Thus, the MATLAB/Simulink code shown in figure 3 is proved to reliably
model the design and off-design performances of the bottoming steam power plant included
within COGES. Finally, it must be underlined here that information on time dependent results
is not available from the reference works considered for validation purposes, hence transient
behaviour of both gas turbine and steam power plant is not reported here. Nevertheless, as
shown in section 9.2.2, time dependent results obtained from the dynamical models well
agree with both physics principles and scientific literature. Specifically, dead times, first order
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Table 6.3 Relative errors obtained comparing reference datasets from the Oseberg Field Center
combined cycle [37] with simulation results for the bottoming steam power plant shown in figure 6.21.
Comparison has been carried out at 20%, 40%, 60%, 80% and 100% GT load operating conditions.

Parameters 100 % 80 % 60 % 40 % 20 %

pi,ST 0.00 +0.06 +0.06 +0.15 +0.15
Ti,ST +1.87 1.25 +1.05 +0.83 -0.26

ṁs,i,ST -0.10 -0.53 -0.30 -0.31 -0.04
pCOND -0.3 -0.64 -0.98 -1.32 -1.62
NST 0.00 0.00 0.00 0.00 0.00
Pel -0.09 +0.52 +1.31 +0.88 +1.04

ṁsea,COND -0.98 +0.13 -1.91 -0.08 +1.33
Tex -1.50 -1.30 -1.25 0.00 -0.01
ṁex -0.01 +0.07 -0.02 +0.07 +0.01

delays, thermo-mechanical inertia as well as transient response shape are proven practically
reasonable for the machines considered in this work.
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Fortran code

In this section, a Fortran code for static simulation of ship power plants is described in
details. Specifically, the code allows to identify which prime mover combination among
those available within the engine room guarantees the highest power plant efficiency under
various ship operating conditions. Steady state modeling for most of power plant components
is implemented within the code. Two kinds of inputs need to be supplied:

• Performance data for prime movers included within the engine room, computed at
variable load and ambient temperature. Specifically, loads ranging in 50-100% with
step of 10% and ambient temperature grid dealing with 5 ◦C step, from 5 to 45 ◦C,
are provided in tabular form together with the corresponding values achieved for net
power Pnet , electrical efficiency ηel , exhaust gas temperature Tex and mass flow rate
ṁex. Prime movers that can be inserted in the engine room consist in GTs, successively
coupled with steam bottoming power plants in COGES configuration, as well as
reciprocating engines.

• Electrical and thermal power demands onboard the ship under study. Specifically, since
only integrated propulsion systems can be analysed, electrical power comprehensive
of both propulsion and hotel demands is provided as input. Instead, thermal power
demands is divided into low and high temperature components, consisting in steam
flows at p = 7−9 bar, T ≈100 ◦C and steam/hot water supply at p = 3 bar, T ≈ 50-80
◦C, respectively. Power demands onboard ships can be provided for each specific
operating condition (maneuvering, navigation and port), vessel speed and weather
condition.
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Overall, the working principle of the Fortran code can be summarised into three main
steps:

• Design of waste heat recovery systems downstream of prime movers: this point con-
sists in performing design of waste heat recovery system (WHR) and Heat Recovery
Steam Generator (HRSG) for reciprocating engines and gas turbines, respectively. All
the prime movers considered within the engine room can deal with this design step,
otherwise only a specific subset of them can be accounted for. Furthermore, the waste
heat recovery system for reciprocating engines can be configured as the standard WHR
system traditionally used onboard for reduced thermal power generation, or a complete
steam bottoming power plant can be set up (see figure 7.1). Where the latter choice is

(a)

Fig. 7.1 Schematic view of the two layouts available for reciprocating engines in the Fortran code:
without ST included (left side) or equipped with it (right side).

concerned, excessive steam generated by WHR systems evolves into small-size ST pro-
ducing few additional MWs of electricity, with consequent benefits by an energy saving
point of view, depending on power demands. On the other hand, since large amount of
thermal power is available within the gas turbine exhaust gas (i.e. high temperature
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and mass flow rates) in comparison to reciprocating engines, GTs are always coupled
with HRSG and complete bottoming steam power cycle in COGES configuration.
Thus, energy efficiency can be improved by producing significant amount of additional
electrical power within steam turbine. It must be underlined that condensing steam
turbine configuration is only available for reciprocating engines, whereas both back-
pressure and condensing architectures are possible for ST installed within COGES
plant. Indeed, the small amount of thermal power available in the exhaust gas from
reciprocating engines drastically reduces the maximum steam pressure achievable
within WHR systems (≈7-9 bar). Therefore, not negligible Pel can only be addressed
by a condensing steam turbine configuration, since too small pressure gap would
be exploited in back-pressure scheme. This issue does not arise for COGES plants.
Specifically, alternately back-pressure or condensing architectures can reveal more
convenient, depending on thermal and electrical power demands onboard. Overall,
high temperature (HT) thermal power demand onboard, which typically corresponds to
steam demand at p =7-9 bar, can be covered by both steam generated within the WHR
systems of reciprocating engines and steam extracted at proper pressure level from
the ST being part of the COGES plant. Similarly, steam generated by WHR systems
and exceeding the HT request as well as steam mass flow rate exiting back-pressure
ST combined with GT can supply the low temperature (LT) thermal power demand
onboard, which traditionally consists of steam at p =3 bar. When HT and LT demands
are partially covered by heat recovery from prime movers, dedicated auxiliary boilers
are accounted for in setting up the engine room. Nevertheless, the WHR system and
HRSG are designed such to optimize the heat recovery from all the prime movers,
hence ensuring high efficiency under flexible sailing conditions.

• Off-design performance computation: performances of all the prime movers coupled
with their corresponding WHR or HRSG systems are assessed for variable load and
ambient temperature. Specifically, the working conditions of prime movers in terms
of Pnet , ηel , Tex, ṁex are found out by interpolation of the tabular data provided as
inputs, as mentioned in the previous step. Successively, off-design for the waste
heat recovery systems is addressed by thermodynamic relations, since geometrical
characteristics of WHR and HRSG result fixed at this step. Evidently, off-design
performance computation depends on the same configurations reported above for the
design procedure (back-pressure/condensing steam turbine, traditional WHR/complete
bottoming steam power plant,...).
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• Power plant optimal working conditions: once off-design investigation is concluded,
the engine room governing strategy allowing for maximization of the overall power
plant performance with respect to demands is determined. Specifically, two objective
functions are available, depending on the amount of thermal power requested onboard:
electrical or cogeneration efficiency of the entire power plant, i.e. ηel or ηg, respectively.
Then, the code determines which prime movers need to be turned on and at which
corresponding load, with the aim of maximizing the chosen objective function. This
procedure is repeated for every ship operating condition (ship speed and weather)
included in the mission profile of the vessel provided as input. Finally, the overall
objective function (i.e. ηel or ηg) achieved during the entire profile together with
details on the operating conditions of prime movers are obtained as results.

7.1 Optimal design of waste heat recovery systems

As mentioned above, the design of WHR and HRSG systems for reciprocating engines and
gas turbine is firstly performed. In the following, a schematic treatment is presented. For
the sake of conciseness, the procedure is explained referring to the HRSG installed within
COGES plants, since analogous procedure is assessed also for WHR systems downstream of
reciprocating engines.

• As starting point, inputs concerning first-hypothesis values as well as range variation
for both geometrical and fluid dynamics parameters are acquired. Specifically, where
the geometrical parameters are concerned, the width W and length L of the HRSG
section, pitch and external diameter of tubes, Pt and dO respectively, pitch parallel to
the flow direction Ptp and the presence of fins on tubes to improve heat exchange are
provided as inputs (see figure 7.2 for more details on the geometry considered). On
the other hand, target velocity traditionally applied to both steam/water and exhaust
gas flow in HRSG [275, 276, 271, 270] are provided as inputs, distinguishing for each
heat exchanger. Further first-hypothesis values considered consist in pinch-point and
subcooling temperature differences (i.e. ∆Tpp and ∆Tsub, respectively), steam turbine
inlet pressure and temperature and recirculating ratio in the evaporator.

• Then, the entire bottoming steam power cycle is solved in non-definitive form using the
first-hypothesis values previously acquired as inputs. A schematic view of the gas and
water/steam transformations within the HRSG, with corresponding numbering points,
is shown in figure 7.3 for a condensing ST arrangement. The subscript g is used for
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Fig. 7.2 Geometrical parameters of Heat Recovery Steam Generator (HRSG).

gas side for sake of clearness. Boiling-tubes configuration is assumed for deaerator, in
order to remove dissolved gas from the boiler feedwater and limit energy penalties on
the steam power plant efficiency. First, the thermal power to be exchanged in evaporator
and superheater is found out from h1g = f (T1g) and h3g = f (∆Tpp+T (p8, x̃ = 1)) and
successively used to estimate the water mass flow rate ṁw:

q̇SH+EVA = ṁex(h1g −h3g) =⇒ ṁw = q̇SH+EVA/(h8 −h6) (7.1)

where ṁex is the GT exhaust mass flow rate, h6 = f (pEVA, x̃ = 0) and h8 = f (p8,T8).
Then, preliminary steam cycle computation is performed by means of the following
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Fig. 7.3 Schematic view of the gas and water/steam transformations in a COGES plant. Where the
plant scheme is concerned (right side), the subscript g is used for gas side for sake of clearness.
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equations:
h1,s1 = f (p1, x̃ = 0)

h2id = f (p2,s1)

h2 = f (h2id,ηp,h1)

h3,s3 = f (p3,T3)

h4,S4 = f (p4, x̃ = 0)
hse = f (Ts,BT , ps,BT )

ṁs,dea = ṁw(h4 −h3)/(hse −h4)

q̇BT = ṁs,dea(hse −h4)

h5id = f (p5,s4)

h5 = f (h5id,ηp,h4)

s6 = f (pEVA, x̃ = 0)
h7,s7 = f (pEVA, x̃ = 1)

s8 = f (p8,T8)

h9id = f (p9,s8)

h9 = f (h9id,ηST ,h8)

h10id = f (p10,s9)

h10 = f (h10id,ηST ,h9)

(7.2)

Once the steam/water side is solved, thermodynamic points related to the exhaust
gas cooling process are determined by means of analogous relations. Specifically,
thermodynamics properties of air are evaluated by means of the NASA polynomial
[277], corrected to reproduce recent correlations available in Refprop [278]. Since for
a fixed mass flow rate variations in density provided by temperature levels directly
influence the volume necessary for flow passage, the first-hypothesis value of L as well
as density at the HRSG exit are used to compute the preliminary width W of HRSG:

W = ṁex/Vex,max/ρ4g)/L (7.3)

In case back-pressure steam turbine is adopted, the numerical procedure changes,
since the LP economizer (i.e. transformation 2-3), the deaerator (i.e. transformation
3-4) and the condenser are not included due to the single pressure level. Precisely,
transformation 10-1 in figure 7.3 is directly carried out within the LT thermal users.

• Then, pressure and temperature levels obtained from the previous step are used to per-
form geometrical design of each HE included within HRSG. Specifically, the thermal
power to be exchanged and minimum/maximum thermal capacities (i.e. Cmin/Cmax)
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are first computed in order to perform the NTU-ε̃ sizing method for heat exchangers:

R̃ =Cmin/Cmax (7.4)

q̇ = ṁex(h1h −h2h) (7.5)

q̇max =Cmin(T1h −T1c) (7.6)

ε̃ = q̇/q̇max (7.7)

NTU = f (R̃, ε̃) (7.8)

where the subscripts 1 and 2 indicate inlet and outlet sections, respectively, whereas
h is used for exhaust gas (i.e. hot side) and c for water/steam (i.e. cold side). Suc-
cessively, iterative procedure is applied to definitely determine both geometrical and
fluid dynamics parameters, whose preliminary values were acquired as inputs. Specifi-
cally, starting values for pitch Pt, v and W/L are provided as inputs to compute both
exchange surface area and HE geometry, whereas fluid dynamics parameters yield heat
transfer coefficients for hot and cold sides. Where the exhaust gas side is concerned,
the corresponding Reynolds number Reh is obtained by:

Reh = ṁexdO/(O L W µ) (7.9)

where dO is the external diameter of tubes and O = (P dO − dO − 2Hφ )/(P dO) is a
parameter taking into account obstruction due to fins in case no brace tubes are installed.
Then, Nusselt number concerning the hot side is computed from the ESCOA [279]
or Grimson’s [280] correlations, for finned-tubes and brace-tubes HEs, respectively.
Finally, the overall heat transfer coefficient for the hot side (i.e. Uh) is found out by:

Uh = Nuh λ/dO (7.10)

where λ indicates thermal conductivity. Focusing on the cold side, the overall heat
transfer coefficient Uc is obtained in two different ways depending on possible phase-
change for circulating H2O. For single-phase HE, the definition of Uc is used together
with the Dittus-Boelter correlation for turbulent flows:

Uc = Nucλ/dI) (7.11)

Nuc = 0.023Pr0.333Re0.8
c (7.12)
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where λ represents the thermal conductivity of water/steam, dI the internal diameter
of tubes, Pr the Prandtl number and Rec the Reynolds number of the cold side. In-
stead, where evaporator and deaerator are concerned, since heat transfer occurring in
changing-phase flows is significantly improved in comparison to gas forced convection
taking place on the hot side, an arbitrary high value for Uc has been assumed. Finally,
the overall heat transfer coefficient involved between the cold and hot side is used to
obtain the exchange surface area required for the component considered:

U = 1.0/((1.0+ARφ )/Uc +1.0/(Uhηφ )) (7.13)

S = NTUCmin/U (7.14)

where the fin efficiency ηφ is 1 in case brace tubes are considered. The overall heat
exchange surface and the tube surface ST = πdOL(1+ARφ ), where ARφ represents
increase in exchange area due to fins, are successively used to determine the number
and disposition of tubes in the HE:

NTs f = int(S/ST ) (7.15)

NTrw = int(W/(PtdO)) (7.16)

nrw = NTs f /NTps (7.17)

where NTs f is the overall number of tubes in the HE guaranteeing the correct exchange
surface area, NTrw is the tube number on each HRSG cross-sectional plane (W,L)
the HE is organised in, NTps represents the number of passages each tube deals with
along H and nrw consists in the number of distinct tube rows the HE develops along
the vertical direction (see figure 7.2 for more details). Then, the definitive values
for the height H of the HE within HRSG, the overall number of tubes NTall and the
corresponding heat exchange surface S are computed:

H = Ptp dO nrw (7.18)

NTall = nrw NTps (7.19)

S = ST nrw NT p (7.20)

The effective flow velocity in tubes Vc,e f f is successively obtained by Vc,e f f =

ṁw/ρc/AT/NTps, where AT = πd2
I /4 is the cross-sectional area of the tube. If rela-

tive error between effective and reference flow velocity exceeds a certain threshold,
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then iteration on geometry parameters is needed, moving within ranges supplied by
input files. Specifically, the first parameter to be varied is length L while keeping
constant WL, i.e. the cross-sectional area of HE. Overall, minimum and maximum
values imposed for W/L are 0.5 and 2.5, respectively. In case requirements on Vc,e f f

are not ensured yet, the pitch value is additionally changed between 2 and 4. When
variations on new variable is introduced, all the geometric parameters involved within
the optimization procedure are initialized with the first-hypothesis values. In this
way, the solution space around initial point derived from the literature is accurately
explored. It must be remarked that the design algorithm reported above overall consists
in an optimization procedure, whose objective functions to be minimized coincide
with gaps arising between actual geometrical and fluid dynamics parameters and the
preliminary ones, i.e. those traditionally assumed in the literature. When convergence
is reached, the heat exchanger deals with geometry and flow velocity constraints.
Finally, the distributed and localised pressure losses in the heat exchanger considered
are computed by eq. (6.38). The above procedure is sequentially applied to each
heat exchanger included within the HRSG system. This implies that different optimal
values for L may be obtained for distinct HEs. However, despite width W in HRSG
can vary passing from a heat exchanger to an other, the length L must be kept fixed to
guarantee simple and compact HRSG layout onboard ships. Thus, once geometrical
parameters of each optimally designed HE have been found out, the maximum value
of L among those obtained is imposed within the entire the HRSG. Indeed, due to the
optimization algorithm reported above, the maximum L relates to the most demanding
heat exchanger. Then, thermodynamic cycle computation for the bottoming steam
power plant as well as HE geometrical sizing (NTall , nrw, ...) are iteratively performed
with no changes on L allowed yet. Overall, convergence on geometrical and fluid
dynamics parameters of HRSG as well as on thermodynamic cycle is reached within 10
iterations. The above procedure ends the HRSG design. On the other hand, from now
on, the numerical algorithm adopted for condenser design is presented [281]. The main
geometrical inputs required consist in baffle spacing B̃, baffle cut BC, baffle number
nβ , external diameter of tubes dO, tube pitch Pt, tube clearance Ct = Pt −dO, number
of tube passages NTps (see figure 7.4). On the other hand, thermal inputs consist of
the sea water inlet temperature Tsea,i, its corresponding increase while passing through
condenser ∆Tsea and the thermal power to be wasted q̇COND. As starting point, the
logarithmic mean temperature difference for condenser is computed:

LMT D =
Tsea,o −Tsea,i

ln((Tsat −Tsea,i)/(Tsat −Tsea,o))
(7.21)
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Fig. 7.4 Geometrical parameters of condenser.

where Tsat represents the saturation temperature at the condenser pressure (i.e. Tsat =

T (pCOND, x̃ = 0)). Then, Reynolds number traditionally imposed by the literature
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Fig. 7.5 Diagrams providing the heat transfer factor Jh for tube (a) and shell (b) sides.

for both shell and tube sides is assumed to find the heat transfer factor Jh from the
experimental diagrams reported in figure 7.5. Typical values of the Reynolds number
within the shell and tube side are 35000 and 11000, respectively. By using the definition
of Jh, the convective heat transfer coefficient on the tube side (i.e. ξI) can be obtained
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from:

JH = JhReT =
ξIdI

λsea

cp,seaµsea

λsea

−1/3
(

µsea

µwall
)−0.14 = NuT Pr−1/3(

µsea

µwall
)−0.14 (7.22)

where ReT and NuT are the Reynolds and Nusselt number on the tube side, µ indicates
the dynamic viscosity, λ the thermal conductivity, cp the constant pressure heat
coefficient and dI the internal diameter of tubes. Furthermore, if the influence of
temperature on viscosity is neglected, the viscosity correction factor µsea/µwall is
imposed to 1. Successively, hypothesis on the convective heat transfer coefficient on
the shell side (i.e. ξO) is made to compute preliminary values of the wall and film
temperatures, i.e. Twall and Tf ilm respectively, where condensed water forms:

Twall = Tc,avg +(ξO(Tsat −Tc,avg))/(ξIdI/dO +ξO) (7.23)

Tf ilm = (Tw +Tsat)/2 (7.24)

where Tc,avg is the average temperature on the cold side. Depending on square or
triangular pitch is assumed, the equivalent diameter deq of the shell is computed as:

deq = 4(Pt2 −πd2
O/4)/(πdO) (square pitch) (7.25)

deq = 4(
√

3/4Pt2 −πd2
O/8)/(πdO) (triangular pitch) (7.26)

and inserted into eq. (7.27) to obtain a calculated value of the external heat transfer
coefficient ξO:

JH = (ξOdeq)/λs((cp,sµs)/λs)
−1/3(µs/µwall)

−0.14 (7.27)

where the subscript s refers to steam. In case hypothesised and computed values for
ξO are not coincident, iteration on ξO is performed starting loop at eq. (7.23). When
convergence is reached, the overall heat transfer coefficient U of the condenser can be
assessed by:

U = (1/ξO +RO+SO/SI(dO −dI)/(2λw)+SO/SI1/ξI +SO/SIRI)−1 (7.28)

where RO and RI are the dirt factor on the shell and tube sides, respectively, as SO and
SI represents the surface area for the shell and tube side related to geometry. Once the
global heat transfer coefficient is known, the overall exchange surface area S as well as
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the exchange area of a single tube ST are obtained:

S = q̇COND/(U LMT D) (7.29)

ST = πdOL (7.30)

where L is the tube length. Thus, the overall number of tubes NTall = int(S/ST ) can
be found. Then, assuming a value for the number of tube passages NTps, the Reynolds
number within tubes is obtained by Rec = ṁsea(4NTps/NTall)/(dIµseaπ), where ṁsea

is the sea water mass flow rate. Where the geometrical parameters of the shell are
concerned, the bundle diameter dβ and length Lβ are estimated as:

dβ = dO(NTall/K1)
1/n (7.31)

Lβ = L/NTps (7.32)

where K1 and n are parameters evaluated from the tables 7.6 below, depending on pitch,
NTps and tube arrangement. Instead, the shell diameter dS able to contain the overall
number of tubes is chosen from the tube count tables for heat exchangers available in
the literature [282]. The cross-sectional area AS and Reynolds number ReS of the shell

Fig. 7.6 Tables for computing K1 and n parameters during condenser design.

are computed as:
AS = (dSCtB)/P (7.33)

ReS = ṁsdeq/(ASµ) (7.34)

Finally, pressure losses of both shell and tube side (∆pS and ∆pT , respectively) can be
evaluated:

∆pT = 4(( f L)/dI +1)NTps/2ρV 2 (7.35)

∆pS = ( f dS)/deq(nβ +1)/2ρV 2 (7.36)
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where V indicates velocity, f = (1.58ln(ReT ) − 3.28)−2 (tube side), f =

e0.576−0.19ln(ReS) (shell side) and V = ReSµs/(deqρs). The above procedure, often
referred to Kern’s method, ends the condenser design.
As a final remark concerning the first step performed by the Fortran code, the design
procedure repeats for WHR systems of reciprocating engines with few differences with
respect to what has been shown above referring to HRSG in COGES plant. Indeed,
differences mainly arise from the possibility of excluding steam turbine and condenser
from the WHR system. Furthermore, since reduced thermal power is available from
the exhaust gas of reciprocating engines, no further heat exchanger for hot water
production is present downstream economizer.

7.2 Off-design of the steam power plant

At this step, geometry of all the HEs included within HRSG is known and their off-design
performance in terms of mass flow rates, temperatures, pressure losses and thermal powers
are now investigated in case variations on ṁex and Tex occur. As starting point, the steam
mass flow rate generated by SH is estimated assuming linear proportionality with exhaust
gas flow rate of GT: ṁs = ṁs,0ṁex/ṁex,0, where subscript 0 refers to nominal values. Then,
off-design performance of each HE is assessed in terms of inlet temperatures on hot and
cold sides together with exhaust gas and water mass flow rates. It must be remarked that
superior and inferior pressure levels under off-design conditions are assumed to remain fixed
to those found out in the design analysis, except for pressure losses. This well agrees with
actual operation of steam power plants, where the evaporator drum dampens the pressure
variations induced by transient operation of pumps. Thus, the computation starts from
the superheater, where T1h = Tex and T1c coincides with the saturation temperature at the
evaporator pressure. Analogous procedure is successively applied to all the other HEs. In
details, focusing on the hot side, Reh, which is influenced by ṁex reduction occurring at GT
part-loads, is computed from its definition (7.9) and successively used as input within the
ESCOA [279] or Grimson’s [280] correlation to find out the overall off-design heat transfer
coefficient Uh in case of finned or braced tubes. Where the cold side is concerned, Nuc

is obtained from the Dittus-Boelter correlation reported in eq. (7.12) above. Specifically,
reduction of the amount steam generated at part-loads is accounted for in Rec. Analogously
to what made under design conditions, the heat transfer coefficient Uc for the water/steam
side is derived from Nuc and successively inserted in eq. (7.37) to compute the overall heat
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transfer coefficient U :

U = 1.0/((1.0+ARφ )/Uc +1.0/(Uhηφ )) (7.37)

Then, once minimum and maximum capacities are identified depending on the HE considered,
NTU = SU/Cmin and R̃ =Cmin/Cmax are computed and used to found out the heat exchanger
efficiency ε̃ by the (NTU, ε̃) method. Finally, the exchanged thermal power q̇ is obtained
from eq. (7.38) below:

q̇ = ε̃ q̇max = ε̃Cmin(T1h −T1c) (7.38)

and successively used to compute enthalpy h2h and corresponding temperature T2h:

h2h = h1h −Q/ṁex =⇒ T2h = f (h2h) (7.39)

Analogous procedure is followed for h2c and T2c, depending on the specific heat exchanger
considered. The main results of off-design computation concerning each single HE consist
in the exhaust gas and water/steam outlet temperatures, the corresponding thermal power
exchanged and pressure losses (derived from eq. (6.38)). The algorithm reported above is
sequentially applied for all the heat exchangers installed within the HRSG as well as for all
the off-design conditions considered (in terms of GT loads and ambient temperature). Once

Fig. 7.7 Thermodynamic transformations concerning ST expansion (left side) together with schematic
view of condensing steam turbines (right side) [29, 30].

the off-design performance of HRSG is known, the corresponding working conditions for
steam turbine can be assessed. The turbine inlet pressure and temperature, together with both
the overall steam mass flow rate and the ST exit pressure are provided as inputs. As mentioned
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above, since steam extraction at intermediate pressure level is enabled for steam turbines
coupled with GTs to cover the HT thermal power demand onboard, expansion in ST is split
into two parts, each following analogous numerical approach. Focusing on the first expansion
fraction (from p8 to p9 ≈ 7− 9 bar), point 9id in figure 7.7 needs to be firstly solved. In
order to check if point 9id falls inside the two-phase region or superheated region, s9id = s8

is compared with s = f (pHT , x̃ = 1). In case point 9id is inside the two-phase region, all its
properties can be obtained from pressure and entropy. Conversely, hypotheses on T9id are
iteratively performed and checked by means of thermodynamic relation s9id = f (T9id, pHT ),
where s9id is known. Nevertheless, the enthalpy h9id is obtained either as f (s, p) or f (T, p).
Successively, adiabatic efficiency of the first expansion fraction in turbine is computed by
means of polytropic efficiency ηpol and expansion ratio ε:

ηt =
1− ε−(k−1)ηpol,t/k

1− ε−(k−1)/k
(7.40)

where k = cp/cv for steam. From ηST the enthalpy of the real state 9 can be derived. Again,
in case the point 9r lays inside the two-phase region, then entropy s9 = f (h9, pHT ) is easily
obtained. On the contrary, in case 9 is outside the bell, iterative loop on T9 is performed until
convergence on h9 = f (pHT ,T9) is reached. The same approach is used for the second part
of the expansion within ST (i.e. transformation 9-10). As a final step, for each off-design
condition considered for the bottoming steam power plants, electrical power delivered by ST
and thermal power covered by steam extraction at 7-9 bar are computed as:

Pel = ηmeccηa(ṁs,i,ST (h8 −h9id)+ ṁs,o,ST (h9 −h10id)) (7.41)

Pth,HT = (ṁHT (h9 −h(pHT , x̃ = 0)) (7.42)

Furthermore, off-design conditions in condenser are managed by adjusting the sea water
mass flow rate in function of the thermal power to be wasted, by means of the following eq.:

Pth,COND = (ṁw,o,COND(h10 −h(pCOND, x̃ = 0))) (7.43)

ṁsea =
Pth,COND

cp,sea∆Tsea
=

ṁw,o,COND(h10 −h(pCOND, x̃ = 0))
cp,sea∆Tsea

(7.44)

where ∆Tsea is equal to 10 ◦C. It must be remarked that in case back-pressure steam turbine
is considered, the second part of the expansion stops at 3 bar, i.e. pressure levels required
from the LT thermal users installed onboard. Thus, the function of condenser is directly
supplied by thermal users, from which condensed water is withdrawn. As underlined for
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the design step, the off-design procedure introduced above for HRSG still applies with few
differences for WHR systems of reciprocating engines. Specifically, since steam mass flow
rate is generated at 7-9 bar by WHR systems, no steam extraction could be present within
steam turbine and a single block expansion takes place.

7.3 Optimization of engine room operating condition

Once the off-design performances provided by each prime mover included within the engine
room are obtained in terms of electrical and LT/HT thermal power generation, the Energy
Management System (EMS) determines how to optimally match power demands onboard for
each ship operating condition (weather, ship speed or phase). Specifically, a full-factorial
optimization procedure has been implemented with the aim of identifying which prime
movers need to be turned on and at which load, in order to maximize the objective function.
As mentioned above, both electrical and cogeneration efficiencies are available objective
functions. The implemented optimization procedure is reported in details in the following.
First, electrical and thermal power demands onboard are acquired from input files and
stored in specific data structures. Power data are coupled with their corresponding ship
operating phase (port, maneuvering or navigation), weather condition (ambient temperature)
and duration. Successively, settings for optimization algorithm are provided by the user.
Specifically, choice concerning condensing/back-pressure steam turbine to be installed in
COGES plant as well as the eventual installation of a unique ST also downstream all the
reciprocating engine WHR systems is made. Analogously, the Engine Margin (EM) level
desired for each different prime mover installed onboard is determined by the user. Finally,
the main numerical settings concerning the multiple steps the optimization procedure consists
in are fixed. Successively, from the off-design performances stored in tabular form from the
previous step, a predefined grid is created for each prime mover referring to power delivered.
Specifically, the 50-100% power interval analysed in the previous step concerning off-design
conditions is discretised in npt points. For all the discretisation points considered, the
corresponding electrical efficiency, LT/HT thermal power, exhaust gas temperature and mass
flow rate are computed by interpolation of off-design tables. The same operation is made for
all the npm prime movers assumed turned on within the engine room, hence npm vectors of
size npt are finally obtained for each relevant parameter (Pel , Pth,LT , Pth,HT , load, ηel , ...). It
must be remarked that increasingly high number of turned on prime movers is considered, in
order to clearly identify which npm guarantees the objective function maximization. Linear
algebra is successively used to organise these vectors in matrices containing all the possible
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combinations concerning the prime movers operating conditions. As mentioned above,
increasingly high number of turned on prime movers are iteratively considered, i.e. matrices
of all the possible operating conditions are sequentially built for npm ∈ [1,ner], where ner

coincides with the overall number of prime movers included within the engine room. Focusing
on the case a certain npm is imposed, all the combinations found out represent candidate
solutions in terms of i-th prime mover parameters (Pel,i, Pth,LT,i, Pth,HT,i, ηel,i, ...) to cover
power demands onboard. Therefore, all the candidate solutions are tested in maximizing
the objective function while coping with power demand constraints. This is the well-known
working principle of full-factorial optimization, where all the possible combinations are
analysed to identify the best one. Figure 7.8 shows a schematic view of the optimization

Fig. 7.8 Schematic view of the full-factorial optimization procedure performed by the Fortran code.

procedure performed in the code. Firstly, combinations of turned on prime movers providing
electrical power excessively low or high are discarded, as they would generate electrical grid
failures onboard. Specifically, the discarding condition is ∥Pel,REQ −Pcand∥> ∆Pel , where
∆Pel is the discretisation interval considered for electrical power, Pel,REQ the electrical power
demand and Pcand =∑

npm
i=1 Pel,i. A second discarding condition is represented by the maximum

ship speed navigation condition as well as safety return to port, which must be guaranteed by
turned on prime movers installed onboard. It must be remarked that discarding processes are
performed neglecting LT/HT thermal power generated by prime movers. Indeed, auxiliary
thermal boilers may be installed onboard, in case thermal power demands are not completely
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supplied by waste heat recovered. On the other hand, electrical power can be exclusively
delivered by prime movers, thus consisting in a more strict constraint to cope with. For all
the combinations survived the discarding processes, the objective function (i.e. electrical
or cogeneration efficiency) is computed and stored in memory. When objective functions
related to all the non-discarded combinations have been computed, the best solution is
identified. Though Fortran always reduces RAM requirements in comparison to interpreted
programming languages, the full-factorial algorithm implemented result quite expensive,
since it accounts for millions of candidates. Therefore, the number of point used to built
prime mover grids cannot be infinitely high. Especially for large-size prime movers, this
implies low accuracy in determining the optimal engine room operating condition. For this
reason, the above full-factorial optimization algorithm is sequentially applied on prime mover
grids dealing with finer discretisation. Specifically, as outlined in figure 7.8, after the best
combination of turned on prime movers is identified using the first discretisation grid, a
second, finer grid is defined around it, ranging from Pcand −∆Pel,p to Pcand +∆Pel,p, where
∆Pel,p derives from the first discretisation. Then, the best combination of turned on prime
movers is derived also from the second grid by comparing millions of candidates in terms of
objective function. Therefore, the algorithm is repeatedly applied on more refined grids up to
reach accurate results in terms of gap between Pel,REQ and Pcand (≈ 10W ). This optimization
process is performed for each ship operating phase (navigation, port or maneuvering) and
weather conditions included within the mission profile considered. The overall process takes
few seconds to run, when nearly 1000 ship operating phases are analysed. As results of
the optimization process, the main performance parameters (ηel , Pel , Pth,LT , Pth,HT , ṁ f , ...)
for each ship operating condition tested are obtained, distinguishing the contribution from
each prime mover included within the engine room. Therefore, as a final step, the eventual
inclusion of auxiliary boilers to cover LT/HT thermal power demands not supplied by waste
heat recovery systems is assessed. Finally, the overall electrical and cogeneration efficiencies
of power plant are computed over the entire mission profile.



Chapter 8

Mixed-Integer Linear Programming
(MILP) code

Even more demanding environmental regulations concerning emissions from ship power
plants have been recently introduced [283, 46]. To cope with them, various power generation
technologies are currently installed within engine rooms, with the aim of improving efficiency,
and even more complex governing strategies arise when thermal or electrical energy storage
is considered. Thus, optimally design and operate power plants onboard ships is becoming a
mandatory challenge to be faced in the early future, analogously to what happened within
the polygeneration power production field [284–288]. In details, the short- and long-term
optimal planning of distributed energy systems is traditionally faced with Mixed-Integer
Linear programming (MILP) codes. In this way, only linear relations between thermodynamic
parameters are used to reduce computational cost, while maintaining the reliability of results.
Wu et al. [289] were one of the first to investigate the optimal layout and operation of
Combined Heat and Power (CHP) plants by means of MILP code. Overall costs, including
CAPital EXpenditure (CAPEX) and OPerational EXpenditure (OPEX), were considered
as the objective function to be minimized. Mehleri et al. [290] studied analogous problem
for micro-cogeneration units based on photovoltaic panels and boilers installed in limited
urban areas or residential districts. Bracco et al. [291] developed a MILP code to investigate
optimal design problem for polygeneration system in the Savona campus and both economic
and environmental objective functions were considered. Similarly, eco-campus and eco-town
problem were successively faced in the literature by Weber et al. [292] and Ren et al. [293].
However, some works in recent years coupled MILP problem with additional non-linear
relations between parameters. Indeed, Gabrielli et al. [294] developed a Mixed Integer
Non-Linear Programming (MINLP) code to assess the optimal operation strategy for the
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ETH of Zurich power generation system, whereas Pruitt et al. [295] faced analogous problem
for cogeneration plants dealing with non-linear constraints. Since the computational cost of
MINLP codes is significantly increased in comparison to MILP, Coffrin et al. [296] proposed
piecewise linear method to account for non-linearities often present in real problems, with
reduced computational effort. Nowadays, despite various alternative numerical procedures
were tested to optimally design and operate power plants by an energetic, environmental and
economic point of view [297], MILP problem, eventually including piecewise linear relations,
remain the preferred method. As mentioned above, analogous problems for the optimal
design and operation of power plants arise for ships, despite few works in the literature
focus on this topic. In the following, the MILP code developed in this thesis project is
introduced. The procedure is based on both continuous and binary decision variables, as
well as on piecewise linear relations between them. Specifically, the model is able to address
the optimal design and operation of hybrid-electric power plants installed onboard ships.
Optimizations of costs, environmental impact, energetic efficiency, weights and volumes are
available computations. Furthermore, both short- and long-term studies can be performed by
the MILP code developed, since only changes in the time horizon are required. Specifically,
in this thesis work, both phase mean and hourly ship operating profiles are considered.
Finally, no restrictions are imposed on the main fuel feeding prime movers, therefore the
MILP code can be flexibly applied to alternative fuels analyses.

8.1 Inputs:

Inputs being necessary to the code consist in three main types of variables. Firstly, variables
concerning general data, useful to identify which power plant configurations are considered,
are required. Specifically, they relate to the choice on the type and number of prime movers
to be installed onboard. Furthermore, fully general variables, as the time sampling adopted
for computing the solution, are also included in this category of inputs. In the following, a
brief item of the first input class is summarised:

• G: set of COGES plants available to be installed within the ship power plant

• R: set of reciprocating engines which can be included within the engine room onboard
ship

• B9: set of MDO-fed boilers generating steam at 9 bar (i.e. suitable for HT demand) and
eventually included within the ship power plant. Indeed, in case the HT thermal power
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demand is not entirely covered by waste heat recovery from prime movers, auxiliary
boilers are needed

• B3: set of MDO-fed boilers generating steam at 3 bar (i.e. suitable for LT demand) and
eventually included within the ship power plant. Indeed, in case the LT thermal power
demand is not entirely covered by waste heat recovery from prime movers, auxiliary
boilers are needed

• T̃ : set of time intervals t forming the time horizon of the mission profile considered
for the vessel. Each interval may deal with potentially variable time duration ∆t

Secondly, technical data referring to performances provided by each prime mover in terms of
electrical and thermal power, electrical efficiency, fuel consumption, CO2 and NOx emissions,
weights and volumes are necessarily acquired as inputs. Minimum and maximum boundaries
for performances as well as parameters related to the sizing of components are included.
Furthermore, the electrical and LT/HT thermal power demands required onboard ship belong
to this input category:

• π̃el,G, Π̃el,G: minimum and maximum electrical power which can be covered by
COGES. The maximum value considered directly derives from the Engine Margin
(EM) accounted for. Since EM is not required by regulations for COGES due to its
high reliability and low maintenance costs, only a 3% EM is cautiously considered
[298, 74, 77, 299]. On the other hand, the minimum electrical power is mainly fixed
considering the deep affection of GT performances to part-loads, despite the bottoming
steam power plant dampens this phenomenon. Focusing on GTs, acceptable efficiencies
are typically obtained up to 50% loads, whereas too low energy savings is achieved for
further part-load conditions. Therefore, 50% is considered in the code, but this limit
can be easily varied

• π̃th3,G, Π̃th3,G: minimum and maximum LT thermal power which can be supplied by
COGES at 3 bar. LT power can be supplied by the discharged flow at the steam turbine
exit section in case back-pressure configuration is considered.

• π̃th9,G, Π̃th9,G: minimum and maximum HT thermal power which can be supplied by
COGES at 9 bar. This kind of thermal power can be supplied through steam extraction
at 9 bar from the steam turbine included within COGES

• π̃el,R, Π̃el,R: minimum and maximum electrical power provided by reciprocating
engines. In this case a 10% EM is accounted for, due to the high maintenance
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costs and low reliability reciprocating engines can provide in comparison to COGES
[298, 74, 77, 299]. On the other hand, the minimum power from reciprocating engines
has been fixed at 50% load

• π̃th3,R, Π̃th3,R: minimum and maximum LT thermal power available from reciprocating
engines at 3 bar. Thermal power sources for 3 bar steam production mainly consist in
the excess HT power generated by the WHR systems. Indeed, since thermal power
availalbe from reciprocating engine exhaust gas is quite low, steam production from
WHR is firstly assessed at 9 bar by the code. In case excessive steam at 9 bar is
produced, it is used to partially cover LT thermal demand

• π̃th9,R, Π̃th9,R: minimum and maximum HT thermal power provided by reciprocating
engines at 9 bar. This source of thermal power consists in steam at 9 bar generated by
the WHR system, as explained above

• µ̃G
g,τ , τ̃G

g,τ , µ̃R
r,τ , τ̃R

r,τ : linearization coefficients applied to the efficiency curves of GTs
and reciprocating engines, respectively. Indeed, it is well established that electrical
efficiency shows non-linear dependence with respect to load. It must be remarked here
that the influence played by ambient temperature on electrical efficiency of GTs is
accounted for in full non-linear way, using curves available from manufacturers (see
figure 6.17 for analogous curves)

• σG
g,τ , ψG

g,τ , σR
r,τ , ψR

r,τ : linearization coefficients applied to the fuel consumption curves
of GTs and reciprocating engines, respectively.

• π̃th3,B, Π̃th3,B: minimum and maximum thermal power provided by boilers generating
steam at 3 bar

• π̃th9,B, Π̃th9,B: minimum and maximum thermal power provided by boilers generating
steam at 9 bar

• ηB: boiler efficiency

• LHV : lower heating value of the fuel used within prime movers and boilers

• d̃el,ES, D̃el,ES: minimum and maximum discharge rate for the electrical energy storage,
respectively

• c̃el,ES, C̃el,ES: minimum and maximum charge rate for the electrical energy storage,
respectively
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• NBmax: maximum number of Li-ion batteries installed within the electrical energy
storage system

• NB: number of batteries which are currently installed within the electrical storage
system. This value can be optimized in order to minimize objective function, i.e.
optimally designed battery pack can be determined

• Cbat,max: maximum capacity of Li-ion batteries installed within the electrical energy
storage system

• Cbat : currently installed capacity for battery pack

• ηd̃,ES, ηc̃,ES: discharge and charge efficiency of the energy storage system, respectively

• π̃grid , Π̃grid: minimum and maximum electrical power withdrawable from the harbour
grid in case Cold Ironing (CI) is available at berth. If the aim is studying optimal design
and operation of ship power plant in the absence of cold ironing, these parameters are
excluded from computation

• γ
f uel

CO2
, γMDO

CO2
: CO2 emission factor from the main fuel and MDO. In this thesis, LNG is

considered as main fuel, but other choices (e.g. MDO) can be made

• α̃G
NOx

, β̃ G
NOx

: : correlation coefficients used for computing the NOx emissions from
GTs

• α̃R
NOx

, β̃ R
NOx

: correlation coefficients used for computing the NOx emissions from
reciprocating engines

• α̃B3
NOx

, β̃ B3
NOx

: correlation coefficients used for computing the NOx emissions from
boilers producing steam at 3 bar

• α̃B9
NOx

, β̃ B9
NOx

: correlation coefficients used for computing the NOx emissions from
boilers producing steam at 9 bar

• Del
τ , Dth9

τ , Dth3
τ : electrical and thermal power demands at time τ . As mentioned above,

the thermal power is distinguished in LT and HT demands depending on the steam
pressure required, 3 or 9 bar, respectively. On the other hand, Del

τ represents the
summation of both propulsion and hotel electrical services

The third type of input data required by the MILP code consists in economical parameters.
Specifically, power specific CAPital EXpenditure (CAPEX) cost for component as well as
maintenance and fuel costs are needed to perform economic optimization:
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• CCG, CCR, CCB9, CCB3: power specific CAPEX cost for purchasing COGES plants,
reciprocating engines and auxiliary boilers. Specifically, CCB9 and CCB3 refer to
boilers producing steam at 9 bar and 3 bar, respectively, and are non-zero in case waste
heat recovery from prime movers does not succeed in covering the entire demands.
For the sake of conciseness, CAPEX costs for all the power plant components which
are included within engine rooms in this thesis are reported in table 8.1 [300–302]. It
must be remarked that power specific cost of reciprocating engines is given in terms of
range: the superior limit refers to small-size components, while inferior ones to those
dealing with large-size. Furthermore, a 5% higher price in e/kW has been assumed
for natural gas engines in comparison to DF engines dealing with similar size.

Table 8.1 Power specific CAPEX costs.

COMPONENT CAPEX

DF engines [e/kW] 365-420
Gas Turbines [e/kW] 377

Li-ion batteries [e/kWh] 200
HRSG + ST [e/kW] 127

Tanks [e/kWh] 0.94
Electrical Generators [e/kW] 90

Electrical Motors [e/kW] 80
AC/DC-DC/AC converters [e/kW] 100

Propellers [e/kW] 30

• CFf uel,CFMDO: fuel cost in e/tonn. Subscripts refer to the main fuel and MDO,
respectively

• CMG,CMR,CMB: maintenance costs for COGES plants, reciprocating engines and
boilers, respectively

• p̃el: purchasing price of electricity from the harbour grid in case Cold-Ironing is
present. Specifically, the price currently available for middle-large users in the ports of
Spain and Sweden is considered [303–305].

• CRF : capital recovery factor of prime movers, expressed as χ(1+χ)N

(1+χ)N+1 where χ indicates
the discount rate and N the number of years the useful life is made up. Since GTs,
reciprocating engines and boilers have comparable useful life, equal CRF is assumed
for them. Specifically, N = 20 years useful life and a χ=6% discount rate were adopted
following the literature [306, 301].
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• CRFES: capital recovery factor for the electrical energy storage (i.e. Li-ion batteries). A
shorter useful life was assumed for batteries (15 years) to take into account performance
reduction after certain amount of charge-discharge cycles [307]. Instead, the discount
rate has been kept at 6%.

• CT : carbon tax eventually imposed on CO2 emissions. Since nowadays no carbon tax
for the maritime sector is globally present, it has been estimated from the early-future
policies and intentions in EU, according to Perčić et al. [302].

• CCES: investment cost for the electrical energy storage system, assumed 200 e/kWh.

8.2 Decision variables:

Three main types of decision variables are available within the MILP program. Firstly, binary
variables are necessary to model the presence or absence of components within the engine
room onboard. Similar variables are used to account for turned-on or turned-off conditions
for each prime mover installed within the engine room, at every time interval the mission
profile grounds on:

• Ỹ G
g , Ỹ R

r , Ỹ B3
b , Ỹ B9

b : variables accounting for the eventual installation onboard of COGES
g, reciprocating engine r and boilers b producing steam at 3-bar/9-bar. Specifically,
they are equal to 1 in case installation is considered, 0 otherwise

• Ỹ ES: variable accounting for the eventual installation onboard of electrical energy
storage systems. Specifically, it is equal to 1 if batteries are included within the engine
room, 0 otherwise

• X̃G
g,τ , X̃R

r,τ , X̃B3
b,τ , X̃B9

b,τ : variables accounting for turned-on/turned-off working conditions
for COGES g, reciprocating engine r and boilers b producing steam at 3-bar/9-bar.
Specifically, they are equal to 1 in case the component is working, 0 if turned-off
conditions occur. In case some of these components are not installed onboard, 0 values
are imposed

• X̃ES
τ : variable accounting for working conditions of electrical energy storage systems,

in both charge or discharge mode. Unitary value occurs in case batteries are working
at time τ , 0 is imposed otherwise. In case batteries are not installed onboard, 0 value is
used
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The second type of decision variables used by the MILP code consists in operative variables
representing electrical and thermal powers, efficiency, loads,... related to each component
inserted within the engine room. All the operative variables are evaluated at each time τ

comprised within the mission profile:

• PG
el,g,τ , PG

th3,g,τ , PG
th9,g,τ , ηG

g,τ , FG
g,τ : electrical power and thermal power (at 3 or 9 bar),

electrical efficiency and fuel consumption, delivered from the COGES plant g at time
τ , respectively

• PR
el,r,τ , PR

th3,r,τ , PR
th9,r,τ , ηR

r,τ , FR
r,τ ,: electrical power and thermal power (at 3 or 9 bar),

electrical efficiency and fuel consumption generated from the reciprocating engine r at
time τ , respectively

• PB3
b,τ , PB9

b,τ : thermal power generated by boiler b at time τ , by means of 3-bar and 9-bar
steam production, respectively

• FB3
b,τ , FB9

b,τ : fuel consumption required by the 3-bar and 9-bar boilers b at time τ ,
respectively. In case no auxiliary boilers are needed to cover thermal power demands
onboard, zero values are imposed at each time instant t

• PES
in,τ , PES

out,τ : electrical power charged to and discharged from for the electrical energy
storage system at time τ , respectively. Charging and discharging modes are mutually
exclusive

• Pgrid,τ : electrical power withdrawn from the harbour grid at time τ due to cold ironing.
In case cold ironing is avoided, Pgrid,τ is imposed equal to zero

• OPEXG
g,τ , OPEXR

r,τ , OPEXB3
b,τ and OPEXB9

b,τ : fuel consumption and maintenance costs
concerning COGES plant g, reciprocating engine r and boilers b which are turned on at
time τ . In case some component is turned-off, then null contribute to fuel consumption
and maintenance costs is surveyed. If a LNG fed power plant is considered, fuel and
maintenance costs are reported in table 8.2 [308, 302, 309, 310, 300].

• EmG
g,τ , EmR

r,τ , EmB3
b,τ and EmB9

b,τ : carbon dioxide emissions generated by the COGES
plant g, reciprocating engine r and boilers b which are turned on at time τ . Zero values
are surveyed in turned-off conditions

• CEMG
g,τ , CEMR

r,τ , CEMB3
b,τ and CEMB9

b,τ : costs due to the carbon pricing of CO2 emis-
sions generated by COGES plant g, reciprocating engine r and boilers b which are
turned-on at time τ . Zero values are surveyed in turned-off conditions
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Table 8.2 OPEX costs.

COMPONENT OPEX

LNG fuel [e/tonn] 398
MDO fuel [e/tonn] 575

Reciprocating engine OM [e/kWh] 0.015
COGES OM [e/kWh] 0.002
Boiler OM [e/kWh] 0.006

CO2 price [e/kg] 0.115

• CGτ : cost related to electrical power purchased from the harbour grid at time τ due to
cold ironing. Zero value is imposed in case cold ironing is excluded

• EmnoG
g,τ , EmnoR

r,τ , EmnoB3
b,τ and EmnoB9

b,τ : nitrogen oxide (NOx) emissions generated
by COGES plant g, reciprocating engine r and boilers b which are turned-on at time τ .
Zero values are surveyed in turned-off conditions

8.3 Objective functions:

As outlined above, the developed MILP code allows for many optimization studies. Specifi-
cally, optimal design and operation of power plants onboard can be addressed by energetic,
environmental, economic, weight and volume requiring points of view. Examples of objective
functions related to different optimization strategies are reported below:

• Energetic optimization: optimal design and operation are assessed by maximizing
the overall efficiency delivered by the engine room in each ship working condition
included within the mission profile. Both electrical and cogeneration efficiencies can
be adopted as objective functions, in case thermal power demand onboard is relevant
or negligible, respectively. Definition of cogenerative efficiency adopted in the code
is reported below (analogous definition for ηel can be obtained by neglecting thermal
power within the numerator N):

ηg =
N
D

(8.1)

whereN = ∑
T̃
τ=1(D

el
τ +Dth9

τ +Dth3
τ )∆t)

D = ∑
T̃
τ=1

[
∑

npm
i=1 Ff uel,iLHVf uel +∑

nDF
j=1 FMDO, jLHVMDO +∑

nB
k=1 FkLHVMDO

]
∆t
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• Environmental optimization: optimal design and operation are investigated minimizing
CO2-equivalent emissions generated by the entire power plant. Specifically, the GHG
effect deriving from both CO2 and NOx emissions is accounted for. In this case,
definition of the objective function is reported below:

Total CO2 =
T̃

∑
τ=1

[
npm

∑
i=1

Ff uel,iγ
f uel

CO2
+

nDF

∑
j=1

FMDO, jγ
MDO
CO2

+
nB

∑
k=1

Fkγ
MDO
CO2

]

+

[
npm

∑
i=1

Emno f uel,i +
nDF

∑
j=1

EmnoMDO, j +
nB

∑
k=1

EmnoMDO,k

]
∆t

However, since specific regulations limiting NOx emissions exist in the maritime
sector, also the minimization of nitrogen oxides appears relevant. Thus, in order to
assess differences between CO2 and NOx emission generated by engine rooms, NOx

minimization is also possible considering the following objective function:

Total NOx =
T̃

∑
τ=1

+

[
npm

∑
i=1

Emno f uel,i +
nDF

∑
j=1

EmnoMDO, j +
nB

∑
k=1

EmnoMDO,k

]
∆t (8.2)

• Economic optimization: in this case, minimization of the overall costs (i.e.
CAPEX+OPEX), aimed at the optimal design and operation of the ship power plant, is
performed. However, multiple variants of objective functions are available to better
appreciate the pros and cons provided by various configurations. For example, different
scenarios arise including/excluding carbon tax or cold ironing from the harbour grid.
Nevertheless, the most complete objective function for the economic optimization is
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reported below:

Total Costs =CbatCCESCFRES +
npm

∑
i=1

[
CCiPel,0,i

]
+

T̃

∑
τ=1

[
npm

∑
i=1

Ff uel,iCFf uel +
nDF

∑
j=1

FMDO, jCFMDO +
nB

∑
k=1

FkCFMDO

]
∆t

+
T̃

∑
τ=1

[
npm

∑
i=1

Pel,iCMi +
nB

∑
k=1

Pth,kCMk

]
∆t

+
T̃

∑
τ=1

[
npm

∑
i=1

CEMi +
nB

∑
k=1

CEMk

]
∆t

+
T̃

∑
τ=1

CGτ∆t

(8.3)

• Engine room weight optimization: in this case, minimization of the overall weight
provided by engine room (i.e. prime movers and auxiliary boilers) is targeted:

Total Weight =
npm

∑
i=1

[
W̃i

]
+

nB

∑
j=1

[
W̃j

]
(8.4)

where W̃ indicates weights, nB represents the number of auxiliary boilers included
within the engine room.

• Volume optimization: in this case, minimization of the overall volume occupied by the
engine room (i.e. prime movers and auxiliary boilers) is targeted:

Total Volume =
npm

∑
i=1

[
Ṽi
]
+

nB

∑
j=1

[
Ṽj
]

(8.5)

where Ṽ indicates volumes.
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8.4 Constraints:

Various types of constraints are defined in the MILP code. Firstly, constraints aimed at
considering only the components (i.e. prime movers and boilers) effectively installed onboard
as candidate for covering the Del

τ , Dth9
τ , Dth3

τ demands are needed. These constraints are
imposed on the binary variables, as reported below:

X̃G
g,τ ≤ Ỹ G

g,τ

X̃R
r,τ ≤ Ỹ R

r,τ

X̃B3
b,τ ≤ Ỹ B3

b,τ

X̃B9
b,τ ≤ Ỹ B9

b,τ

(8.6)

Secondly, the electrical and thermal power delivered by each prime mover or auxiliary
boiler needs to range between its corresponding minimum and maximum values provided by
manufacturers. Therefore, the following constraints must be imposed to assure it:

π̃
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(8.7)

Similarly, further constraints are used to effectively perform piecewise linearization of non-
linear relationships, as those concerning efficiency or fuel consumption from prime movers
[311, 312]:
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where the carbon dioxide and nitrogen oxide emissions from gas turbines, reciprocating
engines and boilers are concerned, they are computed by means of the following constraints:
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Analogously, cost computation is numerically performed imposing the following constraints,
which simply resemble CAPEX, fuel costs and maintenance cost definitions:
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Chapter 9

Results

9.1 Feasibility study of integrated COGES-DF engine power
plants in LNG propulsion for a cruise-ferry

In the following sections, integrated COmbined Gas Electric and Steam-reciprocating engine
propulsion plants installed onboard a LNG powered cruise-ferry is investigated by energetic,
environmental and economic point of views. The aim is to respond to Grandi Navi Veloci
(GNV) shipowners’ need to equip cruise-ferries sailing in future ECA zones with power plants
preserving high efficiency under flexible operating conditions. Specifically, investigations
were carried out in a repowering study for La Suprema ship. Firstly, a cogeneration efficiency
optimization algorithm has been applied to many, highly efficient power plant configurations,
whose performances were assessed over a wide ship speed range (16-26 knots), for both
summer and winter seasons. As a main result, the propulsion plant configuration guaranteeing
high cogeneration efficiency on flexible ship operating conditions is identified. Successively,
environmental impact of all the power plant configurations considered is assessed by evalu-
ating the Energy Efficiency Design Index (EEDI) and compliance with IMO regulations is
shown. Finally, in order to investigate economic viability of integrated COGES-reciprocating
engine power plants, comparison in terms of cost savings is performed over four different
GNV routes and both investment and operational costs have been computed. Therefore, the
power plant delivering the best performances by an energetic, environmental and economic
point of view under flexible ship operating conditions is proposed to repower La Suprema.
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9.1.1 Case study

In this section, electrical and thermal power demands onboard La Suprema as well as its
current propulsion plant are presented.

Table 9.1 Main characteristics of the cruise-ferry La Suprema.

Dimension Value

Overall length [m] 211.21
Length between perpendicular [m] 186.21

Beam [m] 30.4
Height [m] 10
Draft [m] 7.4

Gross Tonnage [TSL] 49257
Deadweight tonnage [t] 9720

Displacement [t] 26376
Volume [m3] 25733
Passengers [-] 2920

Fig. 9.1 Schematic view of the propulsion power plant currently installed onboard the cruise-ferry La
Suprema.

The main characteristics of the vessel are reported in in table 9.1, whereas schematic view of
the currently installed power plant onboard La Suprema is shown in figure 9.1. Propulsion
power plant for La Suprema was designed to guarantee a 28 knots cruise speed and a 30 knots
maximum ship speed. As can be seen from figure 9.1, it deals with a mechanical propulsion
architecture based on 16.8 MW x 4 Wärtsilä 16V46C Diesel engines rotating at 500 rpm in
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nominal condition and directly connected with changeable propellers. Four Wärtsilä-Vasa
6R32LNE Diesel generators, overall delivering 9.7 MW, are additionally installed onboard
to cover electrical power demand during harbour and manoeuvring operating conditions.
Therefore, the power plant accounts for 76.9 MW installed power. In order to reduce fuel
consumption, La Suprema currently sails on the Genoa-Palermo route at approximately
22 knots ship speed. Specifically, power request from propulsion services is covered by
only two Wärtsilä 16V46C, each driving a single propeller. Thus, the current operating
conditions are evidently far distant from the designed ones. Furthermore, ship speeds
currently adopted along Mediterranean sea routes for GNV cruise-ferries are summarised in
table 9.2. Specifically, GP stands for Genoa-Palermo route, GB for Genoa-Barcelona, NP for

Table 9.2 GNV operating routes for Mediterranean sea.

Route Speed [knots] Distance [nm] Duration [h]

GP 22 427 19
GB 20 352 18
NP 17 167 10
NC 25 223 9

Naples-Palermo and NC for Naples-Catania. As can be seen, all the current sailing conditions
from GNV deal with lower ship speeds around 20 knots: a 25 knots maximum ship speed is
obtained during the NC route. Therefore, in order to match the current operating conditions
of GNV cruise-ferries, a new power plant to be installed onboard La Suprema appears
necessary. With the aim of preserving high efficiency under different operating conditions for
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Fig. 9.2 Brake and propulsion power required onboard La Suprema, for summer and winter seasons.

La Suprema, performances have been assessed within a wide ship speed range. The electrical
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power demand onboard La Suprema during navigation at different ship speeds is reported in
figure 9.2, distinguishing winter and summer season. Specifically, Pb,s and Pb,w indicate
the summer and winter brake power, respectively, whereas Po consists in the propulsion
power evaluated at propeller. The power gap existing between Pb and Po curves represents
the hotel load onboard, which is unaffected by ship speed. Values for hotel and propulsion

Table 9.3 Genoa-Palermo power requirements for the cruise-ferry La Suprema.

Operating condition Power [MW]

hotel cruise-summer 4.35
hotel cruise-winter 3.37

maneuvering 5.32
harbour 3.21

propulsion 24.04

power demand onboard La Suprema are shown in table 9.3 focusing on the Genoa-Palermo
route. On the other hand, the thermal power demand during navigation consists in 900 kg/h
and 1050 kg/h steam mass flow rates at 7 bar, respectively for summer and winter seasons.
A schematic view of the integrated COGES-reciprocating engine power plant investigated

Fig. 9.3 Schematic view of the integrated COGES-reciprocating engine power plant investi-
gated (DFE=dual-fuel engine, NGE=natural gas engine, WHR=waste heat recovery generator,
C=compressor, CC=combustion chamber, T=turbine, ST=steam turbine, EG=electrical generator,
EM=electrical motor).

is shown in figure 9.3. It must be underlined here that the arrangement in figure 9.3 can
effectively exploit benefits from both COGES plant and small-size reciprocating engines.
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Indeed, increased power density per unit volume or weight as well as higher cogeneration
efficiencies around design ship operating conditions are provided by COGES plants. On the
other hand, weak detrimental affection of electrical power and efficiency is guarantee by
reciprocating engines in case of ambient temperature increase or at part-loads. Furthermore,
adopting small-size reciprocating engines allows to cover power demand with higher working
loads, i.e. higher efficiencies. As visible from figure 9.3, prime movers included within the
power plant under study comprise COGES plant, two DF reciprocating engines and two
natural gas (NG) generators. An emergency generating set not shown in figure 9.3 is also
included within power plant to ensure safety sailing conditions in case of prime mover failures.
Moving from prime movers to users, electrical power is generated by alternators in alternate
current, then is transformed in direct current passing through AC/DC converters to change
frequency. Finally, direct current is returned to alternate mode by means of DC/AC converters
before distribution to the hotel and propulsion load is assessed. Electric bar connects turned
on generation side with final users by means of electrical switches. Propulsion demand is
represented by two controllable pitch propellers (CPPs) for navigation as well as bow thruster
for maneuvering., whose rotational speed is controlled by means of electrical motors EM.
Overall, the schematic view reported in figure 9.3 clearly shows how prime mover operating
condition and power demand side are completely independent in integrated electric power
plants, since the double step AC/DC and DC/AC conversion ensures frequency matching.
Thus, energy savings can be achieved especially at part-loads, according to previous works in
the literature [313]. Furthermore, as mentioned in previous sections, no distinction is made
between main and auxiliary engines in electric propulsion architecture, hence all the prime
movers included within figure 9.3 can work without any restriction imposed by ship operating
conditions, with consequent efficiency benefits [313–315]. In details, approximately 10%
efficiency improvement was surveyed by Nuchturee et al. [313] at part-loads in case harbour
generating set is switched on during navigation. Referring to figure 9.3, the well-known
chain rule has been used to move brake powers to hotel and propulsion users. Specifically,
chain rule applied to propulsion power Po is reported below:

Pb =
Pbar

ηAC−DCηa
=

Pbar,p +Pbar,el

ηAC−DCηa
=

=

Po
ηrηmepηDC−AC

+ Pel
ηDC−AC

ηAC−DCηa

(9.1)

where Pbar, Pbar,p, Pbar,el are the overall generated power evaluated at the electric bar, the
corresponding fraction transferred towards propulsion and hotel users, respectively. The
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following values available from the literature have been imposed for converter ηACDC, ηDCAC,
alternator ηa electrical motor ηEM and rotative ηr efficiencies:

Table 9.4 Main characteristics of prime movers considered to be installed onboard the cruise-ferry La
Suprema.

GT Pel [MW] ηel [%] Tex [◦C] L [m] W [m] H [m] Weight [t]

GE25.1 24.31 36 566 13.94 2.64 3.98 90
TITAN250 21.75 39 465 10.3 3.4 3.9 49.9

12V MAN 51/60-DF 11.23 45.5 309 10.25 4.71 5.52 189
9L MAN 51/60-DF 8.42 45.5 309 11.16 3.28 5.34 148
R-R Bergen C26 L9 2.33 45 - 8.151 2.304 3.161 46.02

Table 9.5 Propulsion system configurations being selected for the cruise-ferry La Suprema.

PLANTS 12VMAN 9LMAN GE25.1 TITAN250 Inst. Power [MW]

SOL1a X X X 56.5
SOL2a X X X 50.9
SOL3a X X X 53.7
SOL1b X X X 50.5
SOL2b X X X 44.9
SOL3b X X X 47.7

The main characteristics of prime movers considered within the analysis are reported in table
9.4 for both reciprocating engines and GTs. Dimensions reported in table 9.4 consists into
the base-plate length L, width W and height H. As can be seen, gas turbines can deliver
higher power with reduced occupied volume and weight in comparison to reciprocating
engines. Focusing on GTs, TITAN250 deals with lower size and higher electrical efficiency
in comparison to GE25.1. Thus, maximum cogeneration efficiency will be achieved at
different ship speeds by the two corresponding COGES plants. Despite lower waste heat is
available from the exhaust gas of reciprocating engines, steam turbine inclusion within WHR
system of DF engines is eventually investigated. All the power plant configurations analysed
in this work are reported in table 9.5 and were derived according to the design procedure
proposed in [227]. As can be seen, installed power for all configurations is far lower than the
current one available on La Suprema, despite the maximum ship speed of 30 knots and safety
conditions during maneuvering are ensured. This clearly proves how energy savings benefits
are provided by all the configurations reported in table 9.5. Since SOL2a and SOL2b resulted
to cover power demands with higher cogeneration efficiencies over the entire ship speed
range considered, only performances of power plants including two 9LMAN DF engines are
reported in the following sections for sake of conciseness.
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9.1.2 Results

In this section, performances of power plant configurations reported in table 9.5 are assessed
by an energetic point of view. First, all prime movers are compared in terms of heat recovery
potential Φ defined as:

φi(%LOAD) =
ṁex,i(hex,i −hair)

Pmecc,i
(9.2)

where Pmecc, i indicates mechanical power delivered by the i-th prime mover, ṁex,i and hex,i

consist in its corresponding exhaust gas mass flow rate and enthalpy, respectively, hair is the
air enthalpy at ambient temperature. As can be seen from eq. (9.2), Φ compares the amount
of thermal power available for recovery within the exhaust gas flow with the corresponding
mechanical power delivered. Thus, the potential of each prime mover in increasing efficiency
when coupled with a bottoming cycle driven by waste heat is assessed by Φ. Figure 9.4
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Fig. 9.4 Heat recovery potential of all prime movers considered for the cruise ferry La Suprema.

shows results obtained for prime movers dealing with heat recovery, i.e. GTs and DF engines.
As can be seen, GTs present a far higher potential for thermal power recovery in comparison
to reciprocating engines. This mainly derives from the large mass flow rate dealing with
high temperature (in the range 450-600 ◦C) available from the exhaust gas from GTs. On
the other hand, reduced values of Tex and Mex deal with DF engines. Definition of Φ is
clearly related to electrical efficiency delivered by prime movers, i.e. the higher ηel the lower
the thermal power available for exhaust gas heat recovery and consequently, Φ. Indeed,
DF engines reported in table 9.4 are more efficient than GTs in converting fuel primary
energy into electric power. Analogously, TITAN250 is presents higher electrical efficiency
in comparison to GE25.1, hence it provides a lower Φ value. However, the large amount of
thermal power available from GE25.1 exhaust gas can be recovered by an highly efficient
bottoming steam power cycle to produce additional power. Hence, in combination with heat
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Fig. 9.5 SOL2a and SOL2b cogeneration efficiency considering DF engines not equipped with ST:
winter (top) and summer (bottom) seasons.

recovery technologies, GTs can guarantee higher efficiencies than reciprocating engines.
In the following, comparison between power plant configurations is assessed in terms of
cogeneration efficiency and fuel cost of SOL2a and SOL2b plants. First, configurations not
equipped with ST downstream of the WHR system of reciprocating engines are considered,
then possible improvements in terms of efficiency are assessed by installing a condensing
steam turbine within the DF engines WHR circuit. Focusing on cogeneration efficiency
results obtained avoiding installation of ST in the DF engine WHR systems are shown in
figure 9.5 for the ship speed range 16-26 knots. Winter and summer seasons refer to the
left and right column, respectively. The corresponding engine load information for each
operating condition is summarised in the tabular legend below, where C, DF2 and NGE refer
to COGES plant, 9LMAN engines and R-R Bergen C26 L9 engines, respectively. As can
be seen from figure 9.5, cogeneration efficiency provided by SOL2a and SOL2b coincides
at low ship speeds, independently from season. Indeed, in these ship operating conditions
reciprocating engines are turned on to maximize ηg for both power plant configurations.
On the contrary, the electrical power demand onboard is covered by COGES plants for
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ship speeds ranging between 18 and 23 knots (see the tabular legend) or by COGES plants
coupled with reciprocating engines for further high Vship. The power distribution visible
from figure 9.5 in function of ship speed clearly depends from prime mover performances.
Indeed, reciprocating engines can provide energy benefits at reduced ship speeds, since
their efficiency is weakly affected by part-loads and high-load conditions can derive from
their small size. Instead, COGES supply power demand more efficiently than reciprocating
engines for ship speeds around 22 knots. Finally, for very high ship speeds, power delivered
by COGES does not cover the entire onboard request, hence few reciprocating engines need
to be turned on to fill in the gap. Therefore, figure 9.5 clearly proves that COGES plants
based on GE25.1 and TITAN250 provide higher energy savings with respect to reciprocating
engines within the medium-high ship speed range, well centered around the current operating
condition for La Suprema (i.e. 22 knots). Furthermore, power plant flexibility is enhanced
by small-size reciprocating engines, which allow for fine power regulation coupled with
COGES. Focusing on comparison between COGES plants grounding SOL2a and SOL2b,
slightly higher ηg is obtained by SOL2b where only COGES is turned on, whereas SOL2a is
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able to keep efficiency high in a broader operating range. Where the current ship operating
conditions are concerned (i.e. 22 knots), cogeneration efficiency from SOL2b is slightly
higher in winter in comparison to performances from SOL2a, but opposite results with larger
gap arise for summer, where SOL2a clearly provides the highest energy savings. Thus,
COGES based on GE25.1 appears to perform better under extremely flexible operating
conditions, comprising the current ship speed adopted for navigation. In case ST is installed
within the WHR systems of DF engines, results on cogeneration efficiency are shown in
figure 9.6 for the ship speed range 16-26 knots. The same power distribution previously
observed in figure 9.5 is visible. Specifically, COGES plants cover the entire power demand
within the medium ship speed range, whereas some reciprocating engines are needed to be
turned on at high Vship to provide additional power. On the other hand, reciprocating engines
maximize ηg in case low ship speeds are considered. Interestingly, since including ST within
the WHR systems increases both power and electrical efficiency available from DF engines,
reciprocating engines maximize ηg over a wider ship speed range. Specifically, a 2-3% higher
cogeneration efficiency is recorded at 16, 17 and 18 knots, where COGES plants working
conditions would require less than 60% load. Conversely, for high ship speeds, cogeneration
efficiency appears slightly improved. Nevertheless, COGES still provides the maximum
cogeneration efficiency around 22 knots and importantly contributes to cover demand at
medium-high ship speeds. Furthermore, it must be underlined that significant increase in
power plant complexity, volumes, weights and costs arise in case ST is installed within the
WHR system of reciprocating engines. Thus, feasibility of these configurations needs to be
carefully examined by the ownership, depending on the future operating conditions for La
Suprema. In order to provide a direct feedback to ownerships in terms of costs arising from a
certain ship operating condition, the fuel cost per unitary nautical mile is introduced, which
is defined as:

Fuel cost =
∑

npm
i=1 ṁ f ,i3600

Vship
p̃ (9.3)

where Vship is the ship speed in knots, ṁ f ,i indicates the fuel mass flow rate of fuel [t/s]
and p̃ consists in the fuel price [e/t]. It must be remarked that both LNG and MDO fuel
consumption is accounted for DF engines. Furthermore, 398 e/t and 575 e/t have been
assumed as LNG and MDO prices, respectively, according to the literature [316].

Results concerning fuel cost are shown in figure 9.7 for SOL2a and SOL2b configurations.
Winter and summer seasons refer to the left and right column, respectively, whereas the top
and bottom rows relate to steam turbine not installed or installed within the WHR systems
of DF engines, respectively. Overall, figure 9.7 shows monothonically increasing curves
with Vship. Indeed, high ship speeds relates to high power delivered by prime movers and,
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Fig. 9.7 Fuel cost results: DF engines not equipped (first row) or equipped (second row) with ST
downstream of WHR systems.

consequently, to high fuel consumption. This should be taken into account carefully from
shipowners when deciding operating condition for ships, since coupling curves in figure
9.7 with revenue data and demand for voyages determines break-even point. Secondly,
reduced variations on fuel cost related to ηg fluctuations are locally surveyed, hence the
same comments previously made for figure 9.5 remain valuable here. Specifically, fuel
cost is locally minimized by COGES plants within the medium-high ship speed range, by
reciprocating engines where low Vship is required.

9.1.3 Environmental analysis

In this section, environmental impact provided by all power plant configurations of table 9.5
with/without ST installed within DF engine WHR systems is investigated through the Energy
Efficiency Design Index (EEDI) [gCO2/t/nm], whose definition for a Ropax ship is reported
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below [317]:

EEDI =
∏

n
j=1 f j ∑

nME
i=1 PMEiCFMEiSFCMEi

fi fcGT fwVR
+

− ∑
ne f f
i=1 fe f fiPe f fiCFMESFCME

fi fcGT fwVR

(9.4)

where the numerator of the first and second term accounts for CO2 emissions from main
engines and CO2 emission reduction obtained through enhancing efficiency technologies
(i.e. bottoming steam power plants), respectively. As can be seen, negative sign is required
by regulations for the second term. P indicates power, SFC is specific fuel consumption,
CF consists in emission factor depending on fuel (2.75 gCO2/g f uel and 3.206 gCO2/g f uel
for LNG and MDO, respectively), capacity for Ropax ferries is considered equal to Gross
Tonnage and n is the number of engines. The subscripts ME and eff indicate main engines and
enhancing efficiency technologies, respectively, whereas power and specific fuel consumption
are evaluated at 75% load for each prime mover. Finally, the factors fe f f , fi, fc and fw can be
assessed by consulting regulations [80]. In order to comply with regulations, attained EEDI
must be lower than the required one, yielded by:

Required EEDI = (1− X
100

)ab−c (9.5)

where a and c are coefficients depending on ship type, while b relates to ship dimensions.
X is a reduction factor which can be derived from the ship construction year. Results
obtained from EEDI computation performed for all the power plant configurations up to
2025 are shown in figure 9.8. Despite best configurations consist in SOL2a and SOL2b,
EEDI index is presented also in case larger DF engines (i.e. 12 V MAN 51/60-DF ) are
included within power plant layout, for the sake of completeness. Different types of line in
figure 9.8 distinguish progressive EEDI requirements in time. Comparing different COGES
plants, figure 9.8 shows how COGES based on GE25.1 provides the lowest carbon impact,
mainly due to the larger amount of thermal power available from exhaust gas of GE25.1.
Furthermore, steam turbine installation within DF engine WHR systems guarantees further
EEDI reduction. Interestingly, all configurations reported in figure 9.8 comply with EEDI
requirements in a long term perspective (i.e. up to 2025), except for SOL2b not equipped with
ST downstream of the DF engines. On the contrary, SOL1 configurations do not cope with
EEDI requirements at 2025, whereas only SOL3a equipped with DF engine steam turbine
complies with the same requirements. This appears to mainly derive from the increase in
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Fig. 9.8 Energy Efficiency Design Index (EEDI) for SOL2a-SOL2b (top row), SOL1a-SOL1b (bottom
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installed power achieved in case one or two 12 V MAN 51/60-DF engines are present within
engine room.

9.1.4 Economic analysis

In this section, the economic viability of SOL2a and SOL2b configurations is assessed
considering the four operating conditions provided by GNV for Mediterranean routes and
reported in table 9.2 above. Steam turbine installation within DF engine WHR systems
is also investigated. First, CAPital EXpenditure costs have been computed using power
specific costs of each component, according to the literature and manufacturers’ indications
[318, 319, 300, 306]. The corresponding values in e/kW considered for the analysis are
summarised in table 9.6. In case ranges of e/kW are provided, superior and inferior limits
relate to smaller and larger size components, respectively. On the other hand, OPerational
EXpenditure costs have been evaluated taking into account fuel consumption AFC and
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Table 9.6 Capital costs for main power plant com-
ponents.

COMPONENT [e/kW]

Reciprocating Engines 365-400
Gas Turbines 368-385

LNG tanks and auxiliary plants 200
WHR systems + ST 103-150
Electrical Generators 90-100

Electrical Motors 70-100
AC/DC and DC/AC converters 95-120

Propellers 30-35

maintenance AMC costs, as shown by eq. (9.6):

OPEX = AFC+AMC (9.6)

where maintenance costs for waste heat recovery systems (i.e. HRSG and WHR) have been
assumed equal to 0.6 mlne/year in case they are used, 0.3 mlne/year for vice versa. LNG
and MDO prices have been assumed equal to 398 e/t and 575 e/t. It must be underlined
that LNG price can be significantly affected by both fluctuations on demand and economic
crisis. Furthermore, an operating mode consisting in 7 trips a week during summer period
(half May - half September) and 6 during winter one (rest of the year) has been considered,
based on the current working conditions of La Suprema. Figure 9.9 shows results obtained
from the economic analysis performed over 25 years horizon. Specifically, cost savings in
relative form with respect to SOL2a are reported, to improve readness. Diagrams on top
refer to Genoa-Palermo (left) and Naples-Palermo (right) routes, whereas in the bottom of
the figure results for Naples-Catania (left) and Genoa-Barcelona (right) routes are depicted.
Furthermore, the influence of LNG and MDO price volatility on cost savings has been
accounted for by performing economic analysis also for a ±10% variation on the reference
fuel prices commented out above. Corresponding results are shown in figure 9.9 by means
of dotted lines positioned around reference cost savings, dealing with continuous line. In
this way, the reliability of economic results is clearly addressed for fuel price volatility
available in normal market conditions, i.e. without energy or economic crisis. When the same
prime movers are turned with respect to the reference configuration (i.e. SOL2a without
ST in DF engine WHR systems) no dotted lines are visible. Indeed, an eventual increase or
reduction in cost savings caused by a fuel price volatility are equally surveyed in the reference
power plant, hence no relative differences arise. As can be seen from figure 9.9, since no
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Fig. 9.9 Cost savings over 25 years for four GNV Mediterranean sailing routes.

fuel consumption or maintenance costs are still occurring at the 0-th year, cost savings on
CAPEX can be assessed by the starting point of each curve. Namely, positive and negative
starting point denotes CAPEX savings and penalties, respectively. Similarly, OPEX cost
information can be derived from the curve slope: positive rates of change consist in higher
maintenance and fuel consumption costs, negative vice versa. In figure 9.9, ST installation
in DF engine WHR systems generates CAPEX penalties, independently from the sailing
route. Furthermore, navigation conditions where the entire power demand is covered by
COGES plants (22 knots Genoa-Palermo and 20 knots Genoa- Barcelona routes) including
steam turbine downstream DF engines provides economical drawbacks also on OPEX, since
non-zero maintenance cost is required. Comparison between power plant configurations on
the same two routes shows CAPEX benefits for COGES based on TITAN250, due to the
lower SOL2b size. Additionally, SOL2b ensures higher ηg at 20 knots, hence lower OPEX
are gained in this condition. The opposite scenario occurs at 22 knots, where SOL2b provides
significantly lower ηg. In this operating condition, benefits on CAPEX are extinguished
within 10 years. Overall, within these two operating conditions, SOL2a not equipped with
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DF engine ST provides cost savings over the entire time horizon considered, amounting at
5.5 mlne at 25-th year. Furthermore, only ±1 mlne variations are caused by fuel price
volatility at 25-th year for SOL2b, therefore intersections between curves are moved by
1.5-2 years. Within navigation condition where reciprocating engines cover the entire power
demands (i.e. 17 knots Naples-Palermo route), including steam turbine downstream of DF
engines reduces OPEX cost, due to the increase in ηg obtained. On the other hand, penalties
on investment costs directly following from the major complexity of power plant architecture
are entirely compensated by OPEX benefits after a long-time period (approximately 19
years). Therefore, cost savings obtained by including ST within the WHR systems of DF
engines appear too low to motivate the corresponding investment. Furthermore, analogously
to what commented out above for medium ship speeds, volatility of fuel price only provides
weak variations in economic performances gained from SOL2a and SOL2b configurations,
both equipped with DF engine ST. Finally, for high ship speeds, where both COGES and
reciprocating engines are turned on (i.e. 25 knots Naples-Catania route), installing DF engine
steam turbine guarantees lower OPEX and higher CAPEX costs, for both SOL2a and SOL2b.
However, OPEX benefits result too low to recover CAPEX penalties within the time horizon
considered. Comparing the two COGES plant configurations, figure 9.9 shows how CAPEX
savings and OPEX penalties arise for SOL2b, mainly deriving from the lower nominal
size of TITAN250 and reduced ηg on 25 knots, respectively. 18 years last to completely
balance minor investment costs, hence SOL2b appears inadequate for a long term perspective.
Furthermore, fuel price volatility produces reduced variations on costs (0.5 mlne at most)
and temporal intersections (±1.5 years at most), similarly to what underlined above for other
sailing speeds. In conclusion, SOL2a configuration not including ST in DF engine WHR
systems was found to provide economic benefits over all the four routes considered. From
the previous sections, high energetic and environmental performances were obtained from
SOL2a without DF engine ST, therefore it is identified as the best power plant configuration
within a repowering perspective for La Suprema. On the other hand, possible inclusion of DF
engine ST in SOL2a can guarantee benefits in terms of ηg and EEDI index against penalties
in terms of costs. Thus, it can become feasible in future in case more strict regulations will
enter to force.

9.1.5 Main findings

In the previous sections, the feasibility of an integrated COGES-reciprocating engine power
plant for Mediterranean cruise-ferry powered by LNG has been investigated by energetic,
environmental and economic point of views. Specifically, highly efficient propulsion plants
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for cruise-ferries have been assessed over a wide ship speed range (16-26 knots), according
to GNV shipowners’ requests. La Suprema has been taken as reference ship for electrical
and thermal power demands onboard, within a cogeneration efficiency maximization study.
Where energetic analysis is concerned, results confirmed the potential of integrating COGES
with small-size reciprocating engines for marine propulsion applications. In details, COGES
plants guarantee the highest cogeneration efficiency within the medium-high ship speed range
centered around the current sailing condition for La Suprema (i.e. 22 knots). Comparison
between combined gas-steam configurations considered in this study showed that TITAN250-
based COGES plant provides slightly higher energy savings in short ship speed range,
whereas including GE25.1 maintains high performances under extremely flexible operating
conditions. Furthermore, few and weak improvements on ηg were achieved by installing
ST in DF engine WHR systems between 16 and 18 knots. Where the environmental impact
investigation is concerned, long-term compliance with regulations resulted to be guaranteed
by most of power plants including small DF engines. Equipping DF engine WHR systems
with steam turbine further reduced CO2 emissions, since more heat is recovered and used to
produce electrical power. Comparison between COGES plants tested identified improved
environmental benefits for COGES based on GE25.1 gas turbine. Finally, economic viability
was investigated for four different GNV routes within the Mediterranean sea. ST inclusion in
DF engine WHR systems revealed to be economically inadequate for most of ship sailing
conditions since CAPEX penalties need at least 19 years to be recovered in case OPEX
benefits exist. It must be remarked here that economical feasibility of DF engine steam
turbine may change in future in case more restrictive regulations are imposed. Overall,
cost savings were maximized by COGES plant based on GE25.1 over most of the routes
considered. Therefore, the power plant configuration based on the GE25.1 gas turbine
and not equipped with DF engine steam turbine resulted to perform better under energetic,
environmental and economic point of views, for extremely flexible ship operating conditions.
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9.2 Dynamic performance simulation of COGES power
plants for cruise-ferry ships

In the following sections, the dynamic simulation of COmbined Gas Electric and Steam
(COGES) power plants onboard Liquefied Natural Gas (LNG) powered ships is assessed by
means of the Matlab/Simulink code presented in sections 6.2.1 and 6.2.3. Three successive
steps have been sequentially faced. Firstly, the two-step optimization procedure introduced
in section 6.1.1 and based on both Multi-Objective Genetic Algorithm (MOGA) and gradient
descent optimization is used to accurately reconstruct the nominal operating conditions
of 6 commercially available gas turbines. Secondly, dynamic performances provided by
these GTs is investigated by means of the Matlab/Simulink code previously described
in section 6.2.1. In order to assess the influence of the governing strategy of GTs on
performances, both the turbine inlet temperature (TITc) and the turbine outlet temperature
(TOTc) controls have been considered within the analysis. Equilibrium results gained from
dynamic simulation of the 6 GTs for various load conditions are successively introduced as
input into the Fortran code described in section 7, in order to optimally assembly integrated
COGES-reciprocating engine power plants. Then, all the generated layouts are tested in a
cogeneration efficiency optimization study aimed to repowering the cruise-ferry GNV La
Suprema. Overall, optimization is carried out for 264 ship operating conditions, accounting
for variable ship speed, season and GT control strategy, and the best power plant is identified
by an energetic point of view. Finally, the time-dependent performance provided by the best
COGES plant during actual navigation conditions for La Suprema is investigated.

9.2.1 Case study

As mentioned above, the dynamic simulation and repowering study performed in this work
concern the cruise-ferry La Suprema, whose main characteristics have been previously intro-
duced in section 9.1.1 together with its electrical and thermal power demands. Specifically,
La Suprema currently operates along the Genoa-Palermo route at 22 knots with reduced
energy savings, since power plant installed onboard was designed for 28 knots of cruise speed,
hence it now results oversized. Therefore, a repowering study appears necessary to guarantee
high efficiency over extremely flexible operating conditions. Previous work in sections 9.1.2,
9.1.3 and 9.1.4 showed how integrating the COGES plant with reciprocating engines can
effectively provide benefits under energetic, environmental and economic point of view. Thus,
many integrated COGES-reciprocating engine plants are here investigated in order to find out
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optimal gas turbine to be combined with the bottoming steam power plants and then installed
onboard La Suprema. Where the repowering study is concerned, time-mean electrical power
required by propulsion and hotel services are reported in figure 9.2 above, whereas 900 kg/h
and 1050 kg/h steam mass flow rates at 7 bar have been considered as thermal demands for
summer and winter seasons. Performances of each power plant are assessed over a wide
ship speed range (16-26 knots), with the aim of identifying highly-efficient configurations
under flexible operating conditions. On the other hand, time-dependent demands for La
Suprema have been derived from data available from the literature concerning cruise-ferries
of comparable size [31]. Specifically, the profiles available from the literature have been
scaled such to guarantee the same electrical energy exchange obtained by time-mean data.
The time-dependent demand considered for electrical power over navigation is shown in
figure 9.10 for both summer and winter seasons. On the other hand, small variations in terms
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Fig. 9.10 Time-dependent electrical power demand from hotel services onboard a medium-size cruise
ship during winter and summer days [31].

of thermal power demand are present onboard cruise-ferries sailing on daily routes, thus
a the time-mean data are maintained also for transient simulations. It must be remarked
that time-dependent analysis has been carried out only during navigation, since time-mean
power demand during maneuvering and port were not provided by shipowners. A schematic
view of the power plant configuration considered in this work is depicted in figure 9.11,
where reciprocating engines dealing with large/small size are indiscriminately depicted and
dots in correspondence of the electric bar indicate variable number of prime movers/users.
In this way, generality of the schematic view reported in figure 9.11 is preserved over all
the six power plant configurations considered. Overall, the prime movers installed within
engine room account for a COGES plant, two DF engines of variable size and three harbour
reciprocating engines fed by natural gas. The harbour generating set is allowed to run also
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Fig. 9.11 Schematic view of the integrated COGES-reciprocating engine power plant investigated.
RE indicates reciprocating engines (both dual-fuel and natural gas engines), EG stands for electrical
generator, EM means electrical motor.

on navigation in case it may provide benefits in terms of power plant efficiency, according to
[313]. All the possible prime movers included within the engine room are summarised in table
9.7. Specifically, six different GTs from General Electric, Rolls-Royce, Siemens and Solar
dealing with 21-30 MW size are investigated, together with two different DF engines from
MAN and a natural gas Rolls-Royce engine. As can be seen, LM2500+ and LM2500+G4 are
characterized by major size, whereas SGT600 and RB211 deal with intermediate ηel together
with lower Tex and ṁex in comparison to LM2500 or TITAN250. Since waste heat available
for recovery from exhaust gas is particularly low for small-size reciprocating engines, no
WHR system is installed downstream R-R Bergen C26 L9, thus no exhaust gas temperature
is inserted in table 9.7. A 90% and 97% engine margin was adopted for reciprocating engines
and COGES plant, respectively. On the other hand, power plant configurations considered for
the repowering study have been designed following well-established procedures [227] and
are summarised in table 9.8. DF engines dealing with higher nominal power (i.e. 12VMAN)
have been coupled with large-size GTs to satisfy power demand in the intermediate ship
speed range (18-21 knots), where GTs would work at significantly reduced load (≤ 50%) and
efficiency. Indeed, too low power would be delivered by 9LMAN engines to cover electrical
demand within these sailing conditions.
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Table 9.7 Main characteristics of prime movers considered to be installed onboard the cruise-ferry La
Suprema.

GT Pnet [MW] ηel [%] Tex [◦C]

LM2500 24.31 36 566
TITAN250 21.75 39 465

SGT600 24.58 33.6 543
RB211 25.25 34.7 488

LM2500+ 29.26 38 518
LM2500+G4 36 38.4 549

12V MAN 51/60 11.23 45.5 309
9L MAN 51/60 8.42 45.5 309

R-R Bergen C26 L9 2.33 45 -

Table 9.8 Propulsion system configurations being selected for the cruise-ferry La Suprema.

GT 12VMAN51/60 9LMAN51/60 R-R Bergen C26 L9
LM2500 XX XXX
Titan 250 XX XXX
RB211 XX XXX

SGT600 XX XXX
LM2500+ X X XXX

LM2500+G4 XX XXX

9.2.2 Results

In this section, the dynamic behaviour of GTs is investigated in details, focusing on the time-
dependent response concerning the most relevant operating parameters. Since 6 different
GTs have been simulated, only results from the LM2500 gas turbines are presented to
preserve conciseness. Nevertheless, qualitatively analogous results can be obtained for other
GTs due to the flexibility of the Matlab/Simulink code. Furthermore, 3 different governing
strategies for GTs have been accounted for in the following. Indeed, transient results gained
from disabling IGV control are assessed as reference condition, other than the TITc and
TOTc strategies introduced in section 6.2.2 above. The corresponding acronyms used in the
following for the reference control is Fc. First, equilibrium running lines referring to all
the three control strategies considered are reported on the compressor map in figure 9.12a
together with analogous data available within the literature (see dashed black line) [260]. In
details, equilibrium states for the aeroderivative gas turbines are obtained by imposing as
input power request ranging from 20% to 100%. Operational points corresponding to 20%,
40%, 60%, 80% and 100% loads are reported with different shapes and colors. Surge limit is
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Fig. 9.12 Equilibrium running lines for TITc, TOTc and Fc control strategies on compressor map (a)
together with the corresponding IGV actuation laws (b).

depicted in dash-dot line, whereas contour levels for NGG and ηc are reported in purple and
blue, respectively. As can be seen, all the three equilibrium running lines are positioned far
away from the surge limit (SL ≥ 0.22), hence safety operation for compressor is ensured.
Furthermore, distinct starting points, all dealing with 20% load are obtained in case IGV
is enabled or not. Specifically, starting point for the blue curve, related to no IGV control,
deals with higher mass flow rates in comparison to those obtained enabling IGV. This mainly
derives from the influence played by IGV closing angle on the compressor characteristic map
in terms of βc, ṁa and ηc as described in previous sections [262, 77, 261]. On the other hand,
differences existing for the TITC and TOTc control strategies mainly depend on the IGV
actuation laws reported in figure 9.12b. Indeed, maximum opening angle is imposed at full
load, whereas IGV is gradually closed up to achieve full-closed condition when gas turbine
works at 30-50% load. For further reduced loads the intake air mass flow rate cannot be
lowered to maintain TIT or TOT constant and equilibrium lines from TITc and TOTc coincide
(see figure 9.12a for ṁa ≤ 40kg/s. Minimum loads where TIT and TOT are controlled mainly
depends on the closing rate adopted for IGV to implement regulation. As can be seen, higher
slope in magnitude is imposed to keep turbine inlet temperature constant, hence the minimum
IGV angle is firstly achieved by TITc. Overall, good agreement arises within the comparison
between the dashed black curve from Klapproth et al. [260] and equilibrium lines numerically
computed. Focusing on detailed thermodynamic operating conditions involved with Fc, TITc
and TOTc governing strategies, time-dependent results concerning Pnet , T IT , Tex and NGG

are reported in figure 9.13. Results are obtained by imposing as input a start-up/switch-off
load ramp ranging from 0% to 100% and vice versa, while extending on 50 s in time (see the
black dashed line in figure 9.13). As can be seen, the dynamical response to accelerating and
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Fig. 9.13 Time-dependent behaviour concerning the main GT thermodynamic parameters for TITc,
TOTc and Fc control strategies: net power (a), TIT (b), Tex (c) and NGG (d).

decelerating ramps is nearly characterized by symmetric behaviour, independently from the
thermodynamic parameters considered. Focusing on the NGG response to switch-off ramp,
a plateaux induced by the over-speed PID controller is clearly visible around t= 10 - 23 s
(GT load ≈ 60-70%), only for the TITc strategy. Indeed, moving from full-load to part-load
operating conditions, the fuel flow rate needs to be reduced in order to lower power delivered.
This, in case IGV control is disabled, corresponds to a reduction in both turbine inlet and
outlet temperatures (see the blue curve for Fc). On the contrary, closing IGV within the
TITc and TOTc control strategies allows for maintaining TIT and TOT constant, respectively,
with a consequent acceleration of the gas generator shaft [320]. However, the closing rate
of IGV previously shown in figure 9.12b directly determines the possible exceeding of
over-speed limit. Indeed, since IGV is more rapidly closed within the TITc strategy with
respect to TOTc, keeping constant the turbine inlet temperature generates a stronger increase
for NGG, which exceeds the over-speed limit assumed equal to 110% of nominal value (see
the yellow curve in figure 9.13). On the contrary, the weaker closing rate for IGV adopted
by TOTc governing strategy avoids over-speed exceeding conditions. Nevertheless, when
the GT working load further reduces, simultaneous decrease of ṁ f and IGV opening angle
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implies a reduction in NGG. Thus, the over-speed control stops working for TITc. Analogous
comments can be made for the switch-on ramp. Furthermore, a clear visualization of the
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Fig. 9.14 Dependency of Tex and TIT on GT load for Fc, TOTc and TITc control strategies, from left
to right.

load range where TITc and TOTc succeeds in keeping TIT and TOT constant, respectively,
is shown in figure 9.14. Interestingly, Tex is kept constant up to approximately 30% of the
load, hence reduced off-design operating conditions for the bottoming steam power plant
are reached, with consequent benefits on efficiency. On the other hand, the turbine inlet
temperature is maintained constant by TITc up to 70% of the load, where weak deviations
from TIT occur due to enabling of the over-speed control, as previously commented out.
Specifically, deviations from the nominal TIT are within 2% of relative error up to 60% load
conditions. Overall, results concerning load ranges where TIT and TOT are kept constant
appear to fairly agree with the literature [77]. Finally, qualitatively analogous results are
obtained from transient simulation of all the gas turbines reported in table 9.7, despite are
not reported here for sake of conciseness.

9.2.3 Repowering study

In this section, performances provided by all the power plant configurations reported in table
9.8 above are are assessed by an energetic point of view. Specifically, comparison in terms of
cogeneration efficiency ηg is carried out over a wide ship speed range (16-26 knots), for both
summer and winter seasons. Furthermore, in order to identify the best governing mode for
COGES plant installed onboard ships, both TITc and TOTc control strategies are considered
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in the analysis. Definition for ηg adopted here is reported below:

ηg =
∑

npm
i=1 Pel,i +Pth,i

∑
npm
i=1 ṁ f ,iLHVNG +∑

nDF
j=1 ṁ f , jLHVMDO

(9.7)

where npm is the number of turned on engines, nDF the number of DF engines, LHV the lower
heating value of fuel, Pel,i and Pth,i the portion of electrical and thermal demands covered by
the i-th engine, ṁ f ,i the LNG mass flow rate burned within the i-th engine, ṁ f , j the MDO
mass flow rate used by the j-th DF engine. Where the TOTc strategy is assumed, cogeneration
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DF2 0,0 85,6 85,0 87,5 90,0 0,0 0,0 0,0 0,0 0,0 0,0

RB211 B1 81,4 0,0 89,6 89,4 89,5 0,0 0,0 0,0 53,1 58,0 83,9

B2 81,4 0,0 0,0 89,4 89,5 0,0 0,0 0,0 0,0 58,0 0,0

B3 81,4 0,0 0,0 0,0 89,5 0,0 0,0 0,0 0,0 58,0 0,0

C 0,0 0,0 0,0 0,0 0,0 61,9 73,6 83,6 92,7 97,0 97,0

DF1 79,8 85,6 85,0 87,5 90,0 0,0 0,0 0,0 0,0 0,0 80,2

DF2 0,0 85,6 85,0 87,5 90,0 0,0 0,0 0,0 0,0 0,0 0,0

SGT600 B1 81,4 0,0 89,6 89,4 89,5 0,0 0,0 0,0 0,0 56,4 0,0

B2 81,4 0,0 0,0 89,4 89,5 0,0 0,0 0,0 0,0 56,4 0,0

B3 81,4 0,0 0,0 0,0 89,5 0,0 0,0 0,0 0,0 0,0 0,0

C 0,0 0,0 0,0 63,7 73,7 83,6 92,3 97,0 97,0 97,0 97,0

DF1 79,8 85,6 85,0 0,0 0,0 0,0 0,0 0,0 0,0 70,0 82,7

DF2 0,0 85,6 85,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 82,7

TITAN 250 B1 81,4 0,0 89,6 0,0 0,0 0,0 57,8 68,2 84,3 83,9 0,0

B2 81,4 0,0 0,0 0,0 0,0 0,0 0,0 68,2 84,3 83,9 0,0

B3 81,4 0,0 0,0 0,0 0,0 0,0 0,0 0,0 84,3 0,0 0,0

TOTc, WINTER
Ship Speed [kn] 16 17 18 19 20 21 22 23 24 25 26

C 0,0 0,0 0,0 57,9 66,0 74,2 85,6 94,7 97,0 97,0 97,0

DF1 83,3 79,5 80,1 0,0 0,0 0,0 0,0 0,0 0,0 0,0 73,3

DF2 0,0 79,5 80,1 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0

LM2500 B1 89,5 81,0 81,3 0,0 0,0 0,0 0,0 0,0 86,6 85,1 83,9

B2 89,5 0,0 81,3 0,0 0,0 0,0 0,0 0,0 0,0 85,1 83,9

B3 89,5 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 85,1 0,0

C 0,0 0,0 0,0 0,0 51,4 58,6 68,8 77,5 85,1 95,4 97,0

DF1 0,0 80,8 90,0 90,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0

DF2 83,3 0,0 85,2 90,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0

LM2500+ B1 89,5 88,7 0,0 89,9 0,0 0,0 0,0 0,0 0,0 0,0 75,6

B2 89,5 88,7 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 75,6

B3 89,5 88,7 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0

C 0,0 0,0 0,0 0,0 0,0 0,0 53,0 59,9 66,4 75,6 84,7

DF1 81,7 80,8 76,9 88,1 89,9 83,4 0,0 0,0 0,0 0,0 0,0

DF2 0,0 0,0 76,9 88,1 89,9 83,4 0,0 0,0 0,0 0,0 0,0

LM2500+G4 B1 87,9 88,7 0,0 0,0 89,6 86,3 0,0 0,0 0,0 0,0 0,0

B2 87,9 88,7 0,0 0,0 0,0 86,3 0,0 0,0 0,0 0,0 0,0

B3 0,0 88,7 0,0 0,0 0,0 86,3 0,0 0,0 0,0 0,0 0,0

C 0,0 0,0 0,0 0,0 60,2 68,7 80,2 89,4 94,2 97,0 97,0

DF1 83,3 79,5 80,1 80,9 0,0 0,0 0,0 0,0 0,0 50,7 77,8

DF2 0,0 79,5 80,1 80,9 0,0 0,0 0,0 0,0 0,0 0,0 0,0

RB211 B1 89,5 81,0 81,3 87,9 0,0 0,0 0,0 0,0 54,6 0,0 79,8

B2 89,5 0,0 81,3 87,9 0,0 0,0 0,0 0,0 0,0 0,0 0,0

B3 89,5 0,0 0,0 87,9 0,0 0,0 0,0 0,0 0,0 0,0 0,0

C 0,0 0,0 0,0 0,0 56,4 64,7 76,4 85,8 94,3 97,0 97,0

DF1 83,3 79,5 80,1 80,9 0,0 0,0 0,0 0,0 0,0 0,0 84,7

DF2 0,0 79,5 80,1 80,9 0,0 0,0 0,0 0,0 0,0 0,0 0,0

SGT600 B1 89,5 81,0 81,3 87,9 0,0 0,0 0,0 0,0 0,0 64,2 0,0

B2 89,5 0,0 81,3 87,9 0,0 0,0 0,0 0,0 0,0 64,2 0,0

B3 89,5 0,0 0,0 87,9 0,0 0,0 0,0 0,0 0,0 0,0 0,0

C 0,0 0,0 57,2 67,1 76,9 86,1 94,2 97,0 97,0 97,0 97,0

DF1 83,3 79,5 0,0 0,0 0,0 0,0 0,0 0,0 75,4 76,5 85,6

DF2 0,0 79,5 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 85,6

TITAN 250 B1 89,5 81,0 0,0 0,0 0,0 0,0 55,3 75,7 0,0 82,3 0,0

B2 89,5 0,0 0,0 0,0 0,0 0,0 0,0 75,7 0,0 82,3 0,0

B3 89,5 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0

TOTc, SUMMER
Ship Speed [kn]

Fig. 9.15 On the top of the figure, cogeneration efficiency considering TOTc control strategy: winter
(left) and summer (right) seasons. On the bottom: engine loads in terms of percentage of maximum
continuous rating.
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efficiency results obtained from all the 6 different configurations tested are shown in figure
9.15 for winter (left column) and summer (right column) season. The corresponding working
conditions for each prime mover are summarised within the tabular legend in terms of %
loads, where the GT module identifies COGES plants, DF1 and DF2 refer to 12VMAN and
9LMAN engines, and B1, B2 and B3 relates to R-R Bergen C26 L9 engines. Three distinct
operating regions can be identified in figure 9.15, independently from power plant and season.
Firstly, slight variations on cogeneration efficiency provided by all the 6 configurations
are surveyed in the low ship speed range (i.e. ≈ 16-19 knots). Specifically, some curves
exactly coincide at certain ship speed conditions (e.g. see the purple and red curves for
16-18 knots), whereas few differences locally arise among other configurations (e.g. see the
purple and light blue curves at 17-18 knots). Indeed, power demand at low Vship is mainly
covered by reciprocating engines (DF or NG), since they guarantee higher ηg at part-loads
than COGES plants. In case reciprocating engines of the same type are installed and turned
on in two distinct machine rooms, the ηg-curves corresponding to these two power plant
configurations collapse at the corresponding ship speed. On the contrary, weak variations
on ηg are surveyed if the turned on reciprocating engines are different. In this case, all
the reciprocating engines considered present similar level of ηel , though those dealing with
small-size often operate at higher loads, with consequent benefits in terms of energy savings
(e.g., see the light blue and purple curves at 17-18 knots). Secondly, power demand is covered
by COGES within the intermediate ship speed range (i.e. ≈ 19-23 knots), as shown in the
tabular legend. Indeed, cogeneration efficiency benefits are provided by COGES plants in
comparison with reciprocating engines for power request ≥ 16MW. Finally, at high ship
speed sailing conditions COGES plants work almost at 97% loads and few extra power
is eventually delivered by reciprocating engines, depending on gas turbine size. Overall,
significant effect is played by the prime mover performances in determining the power
distribution over the entire ship speed range visible in figure 9.15. Indeed, reciprocating
engines summarised in table 9.7 are all characterized by reduced power size in comparison
to COGES plants, hence they can operate at higher loads (i.e. efficiency) when low power
demand occurs, as within 16-19 knots. Furthermore, they weakly suffer from efficiency
reduction at part-loads, with positive effect on operational flexibility. On the other hand,
COGES plants can cover the entire power demand with maximum efficiencies for ship speeds
around 22 knots. Finally, in case COGES plants do not manage to supply the entire power
demand at high ship speeds, few reciprocating engines are turned. However, the amount of
the energy savings depends on COGES plant. Indeed, COGES plants based on LM2500 and
TITAN250 are shown to provide the highest ηg within the middle-high ship speed range.
On the contrary, since SGT-600 and RB211 deliver nearly the same Pnet of LM2500 and
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TITAN250 but with lower electrical efficiency, installing them onboard generates energy
penalties (i.e. 1-2% lower ηg for ship speeds ≥ 20 knots). Furthermore, SGT-600 and RB211
deal with lower exhaust gas temperature and mass flow rates in comparison to LM2500 and
TITAN250, hence compensation of GT energy penalties can not be assessed by the bottoming
steam power plant. Finally, benefits in terms of ηg values are obtained including LM2500+
and LM2500+G4 within COGES plant at few, high ship speeds (25-26 knots) in comparison
to performances provided by LM2500 and TITAN250. Specifically, looking at figure 9.15,
ηg curves from LM2500+ and LM2500+G4 based COGES plants appear shifted towards
high ship speeds, hence higher efficiencies would be probably achieved beyond 26 knots.
Thus, their large size seems to not match well power demands onboard La Suprema. On the
other hand, analogous results obtained from all the 6 power plant configurations are reported
in figure 9.16 in case TITc control strategy is implemented. Plots concerning winter and
summer seasons are positioned on the left and right side, respectively, whereas tabular legend
summarises load data for each operating conditions dealing with ship speed within the range
16-26 knots. Again, three main distinct regions can be identified, depending on the ship
speed range, in both winter and summer seasons. As can be seen from the tabular legend,
power demand is covered by reciprocating engines in the low ship speed range, whereas in
the middle-high ship speed range COGES plants provide the highest cogeneration efficiency.
Few small-size reciprocating engines can eventually help COGES plants to cover the entire
power request onboard at 25-26 knots. Where comparison between different COGES plants
is concerned, SGT-600 and RB211 are proved to deliver the worst performances when
combined with bottoming steam power plant, as well as LM2500+ and LM2500+G4 appear
oversized for La Suprema, hence their potential remains unused. Finally, including LM2500
GT within engine room offers high performance over a wider ship speed range (19-24 knots),
despite COGES based on TITAN250 guarantees energy savings within limited ship speed
range (19-21 knots), independently from the control strategy adopted. Comparing figures
obtained from TITc and TOTc governing strategies reveals comparable values of ηg for
ship speeds where COGES plants are turned on, where cogeneration efficiency appears
unaffected by GT control at reduced Vship. However, TITc governing strategy appears to
provide lower energy savings within the middle-high ship speed range (see ηg delivered
by the LM2500-based COGES plant at 24 knots). Indeed, since TITc targets to maximize
electrical efficiency of GT, it guarantees lower exhaust gas temperature and mass flow rate,
with consequent reduction of performances delivered by the bottoming steam power plant.
On the contrary, TOTc strategy is specifically aimed at maximizing efficiency of the overall
COGES plant, as traditionally done within the power generation sector. In details, off-design
conditions for bottoming steam power plants are dampened. Nevertheless, weak gap (≈
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LM2500
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SGT600
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16 17 18 19 20 21 22 23 24 25 26

C 0,0 0,0 0,0 0,0 52,4 61,3 75,0 85,7 95,6 97,0 97,0

DF1 79,8 85,6 85,0 87,5 0,0 0,0 0,0 0,0 0,0 0,0 69,7

DF2 0,0 85,6 85,0 87,5 0,0 0,0 0,0 0,0 0,0 0,0 0,0

LM2500 B1 81,4 0,0 89,6 89,4 0,0 0,0 0,0 0,0 0,0 76,0 77,2

B2 81,4 0,0 0,0 89,4 0,0 0,0 0,0 0,0 0,0 76,0 0,0

B3 81,4 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0

C 0,0 0,0 0,0 0,0 0,0 52,3 62,9 73,0 81,4 93,1 97,0

DF1 0,0 78,1 79,8 89,6 90,0 0,0 0,0 0,0 0,0 0,0 0,0

DF2 79,8 0,0 88,4 81,5 85,1 0,0 0,0 0,0 0,0 0,0 0,0

LM2500+ B1 81,4 80,6 0,0 85,5 88,7 0,0 0,0 0,0 0,0 0,0 62,7

B2 81,4 80,6 0,0 0,0 88,7 0,0 0,0 0,0 0,0 0,0 62,7

B3 81,4 80,6 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0

C 0,0 0,0 0,0 0,0 0,0 0,0 50,2 54,3 60,4 71,1 81,4

DF1 76,3 78,1 73,1 84,2 86,0 88,4 0,0 0,0 0,0 0,0 0,0

DF2 0,0 0,0 73,1 84,2 86,0 88,4 0,0 0,0 0,0 0,0 0,0

LM2500+G4 B1 82,3 80,6 0,0 0,0 89,8 87,0 0,0 0,0 0,0 0,0 0,0

B2 82,3 80,6 0,0 0,0 0,0 87,0 0,0 0,0 0,0 0,0 0,0

B3 0,0 80,6 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0

C 0,0 0,0 0,0 0,0 0,0 61,3 75,1 86,0 91,4 97,0 97,0

DF1 79,8 85,6 85,0 87,5 90,0 0,0 0,0 0,0 0,0 0,0 69,9

DF2 0,0 85,6 85,0 87,5 90,0 0,0 0,0 0,0 0,0 0,0 0,0

RB211 B1 81,4 0,0 89,6 89,4 89,5 0,0 0,0 0,0 53,8 79,6 83,9

B2 81,4 0,0 0,0 89,4 89,5 0,0 0,0 0,0 0,0 79,6 0,0

B3 81,4 0,0 0,0 0,0 89,5 0,0 0,0 0,0 0,0 0,0 0,0

C 0,0 0,0 0,0 0,0 0,0 58,1 67,2 82,0 91,3 97,0 97,0

DF1 79,8 85,6 85,0 87,5 90,0 0,0 0,0 0,0 0,0 0,0 77,3

DF2 0,0 85,6 85,0 87,5 90,0 0,0 0,0 0,0 0,0 0,0 0,0

SGT600 B1 81,4 0,0 89,6 89,4 89,5 0,0 50,1 0,0 0,0 51,2 0,0

B2 81,4 0,0 0,0 89,4 89,5 0,0 0,0 0,0 0,0 51,2 0,0

B3 81,4 0,0 0,0 0,0 89,5 0,0 0,0 0,0 0,0 0,0 0,0

C 0,0 0,0 0,0 59,5 71,1 81,9 91,3 97,0 97,0 97,0 97,0

DF1 79,8 85,6 85,0 0,0 0,0 0,0 0,0 0,0 0,0 70,3 88,3

DF2 0,0 85,6 85,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0

TITAN 250 B1 81,4 0,0 89,6 0,0 0,0 0,0 52,0 63,0 80,8 78,1 89,5

B2 81,4 0,0 0,0 0,0 0,0 0,0 0,0 63,0 80,8 78,1 89,5

B3 81,4 0,0 0,0 0,0 0,0 0,0 0,0 0,0 80,8 0,0 89,5

TITc, WINTER
Ship Speed [kn] 16 17 18 19 20 21 22 23 24 25 26

C 0,0 0,0 0,0 0,0 54,3 63,4 76,7 88,5 93,2 96,8 97,0

DF1 83,3 79,5 80,1 80,9 0,0 0,0 0,0 0,0 0,0 50,1 75,5

DF2 0,0 79,5 80,1 80,9 0,0 0,0 0,0 0,0 0,0 0,0 0,0

LM2500 B1 89,5 81,0 81,3 87,9 0,0 0,0 0,0 0,0 61,1 0,0 82,4

B2 89,5 0,0 81,3 87,9 0,0 0,0 0,0 0,0 0,0 0,0 0,0

B3 89,5 0,0 0,0 87,9 0,0 0,0 0,0 0,0 0,0 0,0 0,0

C 0,0 0,0 0,0 0,0 0,0 53,7 64,4 74,0 83,3 95,2 97,0

DF1 0,0 80,8 90,0 90,0 80,0 0,0 0,0 0,0 0,0 0,0 0,0

DF2 83,3 0,0 85,2 90,0 83,0 0,0 0,0 0,0 0,0 0,0 0,0

LM2500+ B1 89,5 88,7 0,0 89,9 90,0 0,0 0,0 0,0 0,0 0,0 74,8

B2 89,5 88,7 0,0 0,0 90,0 0,0 0,0 0,0 0,0 0,0 74,8

B3 89,5 88,7 0,0 0,0 90,0 0,0 0,0 0,0 0,0 0,0 0,0

C 0,0 0,0 0,0 0,0 0,0 0,0 50,4 55,2 61,9 72,1 82,9

DF1 81,7 80,8 76,9 88,1 89,9 83,4 0,0 0,0 0,0 0,0 0,0

DF2 0,0 0,0 76,9 88,1 89,9 83,4 0,0 0,0 0,0 0,0 0,0

LM2500+G4 B1 87,9 88,7 0,0 0,0 89,6 86,3 0,0 0,0 0,0 0,0 0,0

B2 87,9 88,7 0,0 0,0 0,0 86,3 0,0 0,0 0,0 0,0 0,0

B3 0,0 88,7 0,0 0,0 0,0 86,3 0,0 0,0 0,0 0,0 0,0

C 0,0 0,0 0,0 0,0 53,6 63,3 76,9 88,6 94,2 97,0 97,0

DF1 83,3 79,5 80,1 80,9 0,0 0,0 0,0 0,0 0,0 0,0 77,1

DF2 0,0 79,5 80,1 80,9 0,0 0,0 0,0 0,0 0,0 0,0 0,0

RB211 B1 89,5 81,0 81,3 87,9 0,0 0,0 0,0 0,0 50,4 60,5 79,9

B2 89,5 0,0 81,3 87,9 0,0 0,0 0,0 0,0 0,0 60,5 0,0

B3 89,5 0,0 0,0 87,9 0,0 0,0 0,0 0,0 0,0 60,5 0,0

C 0,0 0,0 0,0 0,0 50,3 59,3 72,4 83,9 93,9 97,0 97,0

DF1 83,3 79,5 80,1 80,9 0,0 0,0 0,0 0,0 0,0 0,0 84,0

DF2 0,0 79,5 80,1 80,9 0,0 0,0 0,0 0,0 0,0 0,0 0,0

SGT600 B1 89,5 81,0 81,3 87,9 0,0 0,0 0,0 0,0 0,0 63,0 0,0

B2 89,5 0,0 81,3 87,9 0,0 0,0 0,0 0,0 0,0 63,0 0,0

B3 89,5 0,0 0,0 87,9 0,0 0,0 0,0 0,0 0,0 0,0 0,0

C 0,0 0,0 51,7 61,4 73,2 84,7 94,2 97,0 97,0 97,0 97,0

DF1 83,3 79,5 0,0 0,0 0,0 0,0 0,0 0,0 75,2 77,7 85,5

DF2 0,0 79,5 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 85,5

TITAN 250 B1 89,5 81,0 0,0 0,0 0,0 0,0 53,7 75,2 0,0 79,7 0,0

B2 89,5 0,0 0,0 0,0 0,0 0,0 0,0 75,2 0,0 79,7 0,0

B3 89,5 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0

TITc, SUMMER
Ship Speed [kn]

Fig. 9.16 On the top of the figure, cogeneration efficiency considering TITc control strategy: winter
(left) and summer (right) seasons. On the bottom: engine loads in terms of percentage of maximum
continuous rating.

1%) arise on ηg between TITc and TOTc control strategies in figures 9.15 and 9.16 due
to the HRSG optimization performed by the Fortran code in both cases. Overall, power
plant configuration based on LM2500 gas turbine appears the optimal one for a repowering
purpose of La Suprema, since it provides high cogeneration efficiency under flexible sailing
conditions. In order to better visualize cogeneration efficiency provided by LM2500-based
COGES plant for the current sailing conditions of La Suprema, Table 5 reports corresponding
time-mean performances achieved at 22 knots.
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9.2.4 Dynamical simulations

In this section, the dynamic simulation of the best power plant previously identified is
assessed focusing on the current navigation condition La Suprema is operated on, for both
winter and summer seasons. As mentioned above, the profiles for time-dependent electrical
demand were obtained from previous works available in the literature and concerning cruise-
ferries dealing with comparable size [31]. On the other hand, thermal power demand is
assumed constant in time. From the previous section, cogeneration efficiency at 22 knots
was found to be maximized by turning on only COGES plant, hence no dynamic simulation
is required for reciprocating engines. Furthermore, comparison between TITc and TOTc
governing strategies showed that the turbine outlet temperature control provides the highest
energy saving benefits. Therefore, TOTc regulation is considered in this section. Results
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Fig. 9.17 Time-dependent performances of repowering plant under current operating conditions for
the cruise-ferry La Suprema, during winter and summer seasons.

obtained by dynamical simulation of LM2500-based COGES plant regulated by means of
TOTc strategy are shown in figure 9.17. Specifically, net power output from engine room and
the corresponding electrical demand are reported in continuous and dashed lines, respectively.
Winter and summer curves are shown in yellow and purple for the power request, whereas
blue and red colors for generated power, respectively. Since time domain covers the overall
duration of 19 hours for the current navigation condition between Genoa and Palermo, a
real-time simulation is performed. Figure 9.17 clearly shows how electrical demand is
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closely followed by power delivered by COGES plant over the entire navigation phase.
This well agrees with the load following ability traditionally recognized to gas turbines and
combined cycles within the power generation sector, where I, II and III frequency reservoir
are performed by these configurations. Details concerning the contribution of both gas
turbine and steam turbine to the net power output are outlined in figure 9.17b. Specifically,
red and blue curves are related to GT and ST power and refer to the right-side and left-
side ordinate axis, respectively. Furthermore, continuous and dashed lines indicate winter
and summer seasons, respectively. Interestingly, similar transient behaviour is surveyed
for power delivered by both gas turbine and steam turbine, despite GT covers 2/3 of the
electrical demand. Indeed, due to the small size of marine gas turbines, lower thermal power
is available for the bottoming steam power plant in comparison to what occur in power
generation sector [321–323, 267]. Nevertheless, electrical power delivered by bottoming
steam power plant fairly agrees with data concerning ST currently installed onboard ships
[324–326]. Detailed view of time-dependent analysis concerning the main thermodynamic
parameters is reported in figure 9.18, where winter and summer seasons are related to blue
and red colors, respectively. Focusing on figure 9.18a, the exhaust gas temperature of the
LM2500 gas turbine is shown. As can be seen, Tex is approximately constant according to the
TOTc regulation, despite the PID controller time response generates weak, local fluctuations.
Instead, the exhaust mass flow rate shown in figure 9.18b appears directly proportional to
power request. Thus, an increase in exhaust mass flow rate occurs in case power demand rises.
Therefore, combining the effect of the exhaust gas temperature and mass flow rate, thermal
power available for recovery within the bottoming steam power plant grows,with consequent
increase in electrical output from steam turbine. Focusing on the rotational speed of gas
generator shaft (see figure 9.18c), closing angles imposed to IGV to maintain Tex constant
trigger an increase in NGG up to 104% with respect to the nominal value, independently
from season. Indeed, as visible from the tabular legends reported above, COGES plant
based on LM2500 under TOTc control does not work at 100% load during navigation at 22
knots, hence closing angle for IGV is needed to keep Tex constant at part-loads. Interestingly,
rotational speed of GG shaft strictly follows the transient power demand during winter (i.e.
NGG increases in case power request grows and vice versa), whereas opposite trend occurs for
summer in correspondence of power demand around 19-20 MW. This change in dependency
mainly derives from the relation NGG = f (load), previously shown in figure 9.13. Indeed,
where the TOTc governing strategy is concerned, NGG locally increases, without exceeding
the over-speed limit, and then decreases during a decelerating load ramp. Specifically, the
maximum of the rotational speed for GG is achieved when the power demand is around
19-20 MW (see the red curve in figure 9.13). Thus, the change in proportionality observed in
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Fig. 9.18 Tex (a), ṁex (b) and NGG (c) time-dependent results for the cruise operating condition of the
ship GNV La Suprema, for winter (W) and summer (S) seasons.

figure 9.18c for comparable power demands appears definitely due to the maximum trend
experienced by NGG for decreasing loads.

9.2.5 Main findings

In the previous sections, dynamic simulation of COmbined Gas Electric and Steam (COGES)
power plants for LNG powered cruise-ferries was assessed. Specifically, a flexible and
modular code was used to simulate thermodynamic performances of 6 different gas turbine,
whose nominal operating conditions were reconstructed completely by a mixed MOGA-
gradient descent algorithm within 1% relative error for global parameters (i.e. Pnet , ηel , Tex

and ηmecc). In order to assess the sensitivity of gas turbine performances to the governing
strategy, both turbine inlet temperature (TITc) and turbine outlet temperature (TOTc) controls
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were investigated.
Overall, the transient response surveyed for the main thermodynamic parameters appeared
physical-based and in fairly agreement with previous literature works. Specifically, keeping
TIT or TOT constant during a decelerating ramp ranging from 100% to 20% load was shown
to require closing angles for IGV, which in turns provoked transient acceleration for the
GG rotational speed. Since TITc strategy relates to higher closing rates for IGV, stronger
acceleration occurs and over-speed control is temporarily enabled around 65% gas turbine
load. For further reduced power demand, decrease in the fuel mass flow rate imposes GG
shaft to decelerate. Overall, TITc and TOTc control strategies manage to keep constant their
corresponding temperatures up to 70% and 30% loads, respectively. Then, equilibrium points
obtained from dynamic simulation of all the six gas turbines, were used to optimally assembly
various COGES plants within a repowering study for the cruise-ferry GNV La Suprema.
Specifically, 6 integrated COGES-reciprocating engines power plants were investigated as
candidate configurations in a cogeneration efficiency optimization study performed over wide
ship speed range (16-26 knots), for both winter and summer seasons. Overall, the potential of
combining COGES plants with small-size reciprocating engines was proved by an energetic
point of view. For sailing conditions where low ship speeds are required, ηg is maximized by
reciprocating engines due to their weak affection to part-loads. On the other hand, COGES
plants provide energy savings benefits in the middle-high ship speed range (19-26 knots),
where the entire power demand is covered by them and only few navigation conditions
require extra power from reciprocating engines. Specifically, 1-5% higher ηg in comparison
to reciprocating engines is provided by COGES, depending on the GT installed onboard.
COGES plants grounding on large-size gas turbines (i.e. LM2500+ and LM2500+G4)
showed maximum cogeneration efficiencies shifted towards ship speeds ≥25-26 knots, hence
their potential remains unexploited for application on the La Suprema. On the other hand,
SGT-600 and RB211 are characterized by lower electrical efficiencies and comparable size
with respect to LM2500 and TITAN250, as well as lower thermal power is available for
recovery within their exhaust gas (i.e. reduced ṁex and Tex). Therefore, they cover electrical
demand onboard with the worst performances in terms of cogeneration efficiency. Overall,
the highest ηg within the middle-high ship speed range were achieved by COGES plants
including LM2500 and TITAN250 gas turbines. Specifically, installing LM2500 ensured high
cogeneration efficiency in a broad operating range, whereas TITAN250-based COGES plant
guaranteed energy savings within a short ship speed range, especially under TITc governing
strategy. Since shipowners aim at repowering La Suprema with power plant able to provide
high efficiency over extremely flexible operating conditions, COGES based on LM2500
resulted the best combined gas-steam plant to be installed onboard cruise-ferries. Where
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control strategies are concerned, TOTc guaranteed energy savings over most of the middle-
high ship speed range, due to the reduced off-design conditions the bottoming steam power
plant works at. Finally, the transient performances of the best power plant configuration
identified by the previous study were assessed considering the time-dependent electrical
and thermal demands occurring onboard the current navigation conditions for La Suprema.
Furthermore, the turbine outlet temperature control was adopted due to its major energy
savings. Overall, results obtained from dynamic simulation confirmed high performances
available from COGES plant in terms of efficiency and load following ability and proved the
reliability of the model in reproducing physical-based dynamics.
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9.3 Alternative fuels applied onboard large-size cruise ships

To stop climate change, caused by the continuous growth of GHG emissions, energy transition
is gaining much attention from governments and international associations to reach more
sustainable pathways. Since the 90% of the world trade is performed by ships, the maritime
sector consists in an important field where energy transition is mandatory. With even more
stringent regulations on pollutant and GHG emissions, two main different strategies appear
the most promising [327]: installing highly-efficient power plants to improve energy savings
[328] and employing more sustainable alternative fuels [329]. Recently, hydrogen (H2),
ammonia (NH3) and methanol (CH3OH) are currently receiving most of the attention fro
ship propulsion, since they can effectively reduce GHG emissions in a short- or long-term
perspective. In the following sections, the feasibility of these alternative fuels applied to
large cruise ships is assessed by energetic, environmental and economic point of views.
Firstly, electrical and thermal power profiles required onboard a modern 114000 Gross
Tonnage cruise ship have been constructed. Specifically, 5 different routes, three different
operating conditions (maneuvering, port and navigation) and summer-winter seasons have
been accounted for. Fuel flexibility for gas turbines is well established, since commercially
available gas turbines (GT) are currently able to operate on NH3, CH3OHand CH4- H2 blends
containing up to 85% of H2 in volume. Therefore, GTs appear to significantly contribute to
the energy transition scenario. On the other hand, fuel flexibility for reciprocating engines
appears less advanced, since research from the major companies is still to be developed
for NH3 and CH4-H2 blends dealing with high hydrogen contents. Therefore, integrating
COmbined Gas Electric and Steam (COGES) plants with reciprocating engines appears a
possible choice in a energy transition scenario. Specifically, three candidate power plants
based on large, middle and low COGES sizes have been applied to cruise ships. First, the
numerical procedure previously introduced in section 6.1.2 was used to solve for static and
dynamic performance of COGES plants fed by alternative fuels. Secondly, in section 9.3.2,
power plant performances in terms of cogeneration efficiency are assessed when working
on CH3OH, NH3 and CH4-H2 blends, for all the 5 cruise routes, operating conditions and
seasons. Then, in order to compare power plant and fuel solutions under an environmental
point of view, CO2 emissions over different routes together with both the Energy Efficiency
Design Index (EEDI) and Carbon Intensity Indicator (CII) are computed in section 9.3.3.
Since the CII index directly relates to the current operating condition of ship while EEDI
takes into account only design procedure for new power plants, ability of each fuel and power
configuration in providing short- or long-term compliance with regulations is investigated.
Finally, in section 9.3.4, the economic feasibility underlined possible issues which eventually
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may arise for certain fuel feeding systems as well as where major benefits can be obtained.
Furthermore, attention has been paid to the influence of the fuel production chain currently
have on cost and environmental issues.

9.3.1 Case study

In this section, electrical and thermal power profiles for a large cruise ship characterized
by 114000 Gross Tonnage (GT) and transporting about 3700 passengers are defined. The

Table 9.9 Main characteristics for the large-size cruise ship considered.

Dimension Value

Gross tonnage 114000 t
Displacement 57000 t

Length 290 m
Draft 8.3 m

Passengers 3700

main features of the vessel are reported in table 9.9 and refer to a typical MSC, Carnival or
Costa cruise ship built in recent years. The ship under study deals with 62-76 MW installed
powers and is currently equipped by a Diesel-electric propulsion plant, where both main
and auxiliary engines may indiscriminately cover hotel and propulsion loads. On the other
hand, the integrated electric propulsion plant reported in figure 9.19 is proposed here. As
can be seen, power plant configuration in figure 9.19 resembles a Diesel electric engine
room, despite a COmbined Gas Electric and Steam (COGES) plant is additionally installed
onboard. Specifically, in order to minimize space occupied onboard, a back-pressure steam
turbine is inserted within the bottoming steam power plant. Since waste heat available from
reciprocating engines is significantly low, WHR systems are installed only downstream large-
size engines. Overall, as underlined in previous section, this propulsion plant configuration
can provide high efficiency over wide operating range. Focusing on the construction of
operating profiles under navigation, port and maneuvering conditions, experimental data
from cruise ships characterized by comparable Gross Tonnage and passenger number have
been derived from the literature. Specifically, where the propulsion demand is concerned,
the cubic curve (Vship,Po) reported by [32] for the Costa Serena cruise ship and obtained
by actual operating data from shipboard measurements is used. Figure 9.20 shows the
corresponding polynomial curve P = AS3 +BS2 +CS+D. It well established within the
maritime field that negligible influence on the propulsion power is played by season, since
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Fig. 9.19 Schematic view of the power plant under study (RE=reciprocating engine, C=compressor,
CC=combustion chamber, TGG=gas generator turbine, PT=power turbine, ST=steam turbine,
HRSG=heat recovery steam generator, EG=electrical generator, EM=electrical motor, AP=azipod,
BT=bow thruster).

cubic curve in figure 9.20 mainly depends on ship speed and weather condition. Entering
with ship speed required by navigation into the cubic curve, the corresponding propulsion
power can be found out. It must be remarked that a 15% sea margin is considered, to account
for increase in ship resistance due to hull fouling, wind and wave drag. This facilitates to
strictly respect arrival/departure timetables, which is a particularly relevant target for cruise
ships. Furthermore, power demand for propulsion usually accounts for thrust delivered
by azipods in sailing conditions, while power required by both azipods and bow thrusters
during maneuvering is differently evaluated. Thus, the cubic curve reported in figure 9.20
can not be applied during port activities during departure/arrival conditions. Furthermore, it
must be underlined that accurately estimating power demand during maneuvering currently
typically deals with unavoidable uncertainties, due to its dependency from local climatic
conditions, port layouts and master’s expertise. Nevertheless, where maneuvering conditions
are concerned, power request from bow thrusters and azipods is traditionally considered
coupled with that from hotel services in a simplified approach [330–332]. Here, the method
proposed by Meyer et al. [330] and Tzannatos [331], which derives from experimental data
of cruise ships operating in the Piraeus port, is adopted. In details, a 20% and 75% load
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Fig. 9.20 Propulsion power request for the large-size cruise ship considered [32].

operating conditions is considered for main (ME) and auxiliary (AE) engines, respectively.
However, as visible from schematic view reported in figure 9.19, no clear distinction is
made between ME and AE in integrated electric propulsion. Therefore, manufacturers’
information concerning the overall installed power and the power demand for propulsion
referring to modern Costa and MSC cruise ships has been used [333]. Furthermore, it
must be remarked that one or two extra diesel generators are cautiously turned on during
maneuvering for Diesel-electric propulsion architecture, in order to comply with safety
regulations. On the contrary, this measure is not necessary when COGES plant are installed
within the engine room, due to the high reliability and fast load cycling provided by gas
turbines. Focusing on the electrical and thermal power demands from hotel services during
port and navigation conditions, data concerning large cruise ships from the Costa company
are reported in table 9.10, distinguishing summer and winter season [299]. As can be seen

Table 9.10 Electrical (Pel=electrical power for hotel services) and thermal (LT=low temperature
thermal power, and HT=high temperature thermal power) power demands onboard large-size cruise
ship.

Power demands Phase Summer Winter
Navigation 21.262 24.822LT Port 10.937 14.327
Navigation 1.784 1.784HT Port 1.784 1.784
Navigation 9.962 9.090Pel Port 8.704 7.504

from table 9.10, power demand required by hotel services is negligibly affected by ship
operating condition, while higher variations are surveyed changing season. This mainly
derives from the power requested by air conditioning in cabins, which significantly increases
during summer. Furthermore, it must be observed that hotel power during port is slightly
lower than in navigation, independently from season. Indeed, since the propulsion chain
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is enabled, the power demand from auxiliary systems installed onboard gets higher during
sailing conditions [32]. Finally, the chain rule has been applied on each single component of
the electrical power demand reported above. Specifically, the following values have been
assumed: alternator efficiency ηalt = 0.97, DC-AC converter efficiency ηAC−DC = 0.99,
propeller rotative efficiency ηr = 0.99. Where thermal power demand is concerned, requests
from two main users are traditionally distinguished for cruise ships. Specifically, the Low
Temperature (LT) demand is typically supplied through steam or hot water at 3 bar and
represents requirements from both accomodation and fresh water (FW) production by multi-
stage evaporators. On the contrary, the High Temperature (HT) demand aims to cover 9
bar steam requests from accomodation (sanitary water, swimming pool water, galley and
laundry services), engine room service and tank heating. Table 9.10 summarises the values
for LT and HT thermal power demands considered for the analysis. In details, according
to Amaya-Vias et al. [334], a 1000 m3/day fresh water need has been assumed for large
cruise ships. Then, from the literature concerning multi-stage flash evaporators, a fresh water
capacity of 130 kWhth/h has been derived [335]. Furthermore, it is well established that
generation of fresh water can not occur during maneuvering or at berth for hygienic and
biological reasons. Thus, the daily request of fresh water onboard has been spread over only
the navigation conditions. In this way, multi-stage evaporators are correctly sized. Looking
at the schematic view of propulsion plant reported in figure 9.19, both steam exiting back-
pressure ST and 3 bar hot water production in specific heat exchangers within HRSG can be
effectively used to supply LT demand. Where the HT thermal power demand is concerned,
a 1.784 MW constant level including requirements from accomodation has been estimated,
independently from season [336, 31]. Within the integrated electric propulsion plant shown
in figure 9.19, both steam extracted from ST or steam produced by WHR system downstream
reciprocating engines can be used to cover the HT demand. Specifically, the WHR systems
downstream reciprocating engines is able to generate steam at 9 bar, which can be laminated
up to reach 3 bar in case excess power is recovered. However, due to the reduced thermal
power available from the exhaust gas of small-size reciprocating engines, WHR system is
considered only for engines delivering ≥ 8 MW power at nominal condition. As mentioned
above, power plant performances are investigated under flexible ship operating conditions,
which include 5 different operating profiles. Specifically, Mediterranean (C1, C2), North Sea
(C3), Caribbean Sea (C4) and Red Sea (C5) routes from the MSC and Costa companies have
been considered. For illustrative purposes, table 9.11 summarises main information regarding
the C2 cruise route operating profile. Analogous tables for all the other routes are reported
in the appendix A, for sake of conciseness. Phase duration and nautical miles between two
distinct locations have been used to obtain navigation ship speeds reported in table 9.11 [32].
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Table 9.11 C1 cruise route in the Mediterranean sea.

LOCATION PHASE t [h] Vship [knots]
Genoa M 0.5 0

Genoa-Civitavecchia N1 13 15
Civitavecchia M 0.5 0
Civitavecchia P 10 0
Civitavecchia M 0.5 0

Civitavecchia-Palermo N2 15 17
Palermo M 0.5 0
Palermo P 7 0
Palermo M 0.5 0

Palermo-Malta N3 16 18
Malta M 0.5 0
Malta P 8 0
Malta M 0.5 0

Malta-Barcelona N4 38 18
Barcelona M 0.5 0
Barcelona P 10 0
Barcelona M 0.5 0

Barcelona-Marseille N5 13 15
Marseille M 0.5 0
Marseille P 8 0
Marseille M 0.5 0

Marseille-Genoa N6 14 16
Genoa M 0.5 0

In order to perform power plant design, the distribution of cumulative energy in function
of electrical power demand occurring over all the five operating profiles is shown in figure
9.21, together with the best Gaussian fitting pattern (see the red curve). Power demands
during both summer and winter seasons are accounted for. As visible from figure 9.21, the
red pattern is well centered around 25-30MW, despite some energy peaks out of statistics
occur at low (6-10 MW) and high (40 MW and 50 MW) power demands. Since propulsion
power represents the highest contribute to power demand, the meaning of these energy peaks
can be found looking at ship speeds reported in table 9.11 and appendix A. In particular, the
lowest ship speeds arise from Norwegian fjords sailing conditions in profile C3, precisely
during the Bergen-Olden and Olden-Alesund navigation. Slightly higher ship speeds are
surveyed in Profile 4 and 5 during Dubai-Abu Dabi and Ocean Cay MSC-Miami navigation,
respectively. Furthermore, table 9.10 shows how the power request from hotel services is
around 8-10 MW, for both summer and winter. Thus, other than low ship speed conditions,
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Fig. 9.21 Cumulative energy distribution for large-size cruise ships.

also port operating phase contribute to the high energy peak at 9 MW reported in figure 9.21.
Similarly, high speeds required in C4 and C5 for navigation during Charlotte-Nassau and
Eraklion-Civitavecchia, respectively, mainly correspond to high energy peaks positioned
around 40 MW and 50 MW. Finally, the high energy peak occurring around 30 MW appears
to derive from both maneuvering and some navigation conditions. Indeed, electrical power
request during in port activities coincides with 31-33 MW in all the five profiles analysed,
but short time is traditionally spent in maneuvering, hence low energy is exchanged.

Table 9.12 Main characteristics of prime movers to be installed onboard large-size cruise ship, under
nominal fuel feeding conditions.

GT Pnet [MW] ηel [%] Tex [◦C]

LM2500 24.31 36 566
LM2500+ 29.26 38 518
TITAN250 21.75 39 465

12V MAN 51/60 11.23 45.5 309
R-R Bergen C26 L9 2.33 45 -

Table 9.13 Selected power plant configurations to be installed onboard large-size cruise ship.

Configuration GT 12VMAN51/60 Bergen
S1 LM2500 XX XXX
S2 LM2500+ XX XXX
S3 Titan 250 XXX XX
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Overall, since the main pattern, statistically referring to the most frequent operating condition,
is well centered around 25-30 MW, this size is adopted as reference for gas turbine selection.
The main characteristics of both gas turbines and reciprocating engines considered in this
study are reported in table 9.12. As can be seen, three different GTs, all dealing with
size around 25-30 MW, have been considered to be coupled with bottoming steam power
plant forming COGES configuration. However, TITAN250 provides the lowest nominal
power, whereas LM2500+ delivers the highest one. Since all the power plants tested need
to deal with comparable installed power such to comply with safety regulations and ensure
comparability, a distinct power plant configuration is designed for each GT, as shown in
table 9.13. Specifically, large-size reciprocating engines are coupled with small-size COGES
plants and vice versa. Thus, installed power characterizing each power plant reported in table
9.13 guarantees safety return to port ability in case of failure experienced by one prime mover
[337]. In the following, the effect of fuel flexible operating conditions on thermodynamics
performances of all the prime movers reported in table 9.12 has been accounted for as
described in section 6.1.2. Where CH4-H2 blends are concerned, 85% volumic concentration
of hydrogen has been considered for the LM2500 and LM2500+ GTs, whereas 50% has been
accounted for the TITAN250 gas turbine, according to the fuel flexibility level claimed by
manufacturers. Analogously, reciprocating engines are considered fed by CH4-H2 blends
based on 30% volumic concentration of hydrogen. According to standard propulsion plant
design procedures, a 90% engine margin (EM) is considered for reciprocating engines,
aimed at minimizing maintenance costs and avoiding failures [338]. On the other hand,
EM is traditionally neglected for COGES plants, due to their higher reliability and lower
maintenance costs in comparison to reciprocating engines. However, a 97% engine margine
is cautiously accounted for COGES in this study.
Since the EEDI and CII indexes will be used in the following to assess environmental impact
of various power plants and fuels, these parameters are defined in the following for a cruise
ship with non-conventional power plant installed onboard. Focusing on EEDI, it limits
GHG impact of newly designed power plant. Indeed, EEDI [gCO2/t/nm] compares the CO2

emissions from engine rooms considering all the prime movers operating at 75% load with
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the useful work provided by the ship transport, as shown in eq. (9.8):

EEDI =
∏

n
j=1 f j ∑

nME
i=1 PMEiCFMEiSFCMEi

fi fcCapacity fwVR
+

+
∏

n
j=1 f j ∑

nAE
i=1 PAEiCFAEiSFCAEi

fi fcCapacity fwVR
+

− ∑
ne f f
i=1 fe f fiPe f fiCFMESFCME

fi fcCapacity fwVR

(9.8)

where SFC indicates specific fuel consumption, P is the delivered power, CF consists in
the CO2 emission factor depending on fuel molecules and n is number of engines installed
onboard. The subscripts ME, AE and e f f refer to main engines, auxiliary engines and inno-
vative energy technologies (i.e. bottoming steam power cycle), respectively. As underlined
above, main and auxiliary engines are not distinctly identified, thus only terms concerning
ME are traditionally considered. Finally, the factors fe f f , fi, f j, fc, and fw can be assessed
by consulting IMO regulations [339]. Where the CII index is concerned, it measures CO2

emissions during annual, effective operation. Thus, it is mainly affected by power plant
working condition, i.e. how the ship operates. Definition for the attained CII index is reported
in eq. (9.9):

CII =
∑

npm
j=1 m jCFj

CapacityLs
(9.9)

where CF represents the CO2 emission factor depending on fuels, npm the number of turned-
on prime movers, m consists in the burned fuel mass, Capacity indicates the Gross Tonnage
and Ls are the nautical miles annually covered. In order to verify regulation compliance, the
attained CII must be compared each year with the requested CII, defined as:

CIIREQ = (1−Z/100)CIIR (9.10)

where Z is a reduction emission factor related to 2019 reference data, whereas CIIR represents
a reference value depending on ship size and computed as: CIIR = aCapacity−c, where
Capacity indicates the Gross Tonnage, a = 930, c = 0.383 for a cruise ship. IMO provides
reference values fro the Z factor up to 2026 [81], in order to correct regulation in case
issues arise: the z factor starts from 5% in 2023 (with respect to 2019) and 2% additional
reduction is yearly summed up to reach 2026. Since measurements of NOx production from
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prime movers is particularly difficult, both EEDI and CII do not account for equivalent
carbon dioxide emissions. Nevertheless, in this study, NOx emissions from each prime
mover fed by alternative fuels are estimated from previous works available in the literature
[187, 340, 341, 174] as well as manufacturers’ indication [28, 125, 131]. Furthermore,
Selective Catalytic Reduction (SCR) dealing with a 85% abatement capacity [342, 343] has
been obligatorily included in power plants when NH3 and CH4-H2 blends feeding conditions
are considered. Indeed, SCR can abate NOx emissions of both GTs and reciprocating engines
up to comply with the IMO Tier III limits. SCR needs to be included for analogous reasons
downstream reciprocating engines in case methanol is used as fuel [125]. Finally, CAPital
EXpenditure (CAPEX) and OPerational EXpenditure (OPEX) are taken into account in order
to investigate the economic viability of power plants fed by alternative fuels. Specifically,
power specific price for components installed onboard (prime movers, propellers, storage
tanks,...) are used to quantify CAPEX costs. The values adopted in this work, deriving from
previous works as well as from manufacturers’ indications, are summarised in table 9.14.
On the other hand, fuel consumption cost (AFC), maintenance cost (AMC) and costs due

Table 9.14 Power specific CAPEX costs.

COMPONENT [e/kW] Ref.

RE CH4-H2 [e/kW] 470 [344, 308]
RE CH3OH [e/kW] 265 [344, 308]

RE NH3 [e/kW] 370 [344, 308]
Gas Turbines [e/kW] 368 [300, 301]
HRSG + ST [e/kW] 150 [300, 301]

SCR [e/kW] 126 [345]
Reformer-Evaporator [e/kW] 360 [345]

H2 tanks [e/kWh] 1.71 [344, 308]
CH3OH tanks [e/kWh] 0.14 [344, 308]

NH3 tanks [e/kWh] 0.29 [344, 308]
Electrical Generators [e/kW] 90 [301]

Electrical Motors [e/kW] 80 [301]
AC/DC-DC/AC converters [e/kW] 100 [301]

Propellers [e/kW] 30 [301]

to carbon pricing CEM have been all considered to quantify OPEX costs, as shown in eq.
(9.11):

OPEX = AFC+AMC+CEM (9.11)

where fuel prices in e/kg have been considered to obtain AFC. On the other hand, AMC and
CEM have been evaluated by means of component maintenance costs in e/kWh and carbon
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pricing in e/kg, respectively. Corresponding values assumed from the literature are reported
in table 9.15. It must be remarked that carbon pricing is not existing yet in the maritime

Table 9.15 OPEX costs.

COMPONENT [e/kW] Ref.

LNG fuel [e/kg] 0.398 [308]
H2 fuel [e/kg] 5.35 [308, 346]

CH3OH fuel [e/kg] 0.4 [347]
NH3 fuel [e/kg] 0.7 [308]

ICE OM [e/kWh] 0.014 [308]
COGES OM [e/kWh] 0.002 [310, 300]

SCR OM [e/kWh] 0.006 [83]
CO2 price [e/kg] 0.115 [302]

sector, despite regulations introducing it will be available in the early future [57, 56, 55].
Furthermore, the price of green H2 generated from renewables in EU has been considered.
This explains its far higher value in comparison to methanol or ammonia. Finally, a 398 e/kg
is assumed as relevant LNG price in time of no economic crisis [316].

9.3.2 Results

In this section, comparison between power plant configurations reported in table 9.13 is
assessed in terms of cogeneration efficiency. Phase-mean electrical and thermal power
demands over 5 different sailing routes, for both winter and summer season, and for variable
fuel have been accounted for. The electrical power distribution over prime movers obtained
maximizing ηg during the C2 profile is reported in figure 9.22 in function of ship operating
conditions (port P, navigation N and no symbol for maneuvering). In the legend, E and e
subscripts followed by numbering refer to the large and small size reciprocating engines,
i.e. 12V MAN 51/60 and R-R Bergen C26 L9, respectively. Results concerning winter and
summer seasons are depicted on the left and right column, respectively, whereas S1, S2 and
S3 configurations refer to the top, mid and bottom row, respectively. In the legend, E and e
subscripts followed by numbering refer to the large and small size reciprocating engines, i.e.
12V MAN 51/60 and R-R Bergen C26 L9, respectively. Where fuel is concerned, only results
for power plants fed by CH4-H2 blends are are shown for the sake of conciseness. Focusing
on results on the first row (i.e. S1 power plant), higher power is requested during summer
season since demand for air conditioning significantly increases. Where port conditions
are concerned, the energy management strategy only turns on a 12V MAN 51/60 engine,
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Fig. 9.22 Electrical power generated by prime movers during each operating condition for the route
C2. Left and right columns refer to winter and summer seasons, respectively. Top, mid and bottom
rows are related to the S1, S2 and S3 power plant configurations fed by CH4-H2 blends.

independently from the season. On the other hand, COGES alone supplies power demand
during winter maneuvering, while three R-R Bergen C26 L9 are additionally turned on to
cover the increase in power. This appears to mainly derive from the negative effect ambient
temperature plays on GT performances, reducing both net power and efficiency. Indeed,
despite COGES plant still works at its maximum load (i.e. 97%) to improve cogeneration
efficiency, power delivered is reduced due to ambient temperature, thus further engines are
required to be turned on. Specifically, all the three R-R Bergen C26 L9 engines are turned on
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instead of a single 12V MAN 51/60 since their smaller size guarantees higher operating loads,
i.e. higher efficiencies. Finally, where navigation is concerned, power demand in almost all
the sailing modes is covered by COGES plant, since it provides the highest benefits in terms
of ηg in comparison to reciprocating engines. Since COGES plant works at 97% load, further
power is additionally provided by R-R Bergen C26 L9 engines only during highly demanding
navigation conditions (i.e. 1.5MW on the Genoa-Naples route, 2.5MW on the Messina-Tunis
one). Increase in power demand for navigation services along these routes derives from higher
ship speed adopted. Analogously, power demand drops during Tunis-Barcelona navigation
(Pel,REQ ≈ 16MW ), where lower ship speeds are required. Thus, since this ship operating
condition would required COGES plant to work at part-load with negative effect on efficiency,
especially for winter season, demand is supplied by 12V MAN 51/60 engines to optimize
ηg. Differently from winter season, COGES plant still provides the highest efficiency during
summer. Moving the attention on the S2 configuration (i.e. mid-row diagrams), COGES plant
continues to cover most of power demand during navigation and maneuvering, delivering
the highest efficiency among all the prime movers. However, since S2 deals with major size
in comparison to S1, reduced and null extra power is required from R-R Bergen C26 L9
engines during maneuvering in summer and winter seasons, respectively. Indeed, 97% load
conditions for COGES are exceeded only during summer maneuvering, where 1.5 MW are
provided by a R-R Bergen C26 L9 engine. However, since efficiency reduction for part-loads
occurs at higher power demands due to the major size of S2, power demand is supply by 12V
MAN 51/60 engines in two additional navigation conditions (i.e. Naples-Messina for winter,
Tunis-Barcelona for summer). Finally, where the S3 configuration is concerned, COGES
plant remains the prime mover providing the highest efficiency during maneuvering and
navigation, despite more power is supplied by reciprocating engines due to the low size of
TITAN250. Specifically, nearly 3.5MW are covered by R-R Bergen C26 L9 engines during
winter maneuvering, whereas 12V MAN 51/60 engines are turned on at 85-90% load in
summer for the same conditions. For the same reason, a 12V MAN 51/60 engine is turned
on during the Genoa-Naples and Messina-Tunis navigation conditions, for both winter and
summer season. On the other hand, power demand at berth continues to be covered by 12V
MAN 51/60 engines, similarly to what happened for the S1 and S2 configurations. Overall,
figure 5 clearly shows how COGES plants provide the highest cogeneration efficiency
within power range around 19-24 MW, hence they cover most of the power demand during
navigation and maneuvering. Results concerning other cruise routes or fuel feeding systems
are qualitatively analogous to figure 5 and are not shown here for sake of conciseness. Where
the LT and HT power are concerned, figure 9.23 reports in cumulative form contribution
of each prime mover to the overall amount of thermal demand. All the three power plant
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(a) (b)
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Fig. 9.23 Cumulative plots of thermal power supplied by prime movers and boilers during winter
season, along the route C2. Figures (a), (b) and (c) correspond to the S1, S2 and S3 power plant
configurations, respectively.

configurations summarised in table 9.13 have been considered, together with CH4-H2 blends
fed system. Only results concerning winter season are shown, for the sake of conciseness.
Focusing on the cumulative pie for LT power, comparable fraction of the overall demand is
covered by COGES plants based on LM2500 (61%) and LM2500+ (56%). Few differences
appear due to the variations in working load of GTs, since LM2500 and LM2500+ provide
comparable values of waste heat (i.e. exhaust mass flow rates and temperatures). Instead,
COGES plant based on TITAN250 ensures a 53% covering of LT demand, due to lower
exhaust mass flow rate and temperature available from gas turbine. Since negligible LT power
is delivered by 12V MAN 51/60 engines, the remaining portion of LT demand not covered
by COGES plants is provided by auxiliary boilers producing steam at 3 bar, independently
from the power plant configuration. On the other hand, focusing on the HT power, COGES
plant appears to cover most of the demand within the S1 and S3 configurations, whereas
nearly half of the required level is provided in case COGES plant based on the LM2500+ is
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considered. Differences occurring for the S2 configuration appear due to the reduced number
of navigation conditions where the LM2500+ based COGES is turned on, as observed in
figure 9.22. Interestingly, due to the low amount of HT demand, the remaining part of it can
be covered by reciprocating engines, hence auxiliary boilers producing steam at 9 bar are
not necessary. Furthermore, cogeneration efficiencies delivered by the S1, S2 and S3 power
plants during each ship operating condition (navigation, port, maneuvering) are investigated
in figure 9.24. Specifically, information concerning all the five cruise routes is distinguished.
Top, mid and bottom row refers to navigation, maneuvering and port operating conditions,
whereas columns identify season. Focusing on winter navigation, the highest ηg on C1,
C3 and C5 routes is delivered by S1, whereas S3 ensures energy benefits only along C2.
During C4 cruise, nearly the same ηg is achieved by all the power plant configurations. On
summer, power plant configuration based on TITAN250 provides the energy benefits on
the C1, C3, C4 and C5 cruises, whereas S1 is advantageous only during C2. Comparing
different routes at fixed power plant during navigation, a ±4% maximum variation on ηg

is surveyed. Interestingly, navigation condition for the C4 cruise is characterized by the
lowest ηg, in both winter and summer seasons. Indeed, as shown in tables reported within
appendix A, both very high and low ship speed sailing conditions are present within the
Caribbean route, making it the most demanding cruise among those tested. On the other
hand, the highest ηg is reached during the C1 navigation condition due to particularly regular
ship speed profile. Focusing on maneuvering, weaker differences arise between power
plant configurations. Specifically, figures 9.24c and 9.24d show that S3 guarantees highest
efficiency over all the routes, whereas S1 and S2 provides the worst performance in summer
and winter, respectively. Comparing different cruises at fixed power plant, a maximum 1%
gap on ηg is obtained. Finally, where port conditions are concerned, the same ηg is provided
by all the power plants, since 12V MAN 51/60 engines covers demand independently from
configurations. Overall, the S3 configuration appears to maximize cogeneration efficiency
over the majority of the ship operating conditions, for both winter and summer. This seems
to derive from a better fitting achieved between COGES plant size and electrical power
demand. Indeed, as shown in figure 5, 97% load working conditions for COGES plant
based on TITAN250 occur during nearly all the maneuvering and navigation conditions,
whereas COGES plants ins S1 and S2 configuration often work on loads around 90%. Finally,
comparison in terms of cogeneration efficiency among all the fuel feeding systems is reported
in figure 9.25. Specifically, the time mean values of ηg computed over each cruise profile
are shown, focusing on winter season for sake of conciseness. As can be seen, CH4-H2

blends provide the highest cogeneration efficiency, independently from power configuration.
On the contrary, a 2-3% lower ηg is obtained when prime movers are fed by methanol or



180 Results

C1 C2 C3 C4 C5

Cruise route

76

78

80

82

84

g
 [

%
]

Navigation

WINTER

S1

S2

S3

(a)

C1 C2 C3 C4 C5

Cruise route

72

74

76

78

80

82

g
 [

%
]

Navigation

SUMMER

S1

S2

S3

(b)

C1 C2 C3 C4 C5

Cruise route

67

68

69

70

71

g
 [

%
]

Maneuvering

WINTER

S1

S2

S3

(c)

C1 C2 C3 C4 C5

Cruise route

61

61.5

62

62.5

63
g
 [

%
]

Maneuvering

SUMMER

S1

S2

S3

(d)

C1 C2 C3 C4 C5

Cruise route

75

75.5

76

76.5

77

g
 [

%
]

Port

WINTER

S1

S2

S3

(e)

C1 C2 C3 C4 C5

Cruise route

71

71.5

72

72.5

73

g
 [

%
]

Port

SUMMER

S1

S2

S3

(f)

Fig. 9.24 Effect of cruise route on cogeneration efficiency obtained by S1, S2 and S3 configurations,
under CH4-H2 blend feeding conditions. The left and right columns refer to winter and summer
season, respectively, whereas results from navigation, maneuvering and port conditions are reported
in the top, mid and bottom rows, respectively.
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Fig. 9.25 Comparison in terms of cogeneration efficiency levels provided by NH3, CH3OH and
CH4 −H2 blends, over all the five routes at winter. Figures (a), (b) and (c) refer to the S1, S2 and S3
power plant configurations, respectively.

ammonia within the S1 and S3 configurations. Even worse cogeneration efficiency levels
are surveyed for S2. Changing route provides ηg variations analogous to those previously
observed in figure 9.24. Overall, ηg variations shown in figure 9.25 for different fuel feeding
system appear to mainly descend from the influence played by alternative fuels on prime
mover performances. Specifically, as previously commented out, NH3 and CH3OHprovide
drawbacks on electrical efficiency delivered by reciprocating engines, opposite to what occurs
for ηel and Pnet of GTs. On the other hand, tendencies for GTs and reciprocating engines
are reversed in case CH4-H2 blends are considered. Nevertheless, to understand the effect of
alternative fuels on power plant cogeneration efficiency it is necessary to couple demands
with modified performance parameters. For this reason, increase in power achieved by
feeding GTs with NH3 and CH3OH appears to overall constitute a drawback on ηg. Indeed,
the fitting between generated and requested power get worse. The opposite occurs feeding
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power plants with CH4-H2 blends, which result to deliver the highest ηg over all the routes,
independently from plant configuration.

9.3.3 Environmental analysis

In this section, comparison between the S1, S2 and S3 power plant configurations fed
by alternative fuels is carried out on environmental point of view. Where the equivalent

Table 9.16 Comparison on equivalent CO2 emissions in tonns between different fuels.

WINTER SUMMERCONFIGURATION FUEL C1 C2 C3 C4 C5 C1 C2 C3 C4 C5
CH4-H2 696.1 737.4 928.5 2001.3 1731.3 746.7 667.8 988.4 2093.2 1833.1
CH3OH 1995 1796.4 2430 4917.5 4839.5 2075.5 1908.6 2540.5 5130.8 5017.2S1

NH3 10.6 24.7 25.9 63.8 31.2 13.6 10.4 29.1 71 37.5
CH4-H2 689.9 772 940.6 1942.1 1668.7 719.7 771.8 991.5 2067.3 1783.3
CH3OH 2025.5 1797.5 2456.3 4907.1 4828.7 2087.5 1891.9 2569.5 5124.5 5022.9S2

NH3 10.6 36.6 31.5 55.5 51.9 12 26.7 28.7 63.9 32.1
CH4-H2 814.3 511.9 907 2195.1 1984.9 924.1 617.3 996.6 2317.2 2162.5
CH3OH 1959 1779.7 2341.5 4844.1 4716.8 2046.3 1851.8 2459.2 5079.4 4937.2S3

NH3 15.3 11.3 22.6 73.2 40.7 21.6 15.7 27.6 78.6 52.5

carbon dioxide emissions are concerned, results are summarised in table 9.16 distinguishing
both route and season. As previously outlined, also the GHG effect of NOx emissions is
included while estimating CO2,eq in addition to carbon dioxide [348]. On the other hand,
it must be remarked that unburned CH4 emissions due to the methane slip factor occurring
in reciprocating engines are drastically abated when hydrogen is added within the fuel,
hence their impact is neglected [165]. Table 9.16 firstly shows that the lowest equivalent CO2

emissions are provided by NH3 feeding system. This mainly derives from both the null carbon
content in NH3 chemical formula and the higher amount of NOx generated by ammonia.
Overall, CO2,eq from NH3 appears 1-2 orders of magnitude lower than that surveyed from
methanol or CH4-H2 blends. Specifically, since H2 addition to CH4 significantly lowers
carbon impact, CH3OH results to provide the highest amount of equivalent carbon dioxide,
independently from route, season and power plant configuration. Comparing S1, S2 and
S3 in case of methanol feeding system, power plants based on LM2500 and LM2500+ are
shown to deal with comparable CO2,eq emissions over all the ship profiles considered (+0.2%
tonn of carbon dioxide are produced annually by S2). Instead, -2.2% CO2 emissions in
comparison to S1 is achieved by configuration including TITAN250. These trends appear to
be related to variations in ηg levels each power plant configuration manage to deliver. Indeed,
as was observed in the previous section, power plant based on TITAN250 overall guarantees
the highest cogeneration efficiencies, whereas S2 the lowest one. Finally, focusing on the
CH4-H2 blend feeding case, S1 reaches a 0.6% lower carbon intensity in comparison to S2,
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Fig. 9.26 Results concerning Energy Efficiency Design Index (EEDI) and Carbon Intensity Indicator
(CII) for S1, S2 and S3 configurations, powered by CH4-H2, CH3OH and NH3.

whereas S3 achieves 2-30% higher CO2 emission level with respect to S1. Since the same
H2 volumic fraction is accounted for LM2500 and LM2500+, differences arising between
S1 and S2 appear due to cogeneration efficiency. On the other hand, the far higher carbon
intensity provided by S3 mainly derives from the lower H2 content available for TITAN250.
Further drawbacks for S3 are provided by reciprocating engines, which works with only
30% volumic concentration of H2 and are more frequently turned on in case TITAN250 is
included within COGES plant. Then, the Energy Efficiency Design Index (EEDI) and Carbon
Intensity Indicator (CII) for all the three power plant configurations are reported in figure
9.26 with the aim of assessing compliance with regulations, in case alternative fuels are used
onboard cruise ships. As outlined above, EEDI limits carbon intensity of propulsion plants
installed on new ships, whereas CO2 emissions during effective yearly operating conditions
are assessed by CII. Focusing on figure 9.26a, null CO2 emissions are surveyed fro NH3 fed
power plants, due to the chemical formula of ammonia. It must be remembered here that both
EEDI and CII only account for CO2, not CO2,eq, emissions. Thus, the high NOx emissions
generated by NH3 fed power plants are not included, despite their GHG contribution is non-
null. Interestingly, feeding power plants with CH4-H2 blends guarantees compliance with
EEDI regulation also beyond 2025. This proves that adding H2 to CH4 consists in an effective
middle- long-term strategy to lower carbon impact of the maritime sector. However, it must
be remarked that results in figure 9.26a can be obtained only including carbon capture system
onboard in case grey H2 is produced by LNG steam reforming. Furthermore, increasing H2

content will eventually provide further reduced CO2 emissions, hence compliance with more
restrict future regulations is ensured. Finally, where methanol feeding systems are concerned,
only S1 complies with EEDI limit for new ships up to 2025, despite low gap arises with
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requirement from the third phase. This mainly derives from the high carbon content existing
within the methanol chemical molecule. Therefore, only a short term strategy towards energy
transition can take into account CH3OH as viable. Focusing the attention on CII index, figure

Table 9.17 Attained CII values for the S1, S2 and S3 configurations, powered by alternative fuels.
Values correspond to horizontal lines depicted in figure 9.26b.

FUEL S1 S2 S3
CH4-H2 3.66 3.64 3.96
CH3OH 9.85 9.86 9.64

NH3 0 0 0

9.26b reports results for all the power configurations and fuel feeding system considered
in this work. For sake of clearness, table 9.17 summarises the corresponding attained CII
values. Since the analysis is carried out up to 2060, zooms around intersection between
attained CII and ratings defined by IMO are also added to the plot, to improve visualization.
Specifically, B, C and D rating boundaries are depicted as shaded purple, yellow and green
areas, respectively, whereas the A and E rating zones are positioned under B and over D
categories. Black line indicates the required CII for a 114000 Gross Tonnage cruise ship. It
must be underlined here that the required CII as well as rating boundaries shown in figure
9.26b have been extrapolated beyond limits available from MEPC.339(76) IMO resolution,
which extends up to 2026 [81]. In order to continuously improve energy efficiency onboard,
reaching ratings above or equal to C is required from annually surveyed ship operating
conditions. Due to chemical composition of fuel, S1, S2 and S3 fed by NH3 always remain
position in A rating. Differently, feeding prime movers with methanol causes B (for S3)
and C (for S1 and S2) ratings since approximately 2023. Successively, C and D ratings are
maintained up to 2028 and 2031, respectively, independently from the power configuration
considered. Indeed, as commented out for table 9.16, the S3 configuration provides the
lowest CO2 emissions among power plants, due to its energy saving benefits. Analogously,
slightly reduced attained CII is provided by S1 in comparison to S2. On the other hand, far
lower CII indexes are attained feeding power plants with CH4-H2 blends. Specifically, the
S1 and S2 configurations remains within A ratings up to 2051, whereas the same condition
last up to 2050 for S3. Furthermore, rating C is kept up to 2053 (for S3) and 2055 (for S1
and S2). Differences in ratings achieved by S1, S2 and S3 mainly derives from the hydrogen
content available within prime movers. Indeed, TITAN250 included within S3 can burn
blends containing to 50% H2, while only 30% concentrations are allowed by reciprocating
engines. Overall, figure 9.26b confirms how mid-, long-term compliance with regulations is
achieved by feeding power plants with CH4-H2 blends or NH3, as well as methanol is shown
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to represent only a short term solution for energy transition. Where comparison between
power plants is concerned, COGES based on LM2500 provides the lowest environmental
impact under fuel flexible operating conditions.

9.3.4 Economic analysis

In this section, economic viability of all the three power plant configurations reported in
table 9.13, fed by alternative fuels, is investigated. Cost savings obtained over 25 years ship
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Fig. 9.27 Investment savings for CH4-H2 (a), CH3OH (b) and NH3 (c) fed power plants over 25 years.

useful life are reported in figure 9.27 for power plants operating on CH4-H2 blends (top
left), CH3OH (top right) and NH3 (bottom). In details, cost savings are shown in relative
form with respect to the S1 configuration, with the aim of improve clearness in comparison.
For this reason, cost savings for S1 are null over all the 25 years. The first point of each
curve occurs at the 0-th year, hence it identifies the cost savings related to CAPEX, since no
OPEX cost still exists. Specifically, in case savings on CAPEX arise in comparison to S1,
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positive cost savings occur at the 0-th year, vice versa for penalties. Furthermore, in case cost
savings on OPEX arise with respect to S1, a positive slope is obtained. Where higher fuel or
maintenance costs occur, decreasing line is surveyed. Focusing the attention on economic
viability of CH4-H2 blends fed power plants, both S2 and S3 deal with higher investment
costs in comparison to the S1, since negative starting point is visible. These drawbacks
mainly depend on the slightly higher installed power of S2 and S3 configurations, as visible
from table 9.13 above. Indeed, S2 configuration is based on the LM2500+, which deals with
the highest nominal power among GTs, whereas three large-size reciprocating engines are
installed within S3. Focusing on OPEX costs, negative and positive slopes are provided by
S2 and S3, respectively. Furthermore, benefits on OPEX characterizing S3 manage to entirely
compensate penalties on investment costs within 1 year. Differences arising among power
plants in terms of OPEX cost appear to reflect the ηg levels guaranteed by each configuration.
Indeed, since yearly maintenance costs are nearly one-tenth fuel consumption ones, AFC
dominates OPEX cost computation. As previously shown, configuration based on TITAN250
ensures the highest cogeneration efficiency over most of operating conditions and mission
profiles, whereas S2 was shown to provide slightly lower ηg when compared to S1. Focusing
on results concerning methanol and ammonia, the same considerations made on investment
costs for CH4-H2 blends repeat here, hence S2 and S3 provide CAPEX penalties with respect
to S1. On the contrary, OPEX savings (i.e. positive slopes) occur for both S2 and S3 and
compensate CAPEX penalties in 1.5 and 7.5 years for S3 and S2 fed by methanol. On the
other hand, 2 and 6.5 years are needed in case ammonia fed power plants are considered.
Again, differences in terms of ηg provided by power plants yield variations on OPEX costs.
Overall, by an economic point of view, S3 deals with major cost savings (approximately 1-4
mlne at the 25-th year). With the aim of clearly visualize comparison between different

Table 9.18 Variations on CAPEX and OPEX costs related to different fuels.

FUEL COST S1 S2 S3
CAPEX [mln e] 0 -0.21 -0.16

CH4-H2 OPEX [mln e] 0 -0.99 4.75
CAPEX [mln e] 1.8 1.62 1.69

CH3OH OPEX [mln e] 62.12 62.72 63.97
CAPEX [mln e] 0.57 0.27 0.38

NH3 OPEX [mln e] 37.16 38.19 40.25

fuels, table 9.18 reports CAPEX and OPEX savings in relative form with respect to S1
configuration fed by CH4-H2 blends. Comparison on OPEX costs have been carried out
at the 25-th year. Where investment costs are concerned, approximately 2 mlne CAPEX
savings are provided by methanol in comparison to the corresponding CH4-H2 power plant
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configurations. On the other hand, benefits reduce at 0.3-0.6 mlne for NH3. The penalties on
investment costs related to CH4-H2 blends are mainly due to the major cost of reciprocating
engines and tanks (see table 9.14 above). Focusing on fuel and maintenance costs, hydrogen
addition to CH4 strongly increases OPEX, since fuel cost for hydrogen is approximately
10 times that of methanol or ammonia. In details, 62-63 mlne and 37-40 mlne of OPEX
savings are obtained feeding power plants with CH3OH and NH3, respectively. Interestingly,
economic penalties generated by hydrogen fuel cost are not compensated by benefits in terms
of cogeneration efficiency in comparison to CH3OHand NH3 fed systems. Thus, economic
penalties provided by CH4-H2 blends at the 25-th year overall amount to current investment
cost for traditional power plant, i.e. CAPEX costs are nearly doubled [349]. Therefore, a
strong reduction in green hydrogen cost is necessary to burn it on cruise ships. Furthermore,
fuel cost for ammonia is sightly higher than that of methanol, hence feeding power plants
with NH3 causes OPEX penalties. Overall, by an economic point of view, cost savings are
maximized by CH3OH power plants and, secondly, by NH3. Indeed, mature know-how
exists for methanol and ammonia, hence lower costs from production to distribution are
available. On the other hand, excessive fuel cost descending from green H2 production
by electrolysis and logistics/transportation currently relates to CH4-H2 blends. Economic
viability may be further improved in case gray H2 (i.e. H2 produced from CH4 through
steam reforming) is available. However, carbon capture systems must be installed onboard to
mitigate negative effects on environment. In future, with wider production of renewables and
green H2 production, costs for CH4-H2 fed power plants may be economically viable. For
these reasons, as previously shown in figure 9.9, if fuel price volatility normally surveyed on
the market (i.e., ±10%) had been considered here, weak variations on cost savings would
have been obtained, since non-negligible differences can arise only in a long term perspective,
in case green H2 price settles on much lower levels.

9.3.5 Main findings

In sections above, energetic, environmental and economic performances provided by three
different integrated COGES-reciprocating engines power plants fed by alternative fuels are
investigated within an energy transition scenario for the maritime sector. The analysis has
been carried out considering electrical and thermal power demands onboard modern large
cruise ships and relies on cogeneration efficiency optimization study. Specifically, three
different ship operating conditions (maneuvering,port and navigation) and 5 different routes
have been taken into account, together with seasonality. Overall, due to the energy savings
benefits provided by COGES plants in comparison to reciprocating engines for ≥ 16MW
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power, most of the electrical and thermal power demands required during navigation and
maneuvering was supplied by GT-ST combined power plants. On the other hand, only the
low power demand required onboard when the ship is at berth was covered by reciprocating
engines, since COGES would work at part-loads with significant reduction in efficiency.
Comparison in terms of configuration revealed how the highest cogeneration efficiency is
obtained considering COGES plant based on TITAN250 gas turbine, over most of the routes
and seasons. Only few, localised energy savings benefits are provided by the LM2500-based
plant. Indeed, better fitting was achieved between electrical demand and the size of COGES
based on TITAN250. On the other hand, comparison on performances in case different
alternative fuels are fed within prime movers showed how the highest cogeneration efficiency
can be achieved by CH4-H2 blends. Overall, the role played by fuel on thermodynamic
performances of prime movers can deeply influence matching between power requested and
delivered, with positive/negative effects on ηg levels provided by the overall power plant.
Where environmental viability is concerned, CO2,eq emissions over different routes together
with the Energy Efficiency Design Index (EEDI) and Carbon Intensity Indicator (CII) were
adopted as relevant parameters. Overall, the lowest environmental impact was shown to
be achieved by NH3 fed power plants, since null carbon content is present in ammonia.
Nevertheless, power plants fed by CH4-H2 blends coped with EEDI and CII regulations up to
2025 and 2050, respectively. Therefore, CH4-H2 blends appear to be suitable for a long-term
strategy aimed at energy transition, since they remain effective with even more restrictive
regulations. On the contrary, methanol appeared only useful in a short-term strategy, since it
fails in coping with EEDI and CII regulations since 2025 and 2031, respectively. Finally, by
an economic point of view, comparable costs from NH3 and CH3OH fed plants were shown,
whereas fuel price for green H2 is proved to represent the major challenge for CH4-H2 blends.
Specifically, CH4-H2 blends provide ≈40-60 mln e penalties at the 25-th year, which nearly
equalize the investment usually borne for traditional power plants onboard cruise ships [349].
However, more strict regulations on CO2 emissions together with renewables spreading can
strongly reduce penalties of power plant fed by green H2. Similar improvements in the
economic viability of CH4-H2 fed power plants can be obtained by gray H2 produced through
steam reforming of LNG. However, carbon capture systems must be installed onboard
to preserve low carbon emissions. Overall, including TITAN250 within the engine room
resulted to provide the best economic viability, independently from the fuel considered.
Indeed, despite CAPEX penalties deriving from slightly higher installed power occurring for
S3 configuration, they are entirely compensated in few years by benefits on fuel consumption
costs. Therefore, this work overall shows how including COGES plants within the engine
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room of large-size cruise ships can represent an effective and just commercially available
choice for both short- and long-term strategies within energy transition scenario.
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9.4 Hybrid-electric power plants onboard large-size cruise
ships

In the last few decades, regulations limiting pollutant and greenhouse gas (GHG) emissions
from ships have been entered to force within the maritime sector. Recently, the short-
and long-term purposes identified by the European Commission to ground the road map
towards energy transition focused attention on the need for more environmentally friendly
maritime transport sector. In this scenario, hybrid-electric ship power plants are currently
receiving great attention due to their benefits in terms of efficiency and emission reduction.
Indeed, installing batteries onboard ships can provide more flexible usage of engine room
with energy savings achieved, with consequent reduction of CO2 emissions. Furthermore,
in case electricity from renewables is used during the charging process, thus even lower
environmental issues are reached. However, including electrical energy storage system
onboard ships can significantly increase complexity for optimal design and operation of power
plants, since many different technologies are coupled together with possibility of moving
electrical power in time, depending on engine room performances. From the distributed
power generation sector, it is well known that optimal design and operation of polygeneration
power plants are mandatory to guarantee high performances of grids in terms of costs,
emissions and efficiency as well as to avoid failures. A traditional strategy to face these two
challenges consists in developing Mixed-Integer Linear Programming (MILP) tools able to
work on both short and long time horizons. Despite analogous problems arise for the optimal
design and operation of cruise ships, mandatory to comply with new regulations [56, 57, 55],
few works exists in the literature focusing on these issues [350]. Therefore, in this section
performances provided by hybrid-electric power plants installed onboard large-size cruise
ships are assessed under energetic, environmental and economic point of view. Since Li-ion
batteries are currently receiving major attention for the maritime sector due to their high useful
life, efficiency and less-volume required, energy storage system of this type is considered.
Similarly to the previous section, the ship investigated here consists in a large-size cruise ship
powered by Liquefied Natural Gas (LNG) and operating within the Mediterranean Sea. The
MILP code described in section 8 has been applied implementing cogeneration efficiency ηg,
equivalent carbon dioxide emissions CO2,eq, nitrogen oxide emissions and cost optimization.
Firstly, the case study of the cruise ship together with candidate power plants are introduced
in section 9.4.1. Secondly, in section 9.4.2, optimization has been performed considering as
inputs the phase-mean electrical and thermal power demands and the sizing of the energy
storage system is determined. Since carbon pricing will be imposed in EU in the early
future, its importance in improving economic feasibility of Li-ion battery is also investigated.
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Thirdly, energetic, environmental and economic optimization is performed in section 9.4.3
on hourly electrical and thermal power demand profiles, for an overall time extension of 2
days. In this case, the optimally sized Li-ion battery pack is considered installed onboard,
thus its capacity is assumed fixed. Thanks to the high temporal resolution this second study is
based on, detailed insight into the best operating strategies of power plant are gained. Finally,
the influence played by cold ironing on the energy management system is assessed. Overall,
batteries appeared to provide benefits by an energetic, environmental and economic point of
view and to improve energy management flexibility onboard.

Table 9.19 C2 cruise route in the Mediterranean sea.

LOCATION PHASE t [h] Vship [knots]
Genoa M 0.5 0

Genoa-Civitavecchia N 13 15
Civitavecchia M 0.5 0
Civitavecchia P 10 0
Civitavecchia M 0.5 0

Civitavecchia-Palermo N 15 17
Palermo M 0.5 0
Palermo P 7 0
Palermo M 0.5 0

Palermo-Malta N 16 18
Malta M 0.5 0
Malta P 8 0
Malta M 0.5 0

Malta-Barcelona N 38 18
Barcelona M 0.5 0
Barcelona P 10 0
Barcelona M 0.5 0

Barcelona-Marseille N 13 15
Marseille M 0.5 0
Marseille P 8 0
Marseille M 0.5 0

Marseille-Genoa N 14 16
Genoa M 0.5 0

9.4.1 Case study

Power plant performances of the large cruise ship considered in section 9.3.1 have been
investigated focusing on the Mediterranean route reported in table 9.19, typically occurring



192 Results

for large MSC and Costa cruise ships. Details on the journey are reported in table 9.19, where
ship speeds were computed by means of arrival/departure times and nautical miles covered,
as explained in section 9.3.1. Where the first study is concerned, power plant performance
on the entire route is assessed by considering mean values for power demands during port,
maneuvering and navigation conditions. In this case, variable time step reproducing phase
duration is provided as input to the MILP code. For this analysis, data introduced in section
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Fig. 9.28 Phase-mean electrical power demands during winter and summer season, for a large-size
cruise ship on Mediterranean route.

9.3.1 have been used to build power demands and the corresponding mission profile obtained
for both electrical and thermal power is shown in figure 9.28, distinguishing winter and
summer season, for the 8-days journey. From figure 9.28 it can be seen how the highest Pel

are required during maneuvering conditions, whereas the lowest ones occur at berth. Instead,
during navigation intermediate power demands exist. Focusing on the LT thermal power
demand, a regular profile is shown, with reduced variations for changing phases. Specifically,
the maximum power request at 3 bar occurs during navigation, since fresh water must be
produced while sailing to avoid sanitary issues. Where the second study is concerned, hourly
power demands were built using daily profiles available from the literature [351]. It must be
underlined that large cruise ship dealing with comparable Gross Tonnage was investigated
Baldi et al. [351], hence reliability of the analysis is assured. In details, the first 48 hours,
centered around the Genoa-Civitavecchia and Civitacchia-Palermo navigation conditions,
have been considered for the analysis. Hourly fluctuations of the propulsion power demand
onboard have been obtained entering the cubic curve reported in figure 3 with the actual
ship speed profile, which was derived from marine traffic online platforms for the Genoa-
Civitavecchia-Palermo route. Then, with the aim of conserving the electrical and thermal
energy demand during each ship operating condition, all the shapes of the experimentally
surveyed profiles from Baldi et al. [351] have been scaled with the time mean values reported
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Fig. 9.29 Hourly-mean electrical power demands during winter and summer seasons, for a large-size
cruise ship along the C1 Mediterranean route.
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Fig. 9.30 Hourly-mean LT power demands during winter and summer seasons, for a large-size cruise
ship along the C1 Mediterranean route.

in section 9.3.1. For analogous reasons, energetic level of the electrical energy storage system
provided by the phase-mean study has be used as initial conditions to correctly account for
energy availability. Since reduced variations are often surveyed for the HT power demand, a
fixed level of it is considered under all the 48 hours simulated. Cumulative plots of electrical
and LT thermal power demands obtained for hourly profiles are shown in figures 9.29 and
9.30 together with composition details. The time extension considered is fixed equal to
the 48 hours accounted for and both winter and summer data are reported. HT demand
is not shown since its value is retained constant. The cumulative plot for electrical power
demand is shown in blue bars, whereas the hotel and propulsion power components are
reported separately in yellow and orange curve, respectively. Instead, the LT thermal power
demand is reported in yellow bars. As can be seen from figure 9.29, 4-5 MW amplitude
fluctuations are surveyed for propulsion power demand. This appears to mainly derived from
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both ship speed modulations during navigation and time-dependent differences in weather
conditions. On the other hand, the shape of LT thermal power profile appears characterized
by three peaks. These peaks occur around 8 am, 12 am and 20 pm, respectively, hence they
are generated by fresh water, accomodation, laundry and galley users. Interestingly, high
deviation from the mean (+250% variation) is provided by peaks, hence extremely flexible
thermal power suppliers are needed to entirely cover them. Figure 9.31 shows the power

Fig. 9.31 Schematic view of the power plant under study (RE=reciprocating engine, C=compressor,
CC=combustion chamber, TGG=gas generator turbine, PT=power turbine, ST=steam turbine,
HRSG=heat recovery steam generator, EG=electrical generator, EM=electrical motor, AP=azipod,
BT=bow thruster, EES=electrical energy storage).

plant configuration considered to be installed onboard the cruise ship under study. As can be
seen, the traditional integrated electric layout is adopted, since prime overs are connected
with propellers through electrical lines consisting in AC/DC and DC/AC converters, electrical
motors, switch and bars. Differently from the Diesel-electric configuration currently installed
onboard most of cruise ships, reciprocating engines are integrated with COmbined Gas
Electric and Steam (COGES) plant. It must be remarked that back-pressure configuration is
considered here, to reduce volume occupied by engine room onboard. Two azipods driven by
21 MW electrical motors cover propulsion demand, whereas one bow thruster is inserted to
facilitate maneuvering during port activities. Figure 9.31 also shows how the HT thermal
power demand can be indiscriminately supplied by steam extraction at 9 bar from the ST
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included within COGES or from the WHR systems downstream of reciprocating engines.
On the other hand, the LT power demand may be covered by steam exiting the back-pressure
ST or by fraction of the steam produced by reciprocating engine WHR systems. Since steam
at 9 bar is generated within WHR systems, lamination is performed up to reach 3 bar before
supplying steam at the LT users. In any case, precedence is given to the HT power production
within the WHR of reciprocating engines.

Table 9.20 Main characteristics of prime movers installed within the hybrid-electric power plant.

GT Pnet [MW] ηel [%] Tex [◦C]

LM2500 24.31 36 566
9L MAN 51/60 8.42 45.5 309

R-R Bergen C26 L9 2.33 45 -

Table 9.21 Propulsion system configuration being selected for the hybrid-electric power plant.

Prime mover
LM2500 X

9L MAN 51/60 XX
R-R Bergen C26 L9 XXX

Table 9.20 reports the main characteristics of prime movers used for power plant. Specifically,
the LM2500 gas turbine from General Electric is considered coupled with a bottoming steam
power plant in a COGES configuration. On the other hand, two 9L MAN 51/60 dual-fuel
reciprocating engines available from MAN and delivering 8.42 MW each are used. In
addition, three R-R Bergen C26 L9 natural gas reciprocating engines from Rolls-Royce are
introduced as small-size electrical generators able to cover small power gaps with increased
loads and, consequently, efficiencies. The overall installed power of prime mover excluding
battery pack achieves 50.9 MW. This allows to comply with regulations concerning the safely
return to port, in he eventuality of possible failure of one prime mover [337]. According
to traditional propulsion plant design onboard ships, a 10% Engine Margin (EM) has been
assumed for all the reciprocating engines [338], whereas a 3% EM is considered for COGES
plants. It must be remarked that no EM is required by regulations for COGES plants due to
their reliability and low maintenance costs in comparison with reciprocating engines, thus
3% engine margin is cautiously adopted.
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9.4.2 Results

In this section, the optimization of the hybrid-electric power plant is performed by an
energetic, environmental and economic point of view considering phase-mean power requests.
All the four different optimization procedures relying on the objective functions previously
defined in section 9.4.1 have been set up. Specifically, cogeneration efficiency maximization
and CO2 equivalent, NOx emission and overall cost optimizations have been performed.
Each optimization is carried out for both summer and winter season. As results, thermal and
electrical powers delivered by each prime mover to optimally cover corresponding demands
at each ship operating condition are computed together with the overall value assumed by
the objective function on the entire route. Finally, the size of the Li-ion battery pack is
optimally identified, for capacity ranging between 0 and 40000 kWh. Figure 9.32 reports
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Cost optimization - winter
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Fig. 9.32 Electrical power distribution for phase-mean analysis. Results are optimized for ηg (a),
CO2,eq (b), NOx (c) and costs (d).

the electrical power delivered by each prime mover in case of ηg (top left), CO2,eq (top
right), NOx (bottom left) and cost (bottom right) optimizations, during winter conditions.
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Power demand required onboard cruise ship is depicted in black, dotted line, as reference,
whereas operating phase is indicated on the x-axis (port P, navigation N, maneuvering no
symbol for sake of conciseness). Specifically, the ship operating conditions are ordered
following the same order used in table 9.19 above. Results from summer season are not
reported in figure 9.32 for sake of conciseness. Focusing the attention on figure 9.32a,
electrical power is withdrawn from batteries in almost all port and maneuvering operating
phases. E.g. see maneuvering during departure from Genoa or arrival to Civitavecchia
and conditions at berth in Civitavecchia and Palermo ports. Specifically, power discharged
by batteries during maneuvering is around 3-10 MW and covers power gap COGES plant
does not succeed to supply. Thus, during maneuvering COGES plant coupled with batteries
appear to provide the highest ηg among all the available prime movers included within the
power plant. On the other hand, energy benefits are obtained at berth from discharging
batteries coupled with DF engines. In this condition, nearly 2 MW are supplied by the energy
storage system. Interestingly, negative drawbacks are surveyed on the efficiency delivered
by prime movers in both maneuvering and port conditions since they work at reduced load
with respect to the EM limit. However, drawbacks are entirely compensated by nearly
90% efficiency provided batteries during discharge mode. For this reason, the optimization
algorithm enables energy storage system in a cogeneration efficiency maximization purpose.
On the other hand, energy is charged into batteries during few navigation conditions (e.g. see
Genoa-Civitavecchia, Civitavecchia-Palermo and Barcelona-Marseille routes). Specifically,
since COGES covers almost the the entire power demand during navigation, small amount
of excessive power is required by COGES to charge batteries, with benefits in terms of
loads and electrical efficiency it is working at. Furthermore, the amount of excessive power
required to COGES appears small due to the long duration of navigation condition, which
increases energy exchanged. Excess power from NG engines is used to charge batteries only
in correspondence of the last maneuvering, since the corresponding working conditions of
COGES consist in 97% load (i.e. maximum load due to EM). Overall, the energy management
system decides for charging mode of batteries at ship operating conditions where high ηg

values would be obtained also in the absence of electrical energy storage. On the contrary,
discharging mode of batteries is positioned where low efficiencies from prime movers are
gained. Therefore, batteries resulted in significant energy savings, since they increase ηg

both during charging and discharging phase. Moving the attention on figure 9.32b, results
obtained optimizing equivalent carbon dioxide emission coincides with those reported in
figure 9.32a. Indeed, maximizing ηg under certain electrical and thermal power demands
consists in minimizing the fuel consumption from prime movers. On the other hand, the
only differences which may arise between the two optimization procedures follow from



198 Results

different emission factor of MDO and LNG burned by prime movers and from different
amount of NOx production within engines. However, small amount of MDO is used by DF
engines (nearly 2% of the overall fuel consumption) and NOx emissions are further lower than
CO2 ones. Therefore, maximizing ηg nearly coincides with minimizing CO2,eq. Focusing
on the NOx minimization, 9.32c shows power distribution among prime movers provided
by the optimization algorithm. As can be seen, results obtained from the minimization
of NOx production locally differ from those previously commented out for ηg and CO2,eq

optimizations. Indeed, more dark green bars are reported in figure 9.32c during maneuvering
condition, thus power is more frequently withdrawn from batteries with the aim of help
COGES in these operating conditions. Consequently, more power is supplied by COGES
to charge batteries during navigation (≈ 3 MW). Where port conditions are concerned, no
power is withdrawn from batteries and the entire electrical demand is covered by NG engines
working at reduced loads. Instead, minimizing NOx production avoids to discharge batteries
in some port operating conditions in favour of NG engines. Indeed, comparing purple, pink
and magenta areas from figures 9.32c and 9.32a, 9.32b it can be clearly seen how higher
number of NG engines is turned on at berth, each one working at lower load. This mainly
derives from the dependency of NOx emissions from load in reciprocating engines, which
shows maximum values at high fraction of MCR. Overall, to minimize NOx production,
energy management system replaces high load operating conditions for reciprocating engines
with power withdrawn from batteries or reciprocating engines working at part-loads. The first
strategy is applied during few maneuvering conditions, whereas the second one is pursued
when the ship is at berth. Focusing the attention figure 9.32d, electrical power distribution
over all the ship operating conditions is reported for cost optimization study. It must be
underlined that carbon pricing is here included within OPEX cost computation. Comparing
figure 9.32d with figures 9.32a and 9.32b, results from cost minimization appear quite
similar to those obtained maximizing ηg and minimizing CO2,eq. Indeed, charging mode for
batteries is enabled while sailing on the routes Genoa-Civitavecchia, Civitavechia-Palermo
and Barcelona-Genoa, as well as during arrival maneuvering to Genoa port. On the other
hand, discharging mode for batteries is mainly performed during maneuvering and few port
conditions. However, discharging phase occurring during port conditions at Palermo and La
Valletta in figures 9.32a and 9.32b is replaced by power withdrawn from batteries during
navigation on the Palermo-La Valletta route. This main difference appears to derive from
quantitative comparison between OPEX cost generated by DF and NG engines with the
actualized investment cost of batteries. Indeed, detailed insight can be gained focusing on the
optimal sizing of battery pack achieved by all the four optimization procedures. Specifically,
optimizing ηg, CO2,eq and NOx identifies 40000 kWh capacity, i.e. 2000 batteries each
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dealing with 20 kWh capacity, as the optimal size. Instead, cost minimization is reached by
installing LI-ion batteries which overall provide slightly lower capacity (i.e. 37640 kWh).
This different sizing appears to motivate variations shown in figure 9.32d in comparison to
figures 9.32a and 9.32b. Interestingly, the larger the battery pack the higher the performance
of power plant by an energetic and environmental point of views, since reduced emission and
fuel consumption may be achieved. Therefore, ηg, CO2,eq and NOx optimization all identify
maximum capacity available from constraints as the optimal one. On the contrary, the price
currently assumed by Li-ion batteries (i.e. 200 e/kWh) generates a minimum for costs at
capacities slightly reduced with respect to the maximum size available in the problem. If
further reduction of battery price is achieved in future as foreseen by major companies in
the power generation sector, larger electrical energy storage systems will be economically
feasible. Interestingly, results concerning EES sizing based on cost optimization appear
well fitted with current projects financed by major shipowners to construct hybrid-electric
cruise ships in the last few years [229]. Figure 9.33 reports results concerning LT and HT

(a) (b)

Fig. 9.33 Cumulative LT and HT thermal power distribution for phase-mean analysis obtained from
ηg (a) and cost (b) optimization studies, during winter season.

thermal powers delivered by prime movers to cover respective demands during winter season.
Results are reported in cumulative form, i.e. summing LT and HT power delivered, and
only ηg and cost optimizations are considered, for the sake of conciseness. For both the
optimization processes considered, the LT power supplied by COGES nearly consists in
71-73% of the overall demand, whereas 8-17% is covered by auxiliary boilers producing
steam at 3 bar. Instead, LT power provided by DF engines is around 1-2% due to the lower
waste heat available within their exhaust gas in comparison to that from COGES (i.e. lower
Tex and ṁex). Furthermore, as mentioned above, HT power production has priority against
the LT one for DF engines, since WHR systems considered in this study generate steam
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at 9 bar, whose excessive fraction is eventually laminated up to reach 3 bar. Focusing on
figure 9.33, most of the HT demand is covered by the steam extraction from the ST included
in COGES. On the other hand, DF engines approximately supply one-half of the request
and no auxiliary boilers generating steam at 9 bar are required. Indeed, due to the small
amount of the HT power request for laundry, galley and propulsion auxiliary, waste heat from
prime movers succeeds in covering demand during all the ship operating conditions. Then,

Table 9.22 Objective function values obtained from all the optimization procedures considered, during
the 8-days phase-mean profile. Analogous results computed for a reference power plant (Ref) without
batteries installed are also reported for comparison.

CONFIGURATION ηg CO2,eq [t] NOx [t] Cost [kC] Ref
W 83.05 1792.8 3.090 549.22 ηg =81.8

ηg optimization S 78.35 1760.8 1.991 534.72 ηg =77.2
W 83.05 1792.8 3.090 549.22 CO2,eq =1822.0

CO2,eq optimization S 78.35 1760.8 1.991 534.72 CO2,eq =1809.8
W 82.05 1808.6 2.920 552.32 NOx =3.272

NOx optimization S 78.04 1766.4 1.952 535.84 NOx =2.762
W 83.03 1793.1 3.082 549.12 Costs=549.22Cost optimization S 78.34 1761.0 1.966 534.41 Costs=538.71

in order to assess differences in terms of cost functions, values assumed by the objective
function in each optimization algorithm are reported in table 9.22. In details, values of ηg,
CO2,eq, NOx and overall costs are computed for the Mediterranean cruise route reported
in table 9.19, for both summer and winter seasons. Corresponding results obtained by the
same optimization processes applied to candidate power plant dealing with no energy storage
systems are additionally shown with the aim of identify pros and cons of batteries. It is well
visible from table 9.22 how the maximum value for ηg and the minimum values for CO2,eq,
NOx and costs are provided by the corresponding optimization procedures. Furthermore, as
underlined above for power distribution, results from cogeneration efficiency optimization
coincide with those obtained by minimizing CO2,eq, since negligible variations are introduced
by NOx production and CO2 emission factor of LNG and MDO. Overall, focusing on the
ηg and CO2,eq values, results from all the optimization procedures differ for ≈ 1-2%, for
fixed season. Indeed, similar size of battery pack is identified by all the analyses. On the
other hand, stronger variations between the four optimization processes arise in terms of
NOx emissions, where nearly 6% maximum deviation is surveyed. Finally, where costs
are concerned, a ≤ 2% variation is achieved. Comparing results from the hybrid-electric
power plants with those obtained not including batteries, drawbacks on all the four objective
functions are provided in case energy storage system is avoided. Thus, benefits offered by
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Fig. 9.34 Electrical power distribution for phase-mean analysis obtained from cost optimization
without carbon tax, for winter (a) and summer (b) seasons.

installing onboard Li-ion batteries are proved. Specifically, lower emissions and higher ηg

are achieved since the energy management system can move power from/to batteries in a
flexible and efficient way in all the ship operating conditions. Also benefits in terms of costs
can be offered by hybrid-electric propulsion plant when carbon pricing exists. The role
played by carbon pricing in improving the economic feasibility of battery inclusion onboard
has been investigated by applying cost optimization algorithm without CO2 taxation, in both
summer and winter seasons. The corresponding results in terms of power distribution over
prime movers are summarised in figure 9.34, where no charging/discharging power to/from
batteries is visible. Indeed, comparison between figure 9.34 with figure 9.32d clearly shows
that COGES plant, DF and NG engines are working at higher loads with the aim of covering
the entire electrical demand with no contribute played by batteries. Thus, minimization
of costs is achieved by not installing batteries onboard cruise ship. Therefore, with the
current Li-ion battery price, carbon taxation appears necessary to improve their economical
competitiveness with respect to the low costs provided by more mature technologies (i.e.
COGES and reciprocating engines). For this reason, policies on carbon pricing for the
maritime sector will be enacted in the early future in EU [56, 57, 55]. Overall, analysis
carried out considering phase-mean power demand profiles shows benefits provided by Li-ion
batteries by an energetic and environmental point of view, when installed on large cruise ships.
Furthermore, the corresponding optimal capacity is identified at maximum limit considered in
this work, i.e. 40000 kWh. Instead, slightly lower capacity (37640 kWh) is found to optimize
costs. Since energy transition will introduce even more restrictive regulations in terms of
emissions and energy savings, 40000 kWh is chosen as installed battery capacity onboard
for the successive hourly-mean analyses. Furthermore, according to available battery price
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reduction forecasts for 2020-2030 [302, 352, 353], economic feasibility of Li-ion batteries
will be improved in this decade, hence increasingly higher sizes could be installed on cruise
ships. Finally, the environmental impact of the newly proposed hybrid-electric power plant
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Fig. 9.35 Energy Efficiency Design Index (EEDI) computed for both reference power plant without
any battery installed and hybrid-electric plant.

is investigated in figure 9.35 in terms of Energy Efficiency Design Index (EEDI). Results
obtained from the power plant not including electrical energy storage systems are reported for
comparison. EEDI required values for new cruise ships dealing with non conventional power
plants are shown in black lines, for the three successive regulamentary phases introduced by
IMO. As can be seen, both power plants comply with IMO regulations at 2025. Nevertheless,
since hybrid-electric power plant offers further reduced EEDI, it appears more preferable in
view of more restrictive regulations. Furthermore, EEDI value for power plant not without
any battery pack installed onboard appears in agreement with previous works concerning
highly efficient cruise ships [354].

9.4.3 Analysis on hourly power request profiles

In this section, the hourly mean power demand profiles shown in figures 9.29 and 9.30 above
are considered in an optimization purpose. Specifically, the energetic, environmental and
economic optimization algorithm previously used for phase-mean data are performed for a
hybrid-electric power plant with 40000kWh Li-ion battery capacity installed. Optimization
has been applied to an overall time extension of 48 hours to limit computational costs.
Due to the reduced time interval considered within profiles, detailed insight on the energy
management system governing strategy is possible. Figure 9.36 reports the electrical power



9.4 Hybrid-electric power plants onboard large-size cruise ships 203

g
 optimization - winter

1 6 11 16 21 26 31 36 41 46

Time [h]

0

10

20

30

40

E
le

c
tr

ic
a

l 
P

o
w

e
r 

[M
W

]

P
COGES

P
DF1

P
DF2

P
NG1

P
NG2

P
NG3

P
in,ES

P
out,ES

P
el,R

(a)

CO
2,eq

 emission optimization - winter

1 6 11 16 21 26 31 36 41 46

Time [h]

0

10

20

30

40

E
le

c
tr

ic
a

l 
P

o
w

e
r 

[M
W

]

P
COGES

P
DF1

P
DF2

P
NG1

P
NG2

P
NG3

P
in,ES

P
out,ES

P
el,R

(b)
NO

x
 emission optimization - winter

1 6 11 16 21 26 31 36 41 46

Time [h]

0

10

20

30

40

50

E
le

c
tr

ic
a

l 
P

o
w

e
r 

[M
W

]

P
COGES

P
DF1

P
DF2

P
NG1

P
NG2

P
NG3

P
in,ES

P
out,ES

P
el,R

(c)

Cost optimization - winter

1 6 11 16 21 26 31 36 41 46

Time [h]

0

10

20

30

40

E
le

c
tr

ic
a

l 
P

o
w

e
r 

[M
W

]

P
COGES

P
DF1

P
DF2

P
NG1

P
NG2

P
NG3

P
in,ES

P
out,ES

P
el,R

(d)

Fig. 9.36 Electrical power distribution for hourly demand analysis during winter season. Results are
optimized for ηg (a), CO2,eq (b), NOx (c) and costs (d).

distribution achieved in case of ηg (top left), CO2,eq (top right), NOx (bottom left) and cost
(bottom right) optimizations. Since results referring to summer are analogous, only winter
season is shown for the sake of conciseness. Black, dotted line indicates electrical power
demand, whereas the x-axis indicates time in hours. Focusing on results from the cogeneration
efficiency optimization, nearly 8 MW of electrical power are discharged from batteries in
the departure maneuvering from both Genoa and Civitavecchia ports. Analogous electrical
power levels are required during the first stages of navigation on the Genoa-Civitavecchia
and Civitavecchia-Palermo routes. Since COGES plant guarantees the highest efficiency
among prime movers for ≥ 17MW power requests, it covers the rest of electrical power
demand during maneuvering and navigation conditions. Interestingly, where cruise ship is at
berth, energy management system turns on COGES plant for 50-65% of the time, differently
from what observed in figure 9.36a. Since power request in port conditions is far lower
than the minimum load available from COGES (i.e. 50%, corresponding to 16.51 MW), a
portion of the power delivered by COGES at berth is used to charge batteries. The same
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procedure is not performed through reciprocating engines, since lower efficiency would be
gained during the charging process. The remaining part of electrical power demand at berth
conditions is covered by batteries, coupled or not with DF engines. Overall, figure 9.36a
shows how the energy management system decides for a mixed spinning-reserve and peak-
shaving strategy to operate batteries, mainly coupled with COGES plant. Indeed, when the
power demand is low, excess power is delivered by COGES to charge batteries and increase
ηg. On the other hand, when the power demand is high or requires low values of energy
exchanged, discharging mode for batteries is imposed. As result, peaks in power demand
are locally shaved (see red circles in figure 10a), while COGES load is levelized moving
energy from navigation to port operating conditions. Overall, comparing figure 9.36a with
figure 9.32a, COGES plant is more frequently turned on in the hourly mean analysis. Indeed,
COGES plant appears almost the only prime mover working over the 48 hours considered,
within a ηg optimization strategy. On the contrary, energy management system turns on
reciprocating engines only during port conditions, for less than 30% of the time spent at
berth. This mainly derives from benefits provided by COGES in terms of efficiency when
compared to reciprocating engines, which are further improved in case batteries are installed
onboard. Moving to figure 9.36b, results from CO2,eq optimization coincide with those
obtained maximizing ηg. Thus, also considering hourly mean power demand profiles, carbon
dioxide emission minimization collapses on maximizing cogeneration efficiency. On the
other hand, where only NOx emissions are aimed to be minimized (see figure 9.36c), power
distribution over prime movers locally differ from results reported in figures 9.36a and 9.36b,
despite the mixed peak-shaving and spinning-reserve strategy is still implemented combining
batteries with COGES plant. Energy management system keeps reciprocating engines turned
off on over the entire 48 hours considered. Indeed, short time interval considered allows for
a more flexible energy management, which prefers turning on COGES due to its far lower
NOx power specific emission in comparison to DF or NG engines (i.e. approximately 0.22
against 3.4 g/kWh). Specifically, COGES plant works coupled with batteries in charging or
discharging mode over the entire port conditions. Focusing the attention on figure 9.36d,
electrical power distribution obtained from cost optimization are reported. Similarly to what
find out for NOx minimization, energy management system avoids to turn on reciprocating
engines during all the 48 hours considered. Indeed, mixed spinning-reserve and peak-shaving
strategy is implemented to govern COGES coupled with charging/discharging batteries, over
the entire time horizon considered. It must be underlined that carbon pricing is accounted
for in this section and power plant configuration is fixed. Therefore, this result appears to
mainly derive from detailed power demand profiles, which improve flexible decision making
by the energy management system to minimize OPEX costs. In details, when low power
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demands arise, excessive power delivered by COGES is moved to charge batteries, with
benefits in terms of load and, consequently, efficiency. On the other hand, discharging mode
for batteries is imposed when high or particularly low power demands are required. Thus,
peak-shaving and spinning-reserve continue to constitute the main governing strategy.
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Fig. 9.37 LT (top row) and HT (bottom row) thermal power distributions for hourly demand analysis,
obtained from ηg (a,c) and cost (b,d) optimization, for winter season.

Time-dependent results concerning LT and HT thermal power delivered by each prime mover
to cover corresponding demands are reported in figure 9.37. Since analogous results can be
achieved for summer, only winter season is considered for the sake of conciseness. As was
for the phase-mean results, only cogeneration efficiency and cost optimization algorithm
are considered. Focusing the attention on the LT thermal power, almost the 75-80% of the
demand is supplied by COGES plant, whereas the remaining part is covered by auxiliary
boilers producing steam at 3 bar. Looking at the peaks in power demand, waste heat recovery
from COGES ensures base load, i.e. fraction of the profile dealing with low-amplitude
fluctuations. On the other hand, working conditions for auxiliary boilers only occur in
correspondence of the highest peaks at morning and evening, not covered by COGES. Where
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Fig. 9.38 Electrical power distribution for hourly demand analysis considering cold ironing at berth,
for winter season. Results are optimized for ηg (a) and costs (b).

DF engines are concerned, only few MWs of LT power are delivered during port condition,
within the ηg optimization. Where the HT power is concerned (bottom row), constant demand
has been assumed, as highlighted in section 9.4.1. Analogously to what observed for LT
power, figures 9.37c and 9.37d clearly show how COGES plant covers almost the entire
demand, independently from the optimization process considered. For reduced number
of hours when DF engines are turned on at berth within ηg optimization, they succeed
in covering the entire HT power demand. Instead, auxiliary boilers producing steam at
9 bar are needed to work in port conditions where only electric batteries are operating.
Overall, the hourly mean analysis reported above further strengthens benefits of installing
Li-ion batteries onboard cruise ships in terms of energetic, environmental and economic
optimization. Specifically, coupling COGES with batteries in peak-shaving and spinning-
reserve mode has been proved to represent the optimal governing strategy independently from
the algorithm considered. Since cold ironing currently represents one of the most promising
alternatives considered by port authorities to abate emissions while ships are stationing at
berth. In case large penetration of renewables into the electric grid is available, further
environmental benefits are gained. From now on, the feasibility of cold ironing and its effect
on the hourly mean governing strategy for power plant onboard is investigated. Figure 9.38
shows electrical power distribution obtained by only the ηg and cost optimization algorithms,
for winter season. As mentioned above, electricity price from harbour grid has been fixed to
0.065 e/kWh, according to Sweden and Spanish ports [355, 303–305]. Similarly to figure
9.36a, discharging mode for batteries occurs during the departure maneuvering at Genoa
and Civitavecchia ports, as well as during the first stages of navigation over the Genoa-
Civitavecchia and Civitavecchia-Palermo routes. However, reduced power is withdrawn from
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the energy storage system during the Civitavecchia-Palermo route. Since cold ironing is
used over the entire period at berth, energy management system keeps DF engines turned off
during both port conditions. Interestingly, major part of the charging mode for batteries is
supplied by electrical grid in harbour. Indeed, only reduced power is locally delivered by
COGES plant to speed up charging of batteries, as well as to cover part of power demand at
the Civitavecchia port. Consequently, the mixed peak-shaving and spinning-reserve strategy
previously observed appears strongly influenced in case cold ironing is available at berth.
Indeed, it only works during maneuvering and navigation conditions, since buying electricity
from the grid avoids direct fuel consumption onboard, with cogeneration efficiency benefits
for cruise ship. Analogous results can be obtained from the minimization of CO2,eq and
NOx emissions, hence thermodynamic and environmental benefits of cold ironing appear
well established. Where the cost optimization is concerned, figure 9.38b shows how lower
power from cold ironing is used when the ship is at berth. Indeed, similarly to what observed
in figure 9.36d above, COGES plant covers again most of the power requested during port
conditions as well as the charging mode of batteries, with energy efficiency benefits. This
mainly derives from comparison between maintenance and fuel consumption costs arising in
high load operating conditions from COGES and current cost of electricity for cold ironing.
Specifically, electricity price for cold ironing still appears quite high to improve a widespread
use of this technology. Instead, during highly demanding operating conditions, peak-shaving
and spinning-reserve strategy continues to be adopted. Specifically, electrical power is
withdrawn from batteries during the maneuvering and first stage of navigation departing from
Genoa. When particularly low power demands are required, only batteries are working (see
dark green areas in the Civitavecchia port). Overall, cold ironing for cruise ships is proved to
provide benefits by an energetic and environmental point of view. Furthermore, the current
electricity price available from the grid makes cold ironing competitive with low OPEX
costs provided by COGES plant, despite its economical feasibility needs to be improved
to spread it. Finally, peak-shaving and spinning-reserve continue to constitute the optimal
energy management strategy independently from the objective function considered.

9.4.4 Main findings

In the sections above, the performances provided by a hybrid-electric power plant installed
onboard large-size cruise ships have been investigated under an energetic, environmental and
economic point of view through a Mixed-Integer Linear Programming code. Specifically,
maximization of ηg and minimization of CO2,eq, NOx and costs are assessed. Firstly, the
phase-mean electrical and thermal power requests have been considered, for both summer
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and winter seasons. Most of both electrical and thermal power demands onboard during
navigation and maneuvering was shown to be covered by COGES, independently from the
objective function considered. On the other hand, reciprocating engines were turned on to
cover reduced power request during port activities. In this framework, discharging mode from
Li-ion batteries mainly occurred at maneuvering and port, where 3-10 MW and 2 MW are
delivered, respectively. On the other hand, energy is stored into batteries during navigation.
Since negligible effect is played by differences on fuel and NOx emissions, results from the
CO2,eq optimization procedure coincided with those from ηg maximization. Overall, for both
ηg and CO2,eq algorithm, charging and discharging modes for the energy storage system
are positioned in correspondence of ship operating conditions dealing with high and low
loads (i.e. efficiencies) from prime movers, respectively. Therefore, batteries are shown
to increase cogeneration efficiency both during charging and discharging phase. Similar
strategy arise for the NOx and cost optimizations, with only few differences. Specifically,
minimization of nitrogen oxide emissions imposed load working conditions characterized by
part-loads for reciprocating engines, whereas comparison between OPEX costs and battery
investment costs drove the costs minimization. Benefits provided by energy storage in terms
of ηg, CO2,eq, NOx emissions and costs were underlined, despite economical feasibility of
Li-ion batteries currently needs carbon pricing. Overall, optimal sizing of battery pack at
40000 kWh capacity was found within ηg, CO2,eq and NOx optimization, whereas slightly
lower value was identified by economic analysis. This result appear well in agreement
with battery capacities recently installed onboard new cruise ships. Secondly, the same
optimization algorithms have been applied to hourly mean demand profiles, on an 48 hours
horizon, in order to assess energy management strategy in details. Overall, the potential
of combining COGES with batteries has been shown. Indeed, independently from the
optimization algorithm, almost the entire amount of power demands over the 48 hours was
covered by COGES coupled with charging/discharging batteries. Specifically, in case power
demand is low (i.e. at berth), COGES delivers excess power to charge batteries, with benefits
in terms of working loads and efficiencies. On the other hand, when the power demand is high
(i.e. maneuvering and navigation) or particularly low (i.e. rest of port conditions) batteries
operate in discharging mode. Thus, batteries are operated with a mixed spinning-reserve
and peak-shaving strategy in combination with COGES. Instead, reciprocating engine are
turned on for 30% of time spent at berth, where the ηg and CO2,eq optimization processes
are considered. When cold ironing is available from the port, significant portion of the
power demand at berth is covered by electricity withdrawn from the grid, especially in case
energetic or environmental optimization is performed. However, the mixed peak-shaving
and spinning-reserve operating mode for COGES and batteries continues to remain the main
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energy management strategy, despite few differences. Overall, installing batteries onboard
cruise ships is proved to enable more flexible energy management strategy, with significant
benefits on energetic, environmental and economic point of views. Thus, it can effectively
contribute to energy transition within the maritime sector.



Chapter 10

Conclusion

In this thesis, innovative ship power plant configurations enabling the energy transition in
the maritime sector have been investigated. The studies have been focused on the two main
pathways which are currently receiving major attention by the scientific community to limit
the climate change. First, in a short-term perspective, a more efficient energy utilisation
onboard ships is to be implemented by either waste heat recovery technologies and engine
room operating condition optimization. Second, innovative and greener solutions able to
drastically abate GHG and pollutant emissions from the maritime sector appear necessary
in a long-term energy transition scenario. Analyses have been carried out by means of
various codes and optimization tools developed in Fortran and MATLAB/Simulink languages.
Specifically, quasi-static, dynamical and Mixed-Integer Linear Programming (MILP) models
have been implemented to simulate design, off-design and transient performances of ship
power plants. Furthermore, gradient-descent, Multi-Objective Genetic Algorithms (MOGA),
full-factorial and linear programming optimization tools have been set up to assess optimal
power plant design and operating conditions. The viability of innovative ship power plants
has been investigated under energetic, economic and environmental point of views, in order
to provide complete insight on the major solutions available in a short-, mid- and long-term
energy transition scenario. Computations have been performed focusing on modern cruise-
ferries and large-size cruise ships.
In section 9.1, the feasibility of a LNG-fuelled, integrated COGES-reciprocating engine
repowering plant for the cruise-ferry GNV La Suprema has been investigated by energetic,
environmental and economic point of views. According to GNV shipowner requests, the goal
was to define highly efficient propulsion plants for Mediterranean cruise-ferries operating
under extremely flexible ship speed conditions (16-26 knots). Focusing on the energy
optimization analysis, results proved the potential of integrating COGES with small-size
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reciprocating engines for marine propulsion applications. In details, all the analysed COGES
plants revealed to guarantee maximum cogeneration efficiency within the medium-high ship
speed range centered around the current sailing condition for La Suprema. Among all the
COGES plants tested, the highest energy savings were obtained including the GE25.1 gas
turbine within the engine room. On the other hand, utilising steam generated by the WHR
systems of DF engines to produce additional electrical power showed reduced gains, due to
the low-quality of thermal power recovered. By an environmental point of view, substituting
large-size DF engines with COGES plants was shown to guarantee long-term compliance with
EEDI requirements for new-built ships. In details, the minimum CO2 emissions resulted from
the power plant including the GE25.1-based COGES plant, with further benefits equipping
DF engine WHR systems with steam turbine. Finally, including COGES plants within
the engine room onboard La Suprema resulted economically competitive with respect to
pure DF engine configurations, with maximum cost savings obtained by the GE25.1-based
architecture. On the other hand, energy production from the WHR system of DF engines
appears economically inadequate within a short-term horizon. Thus, combining GE25.1-
based COGES plant with small-size 9LMAN reciprocating engines resulted the optimal
repowering configuration under energetic, environmental and economic perspectives for La
Suprema.
Then, in section 9.2, the repowering study for the cruise-ferry GNV La Suprema was
deepened. Specifically, a wider range of GT size available in COGES architectures and
dynamical performances of 6 different COGES plants under actual time-dependent sailing
conditions have been analysed. In order to assess the sensitivity of GT performances to
the governing strategy, both turbine inlet temperature (TITc) and turbine outlet temperature
(TOTc) controls have been investigated. Overall, nominal values provided by the MOGA-
gradient descent optimizer appeared accurate (within 1% error with respect to reference
data) and physically-based transient response has been surveyed for the main thermodynamic
parameters. Specifically, TITc and TOTc control strategies managed to keep constant their
target temperatures up to 70% and 30% GT loads, respectively, with consequent benefits by
an energetic point of view for the ship power plant. Similarly to what found in section 9.1 for
static performances, the cogeneration efficiency optimization procedure proved that energy
savings were maximized by turning on COGES plants in the medium to high ship speed range
(19-26 knots). Particularly, a 1-5% higher cogeneration efficiency was guaranteed by COGES
plants with respect to DF engines. Among the gas-steam combined plants tested, those based
on the SGT600 and RB211 GTs revealed 2-3% lower cogeneration efficiency, owing to
reduced ηel and exhaust thermal power related to gas turbines. On the other hand, COGES
plants based on large-size GTs (LM2500+ and LM2500+G4) efficiently covered propulsion
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and hotel loads within the high ship speed range for La Suprema, whereas energy penalties
arise for low-medium Vship due to part-loads. Overall, optimal energetic performances have
been obtained by engine rooms coupling LM2500-/TITAN250-based COGES plants with
small size reciprocating engines, with a 51% maximum cogeneration efficiency. In details,
combining small-size reciprocating engines with LM2500-based COGES plant appeared to
provide higher efficiencies on a wide ship speed range, hence resulting more suitable for
a flexible operation of La Suprema. Furthermore, a more efficient energy utilisation was
achieved by the TOTc governing strategy, which also limited off-design working conditions
for the bottoming steam power plant. In this way, the optimally designed HRSG resulted
to efficiently recovered waste heat also at GT part-loads. Specifically, the TOTc controller
ensured a ±0.5 ◦C on the exhaust temperature from GT during actual navigation conditions
for La Suprema. Overall, the dynamic simulation of the current ship operating conditions
confirmed high performances reliably provided by COGES plants.
Successively, the potential and challenges offered by alternative fuels for the energy transition
in the maritime sector have been investigated in section 9.3, referring to modern large-size
cruise ships. Specifically, energetic, environmental and economic performances provided by
three different integrated COGES-reciprocating engines power plants have been sequentially
analysed under CH3OH, NH3 and CH4 −H2 blend feeding conditions. Independently from
the fuel and route considered, power plant cogeneration efficiency was optimized by COGES
plants during most of the maneuvering and navigation conditions, while reduced additional
power was eventually provided by reciprocating engines. Only when the vessel was at
berth or sailing at reduced ship speed within Norwegian fjords, small-size reciprocating
engines played relevant role in covering power demands. Overall, the configuration including
TITAN250-based COGES plant guaranteed the highest energy savings over most of the
routes and seasons, while few benefits were achieved the LM2500-based solution. On the
other hand, where the energetic performance obtained by alternative fuels is concerned, the
highest cogeneration efficiencies have been obtained by CH4 −H2 blends. This appears to
mainly derive from the effect played by the fuel on thermodynamic performances of prime
movers together with positive/negative influence on power demand matching. Then, the
environmental analysis have been carried out in terms of CO2,eq emissions, EEDI and CII.
Owing to its chemical composition, the minimum GHG emissions have been obtained by
NH3-fed power plants, despite higher NOx concentrations imposed SCR utilisation. Thus,
long-term compliance with EEDI and CII limits was guaranteed. On the other hand, CH4−H2

fed power plants resulted able to cope with EEDI regulations, while C rating for CII resulted
maintained up to 2050. Instead, where CH3OH-fed configurations are concerned, compliance
with EEDI and CII regulations vanishes at 2025 and 2031, respectively. Therefore, either NH3
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and CH4 −H2 blends appear suitable for energy transition in a long-term perspective with
further benefits for higher H2 contents, whereas methanol results relevant only for a short-
term strategy. Where economic viability is concerned, combining TITAN250-based COGES
plant with small-size reciprocating engines resulted to provide the highest cost savings
over 25 years time horizon, thanks to its benefits on cogeneration efficiency. Comparable
costs from NH3- and CH3OH-fed configurations have been shown, whereas fuel price for
green H2 is proved to significantly increase OPEX costs. However, renewables spreading
aimed at energy transition in the power generation field is expected to improve economic
viability of CH4 −H2 blends. Overall, power configurations based on combining small-
size reciprocating engines with COGES plants appeared promising technology for GHGs
abatement and efficient energy utilisation in large-size cruise ships, both in short- and long-
term perspectives.
Finally, section 9.4 investigated LNG-fuelled hydrid-electric power plants installed onboard
large-size cruise ships, implementing energetic, environmental and economic optimization
under various energy management strategies. Phase-mean as well as hourly electrical and
thermal power demands have been successively analysed to investigate the effect of schedule
discretization on performances. First, when phase-mean profiles were accounted for, the
COGES plant was shown to optimize objective functions during navigation and maneuvering,
while reciprocating engines supplied power for port activities. Overall, optimal sizing
of battery pack at 40000 kWh capacity was found, in agreement with recent installation
onboard new cruise ships. Additional 3-10 MW and 2 MW electrical power was shown
to be withdrawn from batteries during maneuvering and port conditions, whereas charging
mode mainly occurred during navigation. Specifically, where ηg and CO2,eq optimization are
concerned, charging and discharging modes for the energy storage system were optimally
positioned in correspondence of ship operating conditions dealing with high and low loads (i.e.
efficiencies) from prime movers, respectively. Thus, batteries helped to increase cogeneration
efficiency both during charging and discharging phases. Instead, NOx minimization imposed
part-load working conditions to reciprocating engines, whereas economical viability of
batteries was shown to deeply depend on carbon pricing to recover their investment costs.
Second, optimization algorithms applied to hourly power demand profiles revealed the
potential of combining COGES plants with batteries. Indeed, almost the entire amount of
power demands was covered by COGES coupled with batteries operating on a mixed spinning-
reserve and peak-shaving strategy, independently from the objective function considered.
Specifically, in case power demand is low (i.e. at berth), COGES delivers excess power to
charge batteries, with benefits in terms of working loads and efficiencies. On the other hand,
when the power demand is high (i.e. maneuvering and navigation) or particularly low (i.e.
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rest of port conditions) batteries operate in discharging mode. Reciprocating engine are rarely
turned on at berth. When cold ironing availability is considered, the mixed peak-shaving
and spinning-reserve operating mode for COGES and batteries continues to remain the main
energy management strategy, despite significant portion of the power demand at berth is
covered by electricity withdrawn from the grid. Overall, installing batteries onboard cruise
ships has been proved to currently enable more flexible energy management strategy, with
significant benefits on energetic, environmental and economic point of views. Thus, it can
effectively contribute to energy transition within the maritime sector.
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Appendix A

Cruise routes

Table A.1 C1 cruise route in the Mediterranean sea.

LOCATION PHASE t [h] Vship [knots]
Genoa M 0.5 0

Genoa-Civitavecchia N1 13 15
Civitavecchia M 0.5 0
Civitavecchia P 10 0
Civitavecchia M 0.5 0

Civitavecchia-Palermo N2 15 17
Palermo M 0.5 0
Palermo P 7 0
Palermo M 0.5 0

Palermo-Malta N3 16 18
Malta M 0.5 0
Malta P 8 0
Malta M 0.5 0

Malta-Barcelona N4 38 18
Barcelona M 0.5 0
Barcelona P 10 0
Barcelona M 0.5 0

Barcelona-Marseille N5 13 15
Marseille M 0.5 0
Marseille P 8 0
Marseille M 0.5 0

Marseille-Genoa N6 14 16
Genoa M 0.5 0
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Table A.2 C2 cruise route: Mediterranean

LOCATION PHASE t [h] Vship [knots]
Genoa M 0.5 0

Genoa-Naples N1 19 18
Naples M 0.5 0
Naples P 6 0
Naples M 0.5 0

Naples-Messina N2 13 13
Messina M 0.5 0
Messina P 6 0
Messina M 0.5 0

Messina-Tunis N3 16 18
Tunis M 0.5 0
Tunis P 6 0
Tunis M 0.5 0

Tunis-Barcelona N4 43 12
Barcelona M 0.5 0
Barcelona P 8 0
Barcelona M 0.5 0

Barcelona-Marseille N5 14 14
Marseille M 0.5 0
Marseille P 7 0
Marseille M 0.5 0

Marseille-Genoa N6 15 14
Genoa M 0.5 0
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Table A.3 C3 cruise route: North Sea

LOCATION PHASE t [h] Vship [knots]
Hamburg M 0.5 0

Hamburg-Southaption N1 34 15
Southapton M 0.5 0
Southapton P 12 0
Southapton M 0.5 0

Southapton-Le Havre N2 10 11
Le Havre M 0.5 0
Le Havre P 13 0
Le Havre M 0.5 0

Le Havre-Stavanger N3 37 15
Stavanger M 0.5 0
Stavanger P 9 0
Stavanger M 0.5 0

Stavanger-Bergen N4 12 14
Bergen M 0.5 0
Bergen P 10 0
Bergen M 0.5 0

Bergen-Olden N5 13 7
Olden M 0.5 0
Olden P 9 0
Olden M 0.5 0

Olden-Alesund N6 14 6
Alesund M 0.5 0
Alesund P 9 0
Alesund M 0.5 0

Alesund-Hamburg N7 37 17
Hamburg M 0.5 0
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Table A.4 C4 cruise route: Caribbean

LOCATION PHASE t [h] Vship [knots]
Miami M 0.5 0

Miami-San Juan N1 61 15
San Juan M 0.5 0
San Juan P 18 0
San Juan M 0.5 0

San Juan-Charlotte N2 10 16
Charlotte M 0.5 0
Charlotte P 5 0
Charlotte M 0.5 0

Charlotte-Nassau N3 39 22
Nassau M 0.5 0
Nassau P 11 0
Nassau M 0.5 0

Nassau-Ocean Cay MSC N4 10 11
Ocean Cay MSC M 0.5 0
Ocean Cay MSC P 17 0
Ocean Cay MSC M 0.5 0

Ocean Cay MSC-Miami N5 8 7
Miami M 0.5 0
Miami P 10 0
Miami M 0.5 0

Miami-Ocho Rios N6 36 21
Ocho Rios M 0.5 0
Ocho Rios P 9 0
Ocho Rios M 0.5 0

Ocho Rios-George Town N7 16 16
George Town M 0.5 0
George Town P 6 0
George Town M 0.5 0

George Town-Cozumel N8 16 21
Cozumel M 0.5 0
Cozumel P 9 0
Cozumel M 0.5 0

Cozumel-Ocean Cay MSC N9 36 16
Ocean Cay MSC M 0.5 0
Ocean Cay MSC P 17 0
Ocean Cay MSC M 0.5 0

Ocean Cay MSC-Miami N10 6 9
Miami M 0.5 0
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Table A.5 C5 cruise route: Red Sea

LOCATION PHASE t [h] Vship [knots]
Dubai P 46 0
Dubai M 0.5 0

Dubai-Abu Dabi N1 8 9
Abu Dabi M 0.5 0
Abu Dabi P 15 0
Abu Dabi M 0.5 0

Abu Dabi-Salalah N2 56 18
Salalah M 0.5 0
Salalah P 12 0
Salalah M 0.5 0

Salalah-Aqaba N3 117 16
Aqaba M 0.5 0
Aqaba P 2 0
Aqaba M 0.5 0

Aqaba-Eraklion N4 61 14
Eraklion M 0.5 0
Eraklion P 7 0
Eraklion M 0.5 0

Eraklion-Civitavecchia N5 40 20
Civitavecchia M 0.5 0


