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There is a theory which states that if ever anyone discovers exactly what the
Universe is for and why it is here, it will instantly disappear and be replaced
by something even more bizarre and inexplicable.
There is another theory which states that this has already happened.

— Douglas Adams, The Restaurant at the End of the Universe
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Abstract

Many systems from a wide range of domains can be modeled as networks, i.e., a set
of nodes that represent the entities of the system and a set of links between nodes that
represent relations among them. For instance, social networks can be used to describe how
people interact with each other, computer networks can represent communication channels
(physical mediums, logical connections, etc.), trophic networks show how animals feed,
and so on. The underlying complexity of the modeled systems translates into non-trivial
patterns in the networks, and, thus, they are often called complex networks. The increasing
importance of networks in many domains (e.g., social, technological, biological, etc.) and
the need of methodologies and tools to study complex networks led to the rise of Network
Science, the field that studies networks and their applications. However, many problems
on networks remain hard to define formally and even harder to solve exactly (for instance
for computational constraints), requiring sub-optimal heuristics. In this work we show
how Geometric Deep Learning, the generalization of Deep Learning to non-Euclidean
domains like graphs, can aid the computation of NP-hard problems and learn heuristics
from the data. Specifically, we define a framework, namely GDM, to learn how to solve the
Network Dismantling and Link Building problems on the optimal solutions computed on small
synthetic graphs, and then generalize to large real-world networks. For both problems, the
state-of-the-art heuristics are outperformed significantly. This result can be achieved thanks
to the generalization performance of the Graph Neural Network (GNN) layers employed.
We also define mGNN, a framework to generalize any GNN to Multilayer Networks, and
wsGAT, a new GNN extending the Graph Attention Network (GAT) layers to handle signed
and weighted networks.
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Chapter 1

Introduction to Network Science and
Machine Learning

In this Chapter we introduce the motivations and some fundamentals of Network Science
and of Machine Learning, the two fields at the core of this thesis, and that should help the
Reader understand Geometric Deep Learning and the problems addressed in the following
chapters.

1.1 Network Science

Fig. 1.1 Example of a technological complex
network.

In the “century of complexity” [21] and
in the time of the new challenges offered by
the large availability of real-world data and
by computational capabilities of the modern
hardware, there is a growing interest in the
study of complex systems — i.e., systems
with many interacting entities — and in the
study of their emergent properties — i.e.,
those properties of the system that its indi-
vidual components do not have —. We could
say that complex systems are everywhere:
examples are social networks, the Internet
network, cities, trophic relations, the human
body, etc. While such systems are widely
represented as networks (graphs) [22], hence
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the name complex networks, graph theory alone does not provide the right tools to study
them, as its main focus is on “providing rigorous proofs for graph properties” [23], often on
tractable graphs like random or smaller ones. In this scenario, Network Science was born
in the recent past as an interdisciplinary attempt of applying tools from various fields like
mathematics, physics, statistics and computer science, to study the network representations of
real-world complex systems with the final goal being understanding them and their emergent
properties, either structural or dynamics-related. However, it should be noted that Network
Science has quite a long history, and that it has strong roots in social psychology, sociology,
and anthropology [24]. In the past, there have been many attempts to formally define Network
Science, one of the first was made in 2005 by the U.S. National Research Council [25],
which defined it as “the study of network representations of physical, biological, and social
phenomena leading to predictive models of these phenomena”.

In the following, we introduce the Network Science concepts and terminology needed to
understand the problems addressed in this thesis. Specifically, after an introduction to the
concept of network and to some network types, we give an overlook of some typical analysis
tools used, then we introduce some problems on networks, and multilayer networks. For
more details, we refer the Reader to other works and surveys [26, 27].

1.1.1 Networks

Formally, a network can be represented as a graph G = (V,E), where V is the set of the
nodes (or vertices), the components of the system, and E us the set of links (or edges) that
represent interactions between them.

The generic definition of nodes and links allows a range of applicability so wide that
networks are often defined ubiquitous: nodes can be computers, people, cities, proteins,
animal species, neurons, machines, etc. and links can encode social relationships, commu-
nication channels, regulatory interactions, predator-prey interactions, synaptic connections,
events, etc. Just to mention a few applications, networks have been employed in biology [28],
ecology [29], neuroscience [30], economy [31], finance [32], engineering [33], physics [34],
social [35, 36] and computer science [37]. In fact, one of the advantages of the network
modelling is that the networks are independent of the domain of the system. That is, networks
are domain-agnostic [38] and two systems from very different domains can have similar or
even the same network representation. This allows researchers to use the same Network
Science tools to solve problems in any domain, even without domain-specific knowledge.
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1.1.1.1 Different types of networks

To model a wide variety of systems and data, various types of networks have been defined.
In the following, we mention the most important ones.

Directed networks Links can be directed [39], meaning that the interaction ei, j between
two nodes u and v is asymmetric as it originates from node i and targets node j. On the other
hand, in undirected networks a link has no direction and ei j = e ji.

Weighted networks Each link from node i to node j in the network could have a different
weight [40], denoted with wi j. In this case, the network is said to be weighted. On the
other hand, in unweighted (or binary) networks we have that wi j = 1 ∀i, j. The meaning of
link weights depends on the system. For instance, weights can represent the strength of a
relationship, the costs of an interaction, the estimated trip time, the distance between the two
nodes, etc.

Signed networks Signed networks [41] are sub-type of weighted networks where link
weights wi j can also be negative. This is the case, for instance, of correlation networks where
each link is the correlation among the nodes [42, 43], or the case of trust networks [44–46]
where trust scores between users can also be negative (e.g., to represent mistrust).

Feature-rich networks Networks can also come with some kind of information associated
to the entire graph, to the nodes or to the links. For instance, in social networks nodes may
include personal information like birthday date, hair color, height, etc., and links can include
the date two nodes first met, and so on.

1.1.1.2 Adjacency matrix

A common way to represent a network is though its adjacency matrix [47], usually
denoted with A, a square matrix of order N, where N is the number of nodes in the network.
Each element of A, ai j, is either 1 if there is a [directed] link from node i to j or 0 otherwise.
Note that aii = 1 means that node i has a self-loop, i.e., an incoming link from itself. The
meaning of self-loops depends on the modelled system.

1.1.2 Network analysis

Due to the large size of real-world networks, a thorough analysis is not feasible. Instead,
networks are often studied from a statistical perspective (e.g., by looking at degree and
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strength distribution, assortativity, clustering coefficients, etc.) and by looking at some other
properties that are meaningful for the specific domain. In the following, we introduce some
of these tools and properties.

1.1.2.1 Structural analysis

Degree, average degree and degree distribution The degree ki of a node i is the number
of its links.

ki =
N

∑
j

ai j =
N

∑
j

a ji (1.1)

In directed networks, we distinguish between the number of incoming links (in-links), called
in-degree kin

i , and the number of outgoing links (out-links), called out-degree kout
i .

kin
i =

N

∑
j

a ji (1.2)

kout
i =

N

∑
j

ai j (1.3)

(1.4)

Of course, it follows that the (total) degree is ktotal
i = kin

i + kout
i . The average [in|out] degree

of a network, usually denoted as ⟨k⟩, is the average [in|out] degree of the network’s nodes.
However, the average value does not tell much about the degree. For this reason, it is common
to visualize and analyze the degree distribution P(k) of the network, i.e., the normalized
probability that a node has degree k.

Strength, average strength and strength distribution In the case of weighted networks,
another interesting measure is the strength of the nodes, i.e., the sum of the weight of its
links.

si =
N

∑
j

ai jwi j =
N

∑
j

a jiw ji (1.5)
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Like in the case of the degree, if the network is also directed, one can compute the in-strength
and the out-strength, i.e., the strength of the incoming and outgoing links of that node.

sin
i =

N

∑
j

a jiw ji (1.6)

sout
i =

N

∑
j

ai jwi j (1.7)

(1.8)

The total strength can be computed as stotal
i = sin

i + sout
i . Again, one can also consider the

average value ⟨s⟩, and the strength distribution P(s).

Network diameter The [directed] diameter of a network is the length of the longest
shortest path between any two nodes in the network.

Link density and reciprocity The density of links is the ratio of links in the network to
the theoretically possible maximum.

The reciprocity of links in a directed network is the ratio of links reciprocated in the other
direction. That is, a link ei j is reciprocated if the link e ji also exists in the network.

Clustering coefficients The local clustering coefficient Ci is a local measure of the cliquish-
ness of the neighborhood of node i [48], used to describe the ‘small-world’ effect. That is, it
quantifies the probability that two of i’s neighbors are also connected (i.e., the local ratio of
closed triplets that form a triangle, where a triplet is three nodes that connected by two or
three links). For an undirected graph, it can be computed as [48]

Ci =
2|{e jk : n j,nk ∈ Ni,e jk ∈ E}|

ki(ki −1)
(1.9)

where Ni is the neighborhood of node i, n j and nk are its neighbors and e jk is the edge
between them, and ki is the degree of node i. Note that this measure is defined between
0 ≤Ci ≤ 1 as ki(ki−1)

2 is the maximum number of possible links between the neighbors of
node i. The local clustering coefficient can also be computed for directed and/or weighted
graphs, but we do not cover these extensions here.

It is also common to consider the average clustering coefficient C, i.e., the average Ci

value for a network:

C =
1
N

N

∑
i

Ci (1.10)
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The global clustering coefficient T [22], also known as transitivity, is another measure
of clustering, however it is a global defined for the entire network as:

T = 3
number of triangles
number of triplets

(1.11)

Assortativity The assortativity coefficient r of a network quantifies the tendency of nodes
to connect with nodes with similar characteristics [49]. r is a value between −1 ≤ r ≤ 1
defined as [49]

r =
∑i eii −∑i aibi

1−∑i aibi
(1.12)

where ai = ∑ j ei j and bi = ∑i ei j, and ei j is the fraction of links that connect nodes of type i
to nodes of type j. Note that ai = bi in undirected networks and that ∑i j ei j = 1. If r = 0, we
say that there is no assortativity and if r < 0 we talk about disassortativity.

However, it is common to compute the scalar assortativity of the node’s degree to
measure if nodes preferentially connect to nodes with similar degree. The scalar assortativity
is defined similarly as before, the main difference being that it does not consider node types
but values associated to the nodes (e.g., the degree). Specifically, it is the following Pearson
correlation coefficient [49]:

r =
∑xy xy(exy −axby)

σaσb
(1.13)

where ax = ∑y exy and by = ∑x exy, exy is the fraction of links that connect nodes with value x
to nodes with value y, σa and σb are the standard deviations of the ax and by distributions
respectively.

Another form of assortativity is the node-level Pearson’s correlation coefficient between
the degree and the Average Nearest Neighbor Degree (ANND) [50], or between the strength
and the Average Nearest Neighbor Strength (ANNS) [51]. In particular, the ANNS is defined
as:

ANNSα/β

i =
∑

N α
i

j sβ

j

kα
i

(1.14)

where N α
i is the α neighborhood of i, and α,β ∈ [in,out]. That is, it can be computed

consider the different in-out link directions. The aggregated ANNS quantity can be defined
if α = β = tot and the in and out neighbors are aggregated. For the ANND case, instead of
the strength sβ

j one should consider the degree dβ

j of nodes.

Connected components A connected component is a sub-network such that there is at
least a path between every pair of nodes. The largest of these components in a network is
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often referred to as Largest Connected Component (LCC) or Giant Connected Component
(GCC).

In the case of directed networks, a strongly connected component is defined as the sub-
network such that there is at least a directed path between every pair of nodes. If directionality
is ignored instead, we talk about weakly connected components to avoid confusion.

1.1.2.2 Centrality measures

One of the main topics of Network Science has always been trying to understand and
quantify what makes a node important, often to rank the nodes in a network. However,
considering that there is no unique definition of importance — and that the definition may be
domain-dependent —, many centrality measures have been proposed, each with their own
application.

In the following, we briefly introduce some of the most important centrality measures.

Degree centrality A simple centrality measure is the degree centrality. As the name
suggests, it is degree-based and the importance of a node depends on its [in | out] degree.
The rationale is that, for instance, in the network of the who-follows-who of online social
networks like Twitter, the in-degree captures how many users follow another: the higher the
in-degree, the more "important" that node is. Nodes with a large degree (w.r.t. the other
nodes in the network) are often called hubs.

Betweenness centrality The betweenness centrality [52] is a measure based on shortest
paths. Specifically, for each node i, it is the fraction of the shortest paths between any pair of
nodes that pass through node i. Formally, a for node i it is defined as [53]

bi = ∑
s ̸=t ̸=i∈V

σ(s, t|i)
σ(s, t)

(1.15)

where σ(s, t) is the number of the shortest paths from nodes s to t, and σ(s, t|i) is the number
of the shortest paths from s to t that pass thorough i.

The betweenness centrality can also be defined for links.

Eigenvector centrality The eigenvector centrality [54], also known as eigencentrality, is
a spectral centrality measure that not only accounts for the number of connections but also
for their quality, i.e., two nodes with the same number of connections will have different
centrality values if their neighbors have different centrality values [55]. Formally, for a node
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i it can be defined as [55, 56]

λei =
N in

i

∑
j

e j = ∑
j

A ji · e j = (A⊤e)i (1.16)

where N in
i is the in-neighborhood of node i, and A is the adjacency matrix of the network.

That is, the eigenvector centrality of node i is corresponding component of the eigenvector of
the transpose of the adjacency matrix with the largest eigenvalue λ [55].

PageRank The PageRank centrality [57] was introduced in 1998 by Google’s founders
Page and Brin (and their coauthors) to assess the importance of web pages [58].

It is a centrality measure based on random-walks — i.e., on an agent that walks in the
network by choosing, at every node, a random out-link to follow —, used to model the
behavior of a random user surfing the Web. To avoid that the random-walker could get stuck
in a sink node (i.e., a node without out-links), a damping factor probability q, usually set to a
small value (typically 0.15), can make the random-walker jump (teleport) to a random node
in the network. The teleport operation simulates the user moving to another Web page, e.g.,
by clicking on a bookmark. As in the eigenvector centrality, nodes with many "important"
neighbors are more important than other nodes with the same in-degree but less important
neighbors [55].

The PageRank of a node i can be described as follows [55]

pi =
q
N
+(1−q)

N in
i

∑
j

p j

kout
j

(1.17)

where q is the damping factor, N in
i is the in-neighborhood of node i, N is the number of

nodes in the network, kout
j is the out-degree of node j. In practice, it is computed iteratively

using the power method.
For more about the PageRank centrality, we refer the Reader to the dedicated Sec-

tion 4.3.1.

1.1.2.3 Community analysis

Community analysis has been proposed in the social sciences [59, 26] and consists in
finding communities, i.e., sub-sets of nodes such that connections between the nodes in
the same community are denser than with nodes in the other communities [60]. Moreover,
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one might be interested in finding overlapping communities, where a node might belong to
multiple communities with different belonging factor.

While finding optimal communities is a hard task — it is a combinatorial problem and the
number of communities may not be known a priori —, many algorithms have been proposed.
For instance:

• Girvan and Newman [61] compute edge-betweenness iteratively to find and remove
edges that lie between communities (the rationale being that edges with high between-
ness bridge many nodes) and analyze the connected components after every removal
until no edge remains. The output of the algorithm is a dendrogram (a hierarchical
tree) with the complete community structure of the network;

• Blondel et al. [62] propose a modularity maximization algorithm, known as Louvain
method. In particular, while modularity Q was already proposed by Newman [63] to
evaluate the quality of partitions in weighted networks as

Q =
1

2m ∑
i j

[︃
Ai j −

kik j

2m

]︃
δ (ci,c j) (1.18)

where m = |E| is the number of links, kx and cx are the strength and the community
of node x respectively, and δ = 1 if ci = c j, Blondel et al. optimize this quantity
with two phases repeated iteratively. Specifically, they begin by placing each node
in its own community. Then, the first phase consists in considering the modularity
gain obtained by moving each node in the neighboring communities. The node is
placed in the one that provides the maximum positive gain, if any, or is left in its
community otherwise. In the second phase, they aggregate the communities found in
the previous step and generate a new network where each community is a node and
edges are assigned a weight that corresponds to the sum of weights between the two
communities. Self-loops account for internal links instead. In their work, Nicosia et
al. [64] extend the definition of modularity to overlapping communities;

• Peixoto [65, 66] employs Bayesian inference, a method of statistical inference, to fit
the parameters of generative models like the Stochastic Block Model proposed by
Holland et al. [67] and its variants, and find the ones that most likely have generated
the network (and its community structure).
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1.1.3 Network generation

In many applications, the generation of synthetic/random data with some given properties
can be useful, for instance to benchmark an algorithm or to create a null model — i.e., an
ensemble of random graphs with given characteristics (like degree distribution, etc.) that is
taken as a term of comparison for other structural properties, in order to verify if the results
obtained on the analyzed data are meaningful or not —, like in community detection.

In the following, we briefly discuss some of the most popular generative models.

1.1.3.1 Erdös-Rényi (ER)

The Erdös-Rényi (ER) models, proposed by Erdös and Rényi [68], can be defined using
two static models, meaning that the set of nodes does not change over time [26]. The first
model, denoted with G ER

N,K [26], generates a random network with N nodes and K (randomly)
placed links by staring with a disconnected network and connecting K random node pairs.
The second model, denoted with G ER

N,p [26], instead of focusing on the number of links,
generates a network where each pair of nodes is connected a given with probability p. In
both cases, each link is present (or absent) with equal probability. Therefore, the degree
distribution is binomial [26].

1.1.3.2 Barabási-Albert (BA)

Barabási and Albert [34] proposed a generative model, called Barabási-Albert (BA), that
mimics the dynamic growth of many observed real-world networks, like the World Wide
Web [69]. The model, denoted with G BA

N,m,m0
, is based on two mechanisms [26]:

• Growth: new nodes are added during the network generation until the desired number
of nodes N is reached, i.e., the resulting networks are the result of a growth process;

• Preferential attachment: new nodes tend to link to nodes with higher degree. This
process was inspired by the observations of new web-sites in the World Wide Web
network [69] that link to the most popular ones.

In detail, the Barabási–Albert algorithm starts with a network with m0 isolated nodes. New
nodes are created one at a time, and each is connected to m ≤ m0 other nodes. The probability
that the new node is connected to an existing node u is pu =

ku
∑ j k j

.
It has been proven that, for N →+∞, the output degree distribution follows a power-law

P(k) ∝ k−γ with γ = 3 [26].
The model can be extended to directed networks by generating the inlink and the outlink

distribution separately.
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Some variants of the BA model have been proposed, like the Bianconi-Barabási model,
where the preferential attachment is also influenced by a static value called fitness. In this
model, nodes with higher fitness value are more likely to attract links than other nodes [70].

1.1.4 Network robustness

Robustness is the ability of a network to withstand failures in its structure, which can
be the result of random failures or targeted attacks. Considering the importance of many
real-world networks (e.g., infrastructure, social, biological, brain), the analysis of robustness
has been a topic of broad and current interest since the seminal work by Albert et al. [71].
In particular, there are two types of robustness [26] that can be studied as nodes (or edges)
are removed: static robustness, i.e., how the topology and/or some properties of the network
change, and dynamic robustness, i.e., how the flow of some quantity (e.g., information, power,
etc.) changes. In the following, we briefly introduce the Reader to the topic and refer to
Chapter 3 for more insights and references.

1.1.4.1 Static effects

The study of static robustness refers to the study of the change in network topology (or
some of its properties) as some of its components are removed from the network. Specifically,
we often refer to site percolation for the removal of nodes, and to bond percolation for the
removal of links.

The seminal works in this direction is the one by Albert et al. [71] that study the robustness
of synthetic Erdös-Rényi (ER) and Scale-Free (SF) networks, and also the robustness of
the sub-network of the Internet and of the World-Wide Web. In their work, they employ
the size of the Largest Connected Component (LCC) as a function of the removed nodes
to evaluate the health of the system. The rationale is that, since most networks require
the existence of a giant component to work properly, if the LCC is small enough the other
components are even smaller, the system is expected to malfunction. Some examples are the
Internet network, where being unable to reach another user in the network is considered a
malfunction, and the power-grid system, where a component (e.g., a district) without power
is not desirable. One of the most interesting results from their experiments is that, due to their
uniform degree distribution, Erdös-Rényi networks are more robust to random failures (e.g.,
random hardware malfunction of servers) than networks with fat-tailed degree distributions,
while real-world networks are more vulnerable to target attacks (e.g., to hubs).
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1.1.4.2 Dynamical effects

If the nodes or the links of the network can tolerate at most a certain flow before failing,
the removal of nodes or links may lead to consequent failures due to the redistribution of
flows. That is, there might be dynamical effects that cannot be evaluated with a static analysis.
This is the case, for instance, of power-transmission grid networks where each link can
deliver at most a certain power and gets damaged in case of overload. Of course, each of
these consequent failures may trigger more failures, and so on, and even a small initial shock
may lead to an avalanche that is called cascading failure [72]. Popular examples of cascading
failures are the North American and Italian blackouts that happened in 2003. For more about
cascading failures and their modeling, we refer the Reader to other works [26, 73, 72, 74].

1.1.5 Network dynamics

In the previous sections we gave an overview on how the structure of complex systems
can be analyzed using networks and the Network Science tools. However, another topic of
great interest is the analysis of the network dynamics, i.e., how the structure and the state of
the network (or of its nodes and links) changes over time. An example are cascading failures,
already introduced in the previous section, but also other phenomena like spreading/diffusion
and synchronization have been widely analyzed in the literature [25, 38, 73]. While out of
the scope of this thesis, in the following we briefly introduce spreading phenomena to further
motivate Network Science and the importance of networks.

1.1.5.1 Diffusion and spreading phenomena

One of the applications of Network Science is the study of the dynamics of spreading
phenomena across different network topologies [25, 38, 73, 75]. In fact, being networks
an agnostic representation of a system, links can model various mean of propagation (flow,
contact, transfer, face-to-face interactions, etc.), and networks offer a common framework
to study different phenomena. For instance, the spread of ideas and rumors can be studied
on (online) social networks, the spread of malware can be analyzed on computer networks,
contact networks can be used for the spread of pathogens, etc. [73].

Epidemic diffusion. Epidemic diffusion is one of the first and most widely analyzed
diffusive phenomena [38] due to its importance for society, for instance, for the study
immunization techniques (e.g., vaccinations) and how they affect the spread of diseases.

The simplest models used in epidemiology to forecast epidemics are the Susceptible-
Infected-Susceptible (SIS) and the Susceptible-Infected-Recovered (SIR). These two models
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are compartmental, i.e., each individual is assigned to a compartment that defines its status
and that can change over time. For instance, in the SIS and SIR models, each individual can
be classified as:

• Susceptible (S) if they have not contracted the pathogen yet;

• Infectious (I) if they are contagious;

• Recovered (R) if they recovered and have become immune to the disease.

These models have two parameters: the transmission rate, i.e., the probability that an in-
fectious neighbor infects a node and that commonly denoted with λ , and the recovery rate,
commonly denoted with µ , i.e., the probability that a node recovers from the disease (or
dies). It is also common to define the ratio σ = λ/µ and to try to find the critical value σc,
called epidemic transition, such that if σ > σc the spreading may cause an epidemic [26, 73].
While the key difference between SIS and SIR models is that in the second, after recov-
ering, individuals become immune to the disease, the associated dynamics are completely
different [26]. For instance, in the SIR model any epidemic will eventually end if no new
individuals join the network, because soon or later everybody will get immune, while in the
SIS model individuals can get infected again.

For more details, we refer the Reader to [26, 73] and to the literature.

1.1.6 Multilayer Networks

While the classical definition of network allows two nodes to be connected by a link,
in real-world systems entities can interact in multiple ways. For instance, in transportation
networks, two nodes (areas) can be connected by multiple means (e.g., road, rail, tube, bus,
etc.) [76, 77], two individuals may have different kinds of relationships (e.g., friendship,
business, family, co-workers, business, sport, etc.) [78], or connect on multiple online social
networks (Facebook, Twitter, etc.) where, in each, can interact in the various ways allowed
by the platform (e.g., friendship, follow, share, like, mention, etc.).

The answer to this limitation are multilayer networks, where each type of connection is
encoded in a different layer, i.e., a network with its own set of nodes and connections, called
intra-layer links. For instance, the multilayer representation of the transportation network
of a country could have a "roads" layer, where nodes are intersections and links represent
the roads, an "air" layer, where nodes are airports and links model flights, a "bus" layer,
where nodes are bus stations and links are bus rides, etc. However, in many scenarios the
entities that belong to two different layers may interact, too. Such connections are called
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inter-layer links. In the transportation network example, airports (nodes in the "air" layer)
and bus stations may be connected by, e.g., taxis.

In the following, we briefly introduce the Reader to multilayer networks. For more
thorough reviews about multilayer and interdependent systems and other examples of appli-
cations, we refer the Reader to [73, 79–89, 76] and references therein.

1.1.6.1 Definition and types

A multilayer network M is an ordered pair M =(G ,C ) where G = {Gα ,∀α ∈{1, . . . ,L}}
is a set of L networks, called layers of M , and C is the set of interconnections, each called
crossed layers, between the nodes of two different layers [73]. The links between two nodes
in the same network are called intra-layer connections, while the links between nodes in
different networks are called inter-layer connections. Of course, the meaning of each layer
and of the inter- and intra- layer connection depend on the domain of the modeled system.

Multilayer networks are the generalization of various mathematical objects [73] that can
be considered sub-types. For instance:

• Multiplex networks [90], also known as edge-colored graphs, share the same set of
nodes V in all layers. These networks are useful to model systems that have different
kinds of connections among nodes, but no inter-layer connectivity can be inferred
from data, like in online social networks (where users can connect through Twitter,
Facebook, etc.), or where links have different physical meaning (e.g., co-activation at
different frequencies, etc.);

• Temporal networks, where each layer is the representation of the system at a different
time t, with t being an integer. Inter-layer connections are allowed only between
contiguous layers for temporal contiguity. In other words, only nodes in layers t and
t +1 can be connected.

1.1.6.2 How to study multilayer networks

A simple way to study systems characterized by multiple relationships is to consider
a single network (or monoplex) that is the result of the aggregation of the different kinds
of relations. While this approach has often been used in the past, it has multiple serious
issues and received a lot of criticism, since it is inherently affected by loss of potentially
essential information about the structure of the system and, consequently, about its function.
For example, some open questions are: how to aggregate the layers?, and, is it correct to
do so?. The answer to the first question requires the definition of an aggregation function
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(sum, average, min–max, etc.) and a proper scaling of the weights associated to each kind of
relation. The second question poses an even more important problem: does it conceptually
make sense to aggregate? The answer, in general, is negative, since often relations encode
different contexts that cannot be simply mixed together without altering the structure or the
function of the system under investigation [90, 91, 76, 92, 93, 82, 94, 95].

1.1.6.3 A new mathematical framework

De Domenico et al. [80] developed a new ad hoc mathematical framework to study such
networks. In particular, they represent a multilayer network as a higher-order adjacency
matrix, specifically a rank-4 tensor, where each entry Miα

jβ represents a link from node i
in layer α to node j in layer β . That is, if α = β the link is intra-layer α , and inter-layer
otherwise. Thanks to this framework and by exploiting tensorial algebra, many classical
network descriptors can be generalized, from centrality measures to community detection.
It should be noted that multiplex networks require a rank-3 tensor for their mathematical
representation [96, 92], since Miα

jβ = 0 ∀α ̸= β .
In practical applications, it is common to flatten the M into lower-rank tensors, named

supra-matrices [88, 80], via matricization [97]. This operation consists in mapping the
tensor M ∈ RRRN×L×N×L to a rank-2 tensor in AM ∈ RRRNL×NL where diagonal blocks encode
single-layer connectivity, while off-diagonal blocks encode cross-layer relationships.

1.1.6.4 Application scenarios

Just like classic networks ones, multi-layer ones find application in many scenarios. For
instance:

• In neuroscience: De Domenico et al. [98] employ multiplex networks to identify
schizophrenic patients. In particular, for each patient they build a multiplex brain
functional network — i.e., a multiplex network where nodes are special brain regions
that play a fundamental role in the brain functional connectivity, the links represent the
connectivity strength estimated by inter-regional correlations calculated on processed
fMRI (functional magnetic resonance imaging) signals, and each layer corresponds to
a different frequency band [98] — and then use the multi-layer PageRank centrality to
distinguish between healthy and schizophrenic patients;

• To study international trade systems, as they can be characterized by the presence of
several kinds of relationships among countries, depending on the commodities they
trade [99, 100];
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• In computational biology, as multiple types of relationship among their constituents,
such, for instance, in the Homo Sapiens proteome, where protein–protein relations can
be of two types, physical and genetic, such as interactions, chemical associations or
post-translational modifications [101–103];

• To model multiple types of transportation systems, e.g., each commercial airline can
be mapped to a different layer [104];

• In epidemiology [105], e.g., to model multiple spreading pathogens or to study the
dynamics of coupled processes.
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1.2 Machine Learning

In this Section, we introduce some Machine Learning fundamentals that can help the
Reader understand the motivations and techniques of Geometric Deep Learning, and also
the applications proposed in this thesis. In particular, we introduce some terminology
and applications, the most popular models, and Deep Learning along with its training
methodologies and algorithms.

1.2.1 What is Machine Learning?

Machine Learning (ML) is the study of algorithms that extract information (learn) from
data to improve their performance [106]. While the idea of a learning machine can be
attributed to Touring [107] and the first neural networks and learning algorithms date back to
the 1950s [108], the explosion in popularity of Machine Learning over the last decade is due
to the rise of Deep Learning, a family of algorithms that outperform classical ones in many
tasks, and to the large availability of data to learn from along to the computational power
provided by modern hardware, allowing its processing. Another strong point of Machine
Learning is that it is suitable for those tasks that are intuitive but too hard to be described in a
formal way, like identifying and classifying objects in images, etc.

1.2.2 Applications

Machine Learning has been successfully employed in many applications, for instance:

• To build recommender systems, i.e., systems that predict the preferences of users. An
example is the one built by Netflix [109];

• In Natural Language Processing (NLP), i.e., the branch that processes text or voice
inputs trying to understand and answer. Examples are translators and virtual assistants;

• In computational biology, e.g., to predict protein fold structure with the AlphaFold [110]
and AlphaFold2 [111] algorithms from DeepMind;

• To learn to play games, like chess and go (AlphaZero [112]), but also classic arcade
games [113];

• To upscale images in games in real-time with NVIDIA DLSS (Deep Learning Super
Sampling) [114];

• In many domains, to predict future events/values by learning trends on past ones;
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• To approach various NP-hard combinatorial problems, like the maximum clique enu-
meration [115];

• To classify images, audio, video, text, etc.;

• For decision-making under uncertainty [116];

• For pattern recognition;

• To generate images, videos, audio, text, etc.;

• For anomaly detection.

1.2.3 Learning machines?

A formal definition of "learning" was provided by Mitchell [106], according to whom
a computer program learns if its performance improves through experience with respect to
some class of tasks and performance measure. Specifically, the training of an algorithm
is meant to optimize its parameters (also called weights), and the output algorithm (along
with its parameters) is called a model [117]. That is, each algorithm is a family of functions,
and different models can be defined by different sets of parameters. It should be noted that
algorithm’s learnable parameters should not be confused with the hyper-parameters, the
configuration provided by the user and that cannot be learned from data.

The data used to train the models is organized as a set of examples (or observations) with
some attributes, called features. The set of the examples is called dataset, and it is usually
represented in matrix form, where each row is an example and each column a feature.

It is worth mentioning that the main difference between Machine Learning and optimiza-
tion is that the first aims at generalization performance, not only minimizing the loss function
on the training data [117]. If the model does not generalize well to new observations, i.e., its
performance is poor on previously unseen data, we say it is over-fit. If the model performs
poorly even on the train data, we say it is under-fit.

1.2.3.1 Training methodologies and tasks

There are three main ways an algorithm can obtain experience from the dataset during
the learning process [117]:

Supervised learning In supervised learning, each observation in the dataset comes with
the correct label (i.e., the value or class). That is, our dataset has the form of a set of features
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with labels: {(xi,yi)}. The objective of the training is to teach (supervised) the model to
predict the correct label.

The most common tasks associated to supervised learning are:

• Classification, given an input and a fixed number n of classes, the model has to predict
which class or classes the input belongs to. Binary classification is classification refers
to classify between two classes;

• Regression: given an input, the model has to predict a real value;

Unsupervised learning In unsupervised learning, there are no labels associated to the
examples, and the model has to, e.g., find and exploit patterns in the data. Of course, the
performance evaluation of the model less trivial than the previous case. This kind of learning
is suitable for various tasks, for instance:

• Clustering: given a set of inputs, clustering is about dividing observations into groups
that share some property;

• Pattern discovery: find common patterns in the data;

• Anomaly detection: detect anomalies in the data (e.g., in intrusion detection systems,
etc.).

Semi-supervised learning Semi-supervised learning is a hybrid methodology that falls
between supervised and unsupervised learning. In fact, just a part of the dataset is labeled,
and the model is trained both in a supervised and in an unsupervised way.

Reinforcement learning In reinforcement learning, there is no fixed dataset. Instead, the
model is used to drive the behavior of a software agent that interacts with some (simulated)
environment. The model is then trained by feedback: after an action (or a sequence of), it
will be given a positive or negative reward.

1.2.3.2 Loss functions

According to the definition by Mitchell, the Machine Learning algorithms improve
their performance with respect to some performance measure, that is optimized during the
training phase [106]. This performance measure is called loss function (or objective/error
function [117]). The loss functions are task-dependent, but, in general, the aim of the training
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is to reduce their value, as this reduction translates in a reduction of the error of the model
(commonly called loss).

Some of the most common loss functions include:

• The Mean Squared Error (MSE) function, used in regression tasks. It is formally
defined as:

LMSE = ||yi − xi||2 (1.19)

It should be noted that the square of the error reduces smaller errors while assigns
larger weights to larger ones;

• The Cross Entropy, used in classification tasks, formally defined as [118]:

LCE =− 1
N

N

∑
i

M

∑
c=1

yi,c log(pi,c) (1.20)

where M is the number of classes, yi,c is the binary indicator (0,1) if the predicted
class is correct, and pi,c is the predicted probability that observation i belongs to class
c.

In binary classification tasks this becomes:

LBCE =−(y log(p))+(1− y) log(1− p) (1.21)

also called Binary Cross Entropy.

It is also common to add to the loss a regularization term R that accounts for the magnitude
of the model’s parameters to avoid over-fitting [117].

Loss = Losstask +λR(W) (1.22)

where λ is the regularization parameter (or weight decay) and W are the model parameters.
The most common R functions areg [117]:

• The L1 norm: Rabsolute(W) = ||W ||1 = ∑i |wi|;

• The L2 norm: Rsquare(W) = ||W ||2 =
√︁

∑i |wi|2.

1.2.3.3 Parameters optimization

As previously discussed, the optimization of the parameters of a Machine Learning
algorithm is meant to improve its performance. However, a thorough exploration of all the
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parameter combinations is not feasible even for simple algorithms, as the parameters are
real values. One way to tackle this problem relies on specific algorithms that change the
parameters iteratively. Unfortunately, the main drawback is that the loss function may not
reach the global minimum but some local one.

The most common family of optimization algorithms is the one of the Gradient De-
scent [117]. The basic idea of Gradient Descent algorithms is to change the parameters
iteratively moving in the direction of the negative gradient of the loss, since the gradient is
the direction of the maximum increase in the function, one can use the negative gradient to
approach some minimum. Specifically, the parameters are first initialized randomly (many
initialization techniques exist, but we do not cover them here for simplicity), and then the
algorithm’s parameters are updated to follow the slope of the negative gradient of the loss,
aiming for the global minimum. An iteration over the entire dataset is called epoch.

Stochastic Gradient Descent (SGD) The Stochastic Gradient Descent (SGD) is the sim-
plest version of the algorithm, and generates the updated parameters W̃ after each training
example as follows [117]:

W̃ = W− ε∆W (1.23)

∆W = ∇WL( f (xi,W),yi) (1.24)

where W are the model parameters, ε is the learning rate, L is the loss function, f is
the model, xi is the training example and yi its label (assuming that a supervised task is
being optimized). Note that the learning rate plays a key role, and many more advanced
optimization algorithms adjust it with the epochs to improve performance.

While Stochastic Gradient Descent updates the algorithm’s parameters after each obser-
vation, which may be inefficient and cause instabilities in the parameters, multiple variants
have been proposed to improve performance and to mitigate its issues.

Batch Gradient Descent In Batch Gradient Descent, the gradient of the loss is com-
puted for all the training examples and is averaged before updating the parameters. This
reduces instabilities but also slows the learning process. Formally, the ∆W is defined as:

∆W =
1
N
·∇W

N

∑
i

L( f (xi,W),yi) (1.25)

where N is the number of examples in the training set (i.e., only one update per epoch).
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Mini-batch Gradient Descent Mini-batch Gradient Descent is the middle ground
between Stochastic Gradient Descent and Batch Gradient Descent as the training examples
are divided in mini-batches (i.e., sub-sets), and the algorithm’s parameters are updated with
the average of the loss of each one. The number of updates per epoch is N mod B, where B
is the number of examples in each mini-batch. Formally, ∆W is defined as:

∆W =
1
B
·∇W

B

∑
i

L( f (xi,W),yi) (1.26)

Momentum-based variants Other variants consider, for instance, the momentum of
the parameters updates to converge faster. Specifically, the ∆W is computed as the weighted
sum of the previous step and the new gradient.

1.2.3.4 Back-propagation algorithm

An extremely important ingredient in the training of Machine Learning algorithms is the
back-propagation algorithm, as it allows to efficiently compute the gradient of the loss in a
feed-forward network [117]. However, being this topic out of the scope of this thesis, we
refer the Reader to [117] for the details about its rationale and about how it works.

1.2.3.5 Performance evaluation

The loss function used during the training phase can be hardly understood by humans
when evaluating the model, and does not give any information about the generalization
performance. There are many possible choices for the performance measure, and it should
be stressed that the right one is task specific as some outcomes may be more desirable
than others [119] in certain domains, as not all errors made by the model have the same
consequences. This is the case, for instance, of medical applications, where, e.g., a false
negative COVID-19 test might lead to many infected people, while a false positive test just
leads to a second test and quarantine for a single person.

Here, we report some of the most common performance measures. Note that, while
these definitions are for single-label or single-class tasks, it is easy to generalize them to
multi-class ones. For example, the final average score can be computed as the average of the
score of each label.

Classification tasks Accuracy score is used for measuring the raw number of correct
predictions. This score is suitable for tasks where all errors have the same severity. For
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binary classification tasks, accuracy is defined as:

accuracy =
TP+TN

TP+FN+TN+FP
(1.27)

Precision is a measure of how many correct positive predictions have been made.

precision =
TP

TP+FP
(1.28)

Recall (also known as sensitivity, hit-rate or True Positive Rate (TPR)) is a measure of
how many correct positive predictions have been made, over all the positive cases.

recall =
TP

TP+FN
(1.29)

Specificity is a measure of how many correct negative predictions have been made, over
all the negative cases.

specificity =
TN

TN+FP
(1.30)

Fall-out (or False Positive Rate (FPR)) is a measure of how many wrong positive predic-
tions have been made, over all the positive cases.

fallout =
FP

FN+TP
(1.31)

F1-score is a measure that combines both precision and recall in their harmonic mean.
Both scores account equally and must be high for F1 to be high.

F1 =
2 ·precision · recall
precision+ recall

(1.32)

Area Under the Receiver Operating Characteristic Curve (AUC ROC) is the area under
the sensitivity vs. fall-out curve at various discriminatory threshold levels. The AUC is a
value between 0 and 1. Specifically, if AUC = 1, the classifier is perfectly distinguishing
between the true positive and true negatives; if AUC = 0.5, the classifier is making random
predictions. Example ROC curves are shown in Figure 1.2.

Regression tasks If small errors account just as large ones, Mean Absolute Error (MAE),
defined as:

MAE = ∑
i
|yi − pi| (1.33)
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Fig. 1.2 Example of ROC curves. Each curve is obtained by changing the discrimination
threshold on the same predictions. The larger the area, the better.

If large errors should account more, Mean Square Error (MSE)

MSE = ∑
i
(yi − pi)

2 (1.34)

1.2.3.6 Dataset splits

In Machine Learning the focus is on generalization performance, i.e., in evaluating the
trained model on previously unseen data to verify if it is over-fit or if it has really learned the
task. This requires at least two sub-sets of the full dataset:

• A training set with the observation used to train the model (often about 70−90% of
the full dataset);

• A test set, with the observation used to validate the generalization performance (often
about 30−10% of the full dataset).

However, to try to actively counter the over-fit phenomenon, it is also common practice to
create a third sub-set, called validation set, used during the training phase as "test-set" to
stop the training and choose the best model parameters without biasing the test phase. In
other words, while no training is performed on this set, it is used to select the parameters that
generalize better and avoid over-fit.
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Fig. 1.3 K-fold vs static split. Representation of the K-fold splits (with k = 5) of a dataset
and comparison with a static split. In the k-fold setting, k models are trained and the results
on the test set are averaged.

Cross-validation While the static training/test set splits work for many tasks, in the case
of smaller datasets one might be interested in maximizing the data efficiency. One technique
for this purpose is Cross-Validation (CV). In its basic form, called k-fold Cross-Validation,
the dataset is split in k sub-sets (called folds): the algorithm is trained on k−1 sub-sets and
the remaining one is used as test-set; the procedure is repeated k times picking a different test
sub-set every time and the results are averaged. Of course, this is computationally expensive
but should give more informative scores. Taking k-fold CV to the extreme, we can also define
the Leave One Out (LOO) cross-validation, where the number of splits is equal to the number
of observations, i.e., k = N. Stratified cross validation makes sure that all the folds have the
same percentage of samples of each class.

We show a visual comparison of K-fold and static splitting in Figure 1.3.

1.2.4 Models

Many Machine Learning algorithms have been proposed and used to solve various tasks.
Examples are linear regression, decision trees, Support Vector Machines (SVMs), random
forests and Artificial Neural Networks, and so on. Here, we briefly introduce the Reader
to Artificial Neural Networks as they are now the most commonly used in many tasks like
Computer Vision ones, and are also employed in the applications proposed in this thesis.
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1.2.4.1 Artificial Neural Networks

Artificial Neural Networks (ANNs) are Machine Learning models inspired by the biologi-
cal neural networks.

Specifically, biological neurons receive an input from other neurons via the dendrites
and, if the input is strong enough, activate creating an output signal that is propagated via the
axon. Artificial neurons are an approximation of such biological neurons that were first used
to study the learning process in the brain [117]: they perform a weighted sum of the input,
add a bias and apply a non-linearity, called activation function, that simulates the activation
of the biological neuron. Formally, an artificial neuron performs the following operation:

y(x) = ϕ(wT x+b) (1.35)

where x and y are the input and output respectively, w are the parameters and b is the bias,
ϕ is the activation function. That is, each neuron represents a linear sum plus an activation
function, and has the same equation of a Support Vector Machine. Different artificial neurons
can be defined using different activation functions. For instance, the first artificial neuron
proposed is the Perceptron, where ϕ is the sign function (or some other binary function that
produces an output according to a threshold), and the sigmoid neuron where the sigmoid
function σ is used [120].

Artificial Neural Networks, called Neural Networks for simplicity, are networks of
artificial neurons organized in layers. If the connections between neurons are acyclic,
the network is said to be feed-forward, recurrent otherwise. A common Neural Network
architecture is the Multi-Layer Perceptron, where all the neurons in a layer are connected to
all the neurons in the next one. In such neural networks, the first and last layers are called
input and output layers respectively, while the ones in the middle are called hidden layers.

1.2.4.2 Activation functions

In general any differentiable non-linear function can be used as an activation function,
but some have shown better performance in different tasks. Each activation function comes
with their pros and cons that, e.g., come from their derivative (computed during the back-
propagation steps). Some examples are:

• The sigmoid (σ ), that yields a value between 0 and 1, which is useful, e.g., to predict
probabilities.

σ(x) =
1

1+ e−x (1.36)
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• The tanh, that returns a value between −1
2 and 1

2 , useful, e.g., to predict zero-centered
values.

tanh(x) =
ex − e−x

ex + e−x (1.37)

• The softmax, is a normalized exponential function that, given an input with N real
numbers, returns an output with the same size where each value is proportional to the
normalized exponential of the corresponding input. That is, it returns a probability
distribution that can be used, for instance, when one needs to predict the probability of
each of N classes.

softmax(x)i =
exi

∑
N
j ex j

(1.38)

• The Exponential Linear Unit (ELU):

ELU(x) =

{︄
α · (ez −1) x ≤ 0,

αx otherwise
(1.39)

• The Rectified Linear Unit (ReLU):

ReLU(x) = max(x,0) (1.40)

• The Leaky Rectified Linear Unit (LeakyReLU), a variant of the ReLU, parametrized
by α .

LeakyReLU(x) =

{︄
x if x > 0,

αx otherwise
(1.41)

• The sign function:

sign(x) =

{︄
1 if x > 0,

−1 otherwise
(1.42)

1.2.5 From Machine to Deep Learning

Deep Learning is a class of Machine Learning algorithms that have many layers, hence
the name deep neural networks, to learn representations. Specifically, with representation
learning we refer to learning a representation of the input data [121, 117] that is suitable
for the task. This is a completely different paradigm from classical Machine Learning,
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where hand-crafted features are designed with effort by, e.g., feature engineers. The strong
advantage of deep neural networks is that they learn hierarchical representations [117]: each
layer is able to combine the (output) features of the previous layer to build increasingly
complex, higher-level features [122]. For instance, Lee et al. [122] show that, in a three
layers deep neural network, the first layer learns to spot low-level features in images (e.g.,
oriented edges), the second layer uses such features as bases and combines them to form
object parts, while the third layer leans task-specific objects (e.g., cars, faces, etc.).

1.2.5.1 Convolutional Neural Networks

Convolutional Neural Networks (CNNs) are neural networks with convolutional layers
that are used to process data with grid-like topology, like images [117]. Convolutional Neural
Networks were designed in the context of computer vision with the intuition of employing
the convolution operator to process the images, and have become extremely popular thanks
to their performances in many scenarios.

The convolution operator between an input array I and a learnable array K, called kernel
or convolutional filter, produces an output array where each position x,y (assuming the input
data and the kernel have two dimensions) is the sum of the dot product of local receptive field
— i.e., that portion of the input that overlaps with the kernel when it is centered at x,y — with
the kernel’s parameters. This operator has many desirable properties, for instance [117]: 1. It
allows parameter sharing, as the same kernel parameters are used for every input position;
2. It has sparse interactions since each position is computed via a few operations as the kernel
is usually small with respect to the image. That is, the convolution is efficient and scales well
to large images; 3. It is equivariant to translation (but not to some other transformations);
4. It processes image patches, thus it can handle inputs of variable size.

Pooling When performing multiple convolution steps in a deep model with many con-
volutional layers, it is common to shrink the output of the hidden layers to improve the
computational time. It was shown that this operation does not degrade performance, thanks
to the hierarchical representation learning. In fact, in the case of images, while the inputs are
just arrays of pixels, as we get deeper in the network the values become high-level features.
In particular, pooling layers produce new images by dividing the input image in (disjoint)
image patches and by applying a (deterministic) function that returns a single pixel for each
patch [117]. Common pooling functions are the max and the mean.
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1.2.5.2 Recurrent Neural Networks

Recurrent Neural Networks (RNNs) are particular feed-forward neural networks with
feedback connections [117], used to process sequential data, i.e., when the output should be
affected not only by the current input but also by the previous ones and by their order. This
is achieved introducing some internal state to capture information about the sequence that is
being fed to the network.

Usually, models only have one recurrent layer. However, considering that its internal state
is updated after each input, the actual number of layers is larger and equal to the sequence
length, because of the cyclic connections that can be unfolded by applying the definition
iteratively. It is important to note that the unfolded layers share the same parameters [117],
which affects the training phase.

Recurrent Neural Networks are affected by various issues that make their training hard.
For instance, the vanishing gradient, i.e. the gradient associated to some input becomes
smaller and smaller after each iteration. In other words, after some time-steps, the network
looses some context information about previous inputs, that will not be able to affect the
output. Various RNN layers have been proposed to improve performance and address these
issues [120], like e.g., Long Short-Term Memory (LSTM) [123] and Gated Recurrent Unit
(GRU) [124], and most automatically learn whether to remember or forget some information
in the internal state.



Chapter 2

Geometric Deep Learning

In this Chapter we introduce Geometric Deep Learning and its state-of-the-art. In
particular, we focus on learning on graphs, the main topic of this thesis, and after a brief
overview of historical (and outdated) approaches, we detail the intuition behind the Graph
Neural Networks (GNNs) and their message passing architecture, overview some state-of-
the-art GNN layers, and show some example applications. For more about Geometric Deep
Learning, we refer the Reader to [125, 126] and the references therein.

Please note that, to avoid confusion between neural networks and networks (graphs), in
this paper we will refer to the first as "neural networks" and to the latter as networks/graphs,
and to avoid confusion between model layers and network layers, we will refer to each by
specifying the context.

2.1 What is Geometric Deep Learning?

Geometric Deep Learning is a recent sub-field of Machine Learning that attempts to
generalize Deep Learning models to non-Euclidean domains like graphs and manifolds [127,
128]. In fact, while classic Deep Learning algorithms are suitable for Euclidean data — i.e.,
data that can be mapped to Euclidean spaces (or to grids), like images, audio and vectors
in general —, there is no way to employ such algorithms for data without an underlying
Euclidean structure due to the lack of many properties (like a common system of coordinates
and shift-invariance), and any non-natural mapping to a Euclidean space would lead to loss of
information. However, as discussed in the previous Chapter, many interesting research fields
and applications involve non-Euclidean data like graphs, and the lack of suitable algorithms
led Machine Learning researchers to define new ways to process and learn on such data.

It is also worth mentioning that Hamilton tracks Geometric Deep Learning’s roots to
two more concepts, developed independently [125]: to a differentiable variant of belief
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propagation [129], and to the Weisfeiler-Lehman (WL) algorithms for graph isomorphism
test [130].

2.2 Applications

Geometric Deep Learning algorithms offer new ways to approach many problems on
graphs, including Network Science and computationally hard ones. In particular, while most
of the tasks that can be performed are the same as in the Euclidean case (e.g., classification,
regression, clustering, etc.), different applications require different levels of granularity (i.e.,
node, link or graph-level). That is, one may need to classify a node, a graph or a link, cluster
them, and so on. These tasks find application in a wide range of domains, as proven by the
huge number of publications that employ Geometric Deep Learning to solve theoretical and
real-world problems. Just to mention a few, Geometric Deep Learning has been successfully
used:

• For drug discovery and development by Gaudelet et al. [131];

• To predict poly-pharmacy side effects by Zitnik et al. [132];

• To build recommender systems, like PinSage, deployed at Pinterest, by Ying et
al. [133];

• To improve the robustness of networks [134];

• To detect fake news on social media by Monti et al. [135];

• For chip placement by Mirhoseini et al. in [136] and [137].

• For community detection, by Chen et al. [138];

• For quantum physics, e.g., for particle track reconstruction [139], and for quantum
chemistry [140];

• To generate new graphs with learned characteristics [141–143];

• To predict traffic for Google Maps, by DeepMind [144];

• To approach various NP-hard problems [145, 146];

• For link prediction, even on temporal graphs [147]
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• To simulate a various challenging physical domains, involving fluids, rigid solids, and
deformable materials interacting with one another [148], and to learn mesh-based
simulations and improve the efficiency of complex modeling tasks [149], like the pre-
diction of the dynamics of a wide range of physical systems, including aerodynamics,
structural mechanics, and cloth.

2.3 Graph Representation Learning

Geometric Deep Learning is often referred to as “Graph Representation Learning” [125].
The rationale behind this name is that, like their Euclidean counterpart, these algorithms aim
to automatically learn from the data what better represents nodes, links or graphs for a given
task, instead of requiring hand-engineered features. In fact, even with expert knowledge to
design and pick the most relevant ones, the feature engineering process is hard and time-
consuming, and may even not capture the best characteristics for the specific task. For
instance, given a social network, what are the best features that characterize a user or one of
its relations? The answer may not be trivial, especially in a complex network with billions of
nodes and connections. Furthermore, the best features are often task and/or domain specific
and may not generalize well. These limitations translate into long design time and high costs,
and often poor performance.

2.4 Learning graph representations

The preferred way of most works in the literature to learn representations on graphs is to
learn node embeddings using an encoder-decoder architecture.

In Deep Learning, an embedding is a learned and continuous low-dimensional vector that
represents some entity [150, 117]. Specifically, it is a projection into a d-dimensional latent
space, where the embedding of entities (the latent variables) should be closer together, if the
entities are similar [151, 125, 117] with respect to a given task. While embeddings may not be
directly interpretable, when learned correctly, they are sufficient to describe the original data,
i.e., they are meaningful representation of that data. Embeddings are commonly used in Deep
Learning, for instance, when dealing with words in Natural Language Processing [152, 153],
with discrete variables, with high-dimensional vectors, etc.

In the context of graphs, the objective of Geometric Deep Learning is to map each node
to a vector with d-dimensions — its embedding into a Euclidean space — that encodes
some desirable properties [125]. It should be noted that, being the embedding a point in a
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Euclidean space, it can now be fed to classic Machine and Deep Learning models to perform
many tasks like regression or classification.

Most of the proposed approaches in the literature are a form of an encoder-decoder
architecture, whose components are [125]:

1. An encoder ENC(u) that maps nodes to embeddings. The encoder’s parameters are
trained to preserve some similarity in the embedding space;

2. A decoder DEC(u) that reconstructs some task-related information about the nodes
from their embedding. In many works, a pairwise decoder DECpairwise(ENC(u),ENC(v))
is used, which takes as input a pair of node embeddings to reconstruct some relation
between the two;

3. A loss function to quantify the error on the decoded embeddings and train the model
parameters.

The main difference between the various approaches is in the way they define those
components.

2.4.1 A bit of history: shallow embeddings

Shallow embeddings are one of the most rudimentary attempts at learning on graphs.
While they are important for historical reasons, these approaches have intrinsic limitations
and are now considered obsolete.

Idea. The idea of shallow embeddings is to learn a matrix Z ∈ R|V |×d , where each row
Z[u] is the embedding of node u and |V | is the number of nodes in the network, to minimize
the reconstruction loss over some similarity function [125].

Specifically, Z is optimized using an encoder-decoder architecture [125], where:

• The encoder ENC(u) is just a lookup based on the node ID, i.e. ENC(u) = Z[u];

• The decoder DEC(u) is a deterministic function that decompresses some information
about the node from the learned embeddings.

As an example, in the case of pair-wise decoders, the shallow-embedding architecture
can be optimized to minimize the reconstruction loss function so that:

DECpairwise(ENC(u),ENC(v))≈ S[u,v] (2.1)
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where S[u,v] is some similarity function between the nodes u and v. For instance, a pairwise
decoder can learn to reconstruct the topology of the graph by predicting the existence of links
between each pair of nodes.

DEClink : Rd ×Rd →{0,1} (2.2)

DEClink(ENC(u),ENC(v)) = A[u,v] (2.3)

Laplacian eigenmaps Laplacian eigenmaps [154] have been proposed by Belkin et al.
in 2001. In particular, they define a pairwise decoder as the L2 distance between the
node embeddings DEC(u,v) = ||zu − zv||22 and a loss function (for each pair of nodes u,v)
Lu,v = DEC(u,v) ·S[u,v] that penalizes similar nodes with distant embeddings [125].

Inner-product methods A common class of shallow embedding methods defines the
decoder as the inner-product between the learned embeddings [125]. That is, the decoder
has form DEC(u,v) = z⊤u zv: the larger the dot product between the two embeddings, the
more similar the two nodes are. Various methods differ in the similarity measure learned,
and most use the Mean Square Error (MSE) as loss function. For example, GraRep [155]
defines the similarity using powers of the adjacency matrix, while High-Order Proximity
preserved Embedding (HOPE) [156] relies on general similarity measures (e.g. dice).

Random-walk based methods A more efficient class of shallow embedding methods
relies on random walks to learn the embeddings [125]. For instance, node2vec [157], while
still using the inner product decoder, combines Breadth-first Sampling (BFS) with Depth-first
Sampling (DFS) in a flexible way in the encoder, using biased random walks to capture both
local and higher-order properties of the network nodes.

Multilayer extension A possible generalization of shallow embeddings to multilayer
networks is OhmNet [158]. OhmNet applies the node2vec algorithm discussed above to
encode the neighborhood of nodes, and then encodes any dependency between the layers in a
hierarchical way, where the hierarchy is represented using a directed tree M .

Specifically, OhmNet tries to solve the following maximum likelihood problem:

max
f1,..., fM

∑
l∈L

Ωl −λ ∑
j∈M

C j (2.4)

where L is the set of layers, and the two components are:
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• Per-layer task-related objectives Ωl , independent of each other, which estimate the
node embedding in each layer l and make similar nodes in the same layer close together
in the embedding space. This is achieved using the node2vec algorithm;

• Hierarchical dependency objectives C j, which make nodes in nearby layers close
together in the embedding space. This is achieved using a regularization term computed
for each node u ∈ Mi where Mi is the set of the layers that belong to the sub-hierarchy
rooted at i. Specifically, the regularization term, which is used to make sure the
representation of the node u in each element of the hierarchy is similar to the parent’s,
has form:

ci(u) =
1
2
|| fi(u)− fπ(i)(u)||22 (2.5)

where π is the parent-child mapping of the hierarchy, such that π(i) is the parent of i.

C j is just the sum of ci for every level of M:

C j(u) = ∑
u∈Mi

ci(u) (2.6)

Limitations Shallow embedding techniques have serious limitations rooted at their very
design [125], as they learn a vector for each node by directly optimizing the matrix Z, which
makes the approach computationally inefficient as there is no parameter-sharing and the
number of parameters grows linearly with the number of nodes (O(d · |V |)). This leads
to another drawback as the approach is inherently transductive, i.e., does not support any
kind of generalization to new nodes or networks. Moreover, feature-rich networks are not
supported since the encoder only maps nodes to vectors from the matrix, without any way to
provide node or edge features.

2.4.2 Deep embedding: Graph Neural Networks (GNNs)

Graph Neural Networks (GNNs), often called graph convolutional networks for their
similarity with Convolutional Neural Networks, are another class of algorithms that aim
to learn on graphs and that is becoming increasingly popular thanks to its properties and
performance in many tasks.

The name and the idea of GNNs dates back to 2008 with the seminal work by Scarselli et
al. [159], who proposed an information diffusion based model that extended the Recurrent
Neural Networks to support generic graphs (i.e., cyclic, directed and undirected, whereas
RNNs’ input is limited to acyclic directed graphs only), and also extended the random walk
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models. Such model produced an output for each node by aggregating the local information
(node and edge features, and the output at the previous processing step) from its neighborhood
using functions with learnable parameters. After many years being unnoticed, GNNs have
been lately re-discovered, and the local-neighborhood aggregation idea at their core, which
is somehow similar to the one of CNNs, became the generic framework that inspires most of
the works proposed in the literature.

In particular, by Graph Neural Networks we now mean a generic neural message passing
architecture where each layer of the model performs a message passing iteration. Graph
Neural Networks are often considered a generalization of the convolution operator, used by
Convolutional Neural Networks (CNNs) and that made the success of Deep Learning, to
graph-structured data [127]. In fact, while the CNNs are well-defined for Euclidean data
(images are grids of pixels), the convolution needs a new formulation for non-Euclidean
domains like graphs and manifolds. Such convolution operator for graphs should be used
to define more complex encoder functions that leverage both the topology of the graph and
also the node features. Specifically, like in the Euclidean convolutional models where, in
each convolutional layer, a kernel (i.e., a learned tensor) is used to multiply and aggregate
the neighborhood of each pixel, the graph convolution operator aggregates the features of
the local neighbors of each node using some learned function. The output values provided
by the aggregation are higher-level features that will be fed to the next layer of the model,
producing a hierarchical representation.

In the last years, many GNN layers have been proposed by researchers and the interest in
the field keeps growing thanks to the large availability of graph structured data and to the many
interesting applications. For instance, GNNs have been used to perform node classification
or regression — e.g., classifying entities like users or assigning them a score —, but also to
perform graph classification or regression (by aggregating all the node embeddings together)
and even to perform link prediction — i.e., the prediction of whether a link (modeling a
relation, interaction, etc.) exists between two nodes (e.g., users, molecules, etc.).

In the following, we formalize and detail GNNs, their usage and their applications.

2.4.2.1 The message passing architecture detailed

Formally, the (k+1)-th Graph Neural Network layer computes the embedding h(k+1)
u of

node u as [125]:

hu
(0) = xu (2.7)

hu
(k+1) = UPDATE(k)(h(k)

u , AGGREGATE(k)({h(k)
v ,∀v ∈ Nu)}) (2.8)



2.4 Learning graph representations 37

where xu are the input node features, Nu is the local neighborhood of node u, and UPDATE(k)

and AGGREGATE(k) are two arbitrary learnable and differentiable functions. In other words,
the features of the target node u are updated with a learnable function that accounts for
the current features and for the (learnable) aggregation of the ones of its neighbors. As an
example, we illustrate a single propagation step in Figure 2.1b.
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(a) A toy-example rich-network with the input node features tensor X0.
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(c) Embedding computation with self-loops.

Fig. 2.1 GNN message passing example. Simple toy-example to show a propagation step
performed by a single GNN layer.

It should be noted that this formulation produces node embeddings that depend both on
the input node features xu and on the topology of the graph.

Graph Neural Networks share many desirable properties with their Euclidean ancestors.
For instance, the locality of the convolutional operator ensures low computational complexity;
the parameter sharing (i.e., all nodes are processed by the same Neural Networks) makes
them spatially efficient and allows them to generalize to previously unseen nodes and graphs
(inductive capability); they are permutation invariant. In comparison, shallow embedding
methods lack these properties (plus the leveraging of node features), which explains why the
GNN approach has become so popular.
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2.4.2.2 Message passing with self-loops

A simplification of the GNN framework in equation 2.8, used by many layers in the
literature, consists in removing the UPDATE by considering each node as its own neighbor
(i.e., by adding self-loops). The generic GNN layer then becomes [125]:

h(k+1)
u = AGGREGATE(k)({h(k)

v ,∀v ∈ Nu ∪{u}}) (2.9)

While equation 2.9 has the advantage of simplifying the training and reduce over-
fitting [125], it has the main drawback of not being able to distinguish between the incoming
features from the neighbors and the node itself. As an example, we illustrate a single
propagation step in a GNN with self-loops in Figure 2.1c.

2.4.3 Generic model architecture

So far we have defined the generic Graph Neural Network layer and their advantages
over shallow embeddings. Let’s see how they are used in a generic Geometric Deep Learning
model.

Monoplex Geometric Deep Learning Model

1

. . . K

Node
classification

EmbeddingGNN layers

. . .

Graph
classification

Link
prediction

. . .H(1)

ApplicationApplication

H(K)

. . .

. . .

Input

+

X

Fig. 2.2 A Geometric Deep Learning model example. K is the number of convolutional
layers, X are the input node features. The node embeddings H(K), can be used in various
applications.

As shown in Figure 2.2, the generic Geometric Deep Learning model takes as input the
graph plus the features of its nodes (X) and, depending on the GNN layers used, also link
weights or features.

The first processing of the graph happens in the GNN layers, where the topology is
used to propagate and combine the node (and the edge) features. After K GNN layers,
each followed by an activation function, the output node embeddings (that are high-level
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Fig. 2.3 Example of computational tree of a model with two GNN layers (K = 2) in the
network shown in Figure 2.1a. For simplicity’s sake, we consider layers without the UPDATE
function.

node features learned hierarchically) can be used for any task and fed, for instance, to a
Multi-Layer Perceptron to perform node classification or regression.

From a graph perspective, the computation of node u’s embedding h(K)
u is the propagation

of the node features in a bottom-up fashion in a tree where the root is the node u itself and
the nodes at each layer k are u’s k-hops neighbors. After K iterations, h(K)

u are the (final)
node embedding of node u. This means that the more GNN layers are stacked together, the
farther the node features will propagate in the graph, building higher level node features
hierarchically that capture some high-order pattern; for comparison, in the CNN case lines
are combined to find angles, which are combined to find shapes, etc. That is, a model with K
GNN layers is able to capture and aggregate the whole K-hop neighborhood of each node u.

As an example, in Figure 2.3 we show the propagation tree of a model with two GNN
layers that use self-loops.

2.4.4 Pooling layers

Like in the case of Euclidean convolutional models, pooling layers that aggregate the
embeddings of nodes have been defined. There are two motivations for aggregating nodes
via pooling layers:

• Learning the embedding of the entire graph, as discussed in Section 2.4.5;
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• Coarsening the input graph to learn hierarchical representations, like in CNNs. The
next GNN layer in the model will take as input a coarsened graph where each node
(and its features) is the aggregation of a cluster of nodes.

While the simplest pooling layer consists in considering the mean or the max of a sub-set
of node embeddings, more complex ones have been proposed.

For instance, Li et al. [160] define a graph-level representation that can be generalized as
in the following [161]:

ri =
Gi

∑
n

softmax
(︂

Θatt(H
(K)
i ∥Xi)

)︂
n
⊙Θnn(h

(K)
n ∥xn) (2.10)

where Gi is either the entire graph or a sub-graph, Hi and Xi are embedding of and the input
features of Gi, Θatt : RF → R is a neural network that provides a soft-attention score for the
node and decides what nodes are relevant for the task, while Θnn : RF → RF ′

is a generic
neural network.

In another work, Ying et al. propose DiffPool [162] to coarsen the graph with learned
cluster assignments. Specifically, they aggregate the graph as in the following:

H(k+1) = softmax(S(k))⊤ ·H(k) (2.11)

A(k+1) = softmax(S(k))⊤ ·A(k) · softmax(S(k)) (2.12)

where A is the adjacency matrix, H is the node embedding matrix and S ∈ RN(k)×C(k+1)
is the

learned cluster assignment. Note that N(k) is the number of nodes after layer k and C(k+1)

is the number of clusters, and that each ai j ∈ A(k+1) represents the connectivity strength
between clusters i and j. Regarding S, it is learned by adding the following two auxiliary loss
functions, meant to make the training of the coarsening matrix easier, to the loss of the task.

L
(k)

LP = ∥A(k)− softmax(S(k)) softmax(S(k))
⊤∥F (2.13)

L
(k)

E =
1

N(k)

N(k)

∑
n=1

H(S(k)
n ) (2.14)

where H is the entropy function. While L
(k)

LP is the link prediction loss, L
(k)

E is used to
regularize the entropy of the clustering.
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2.4.5 Graph embedding

The GNN framework discussed so far does not allow to compute a graph embedding
directly. However, many applications require graph-level information, for instance in the case
of graph classification or regression. The common approach to overcome this limitation is to
aggregate the embeddings of all the nodes in the graph via pooling layers. The motivation
is that, since the node embeddings capture some local characteristics of the graph, by
aggregating them one would get some global information about the graph itself.

2.4.6 Link embedding

The GNN framework does not provide an explicit way to compute the embedding of links.
The common approach in the literature is to apply some function to the embeddings of the
end nodes, like concatenation, sum, element-wise product or even a Multi-Layer Perceptron.
This can be motivated from a Network Science perspective with the fact that the link is a
relation between the two nodes, and as such it directly depends on the nodes themselves (and,
therefore, on their embedding).

As an example, if concatenation is applied, the embedding of the link euv from node u to
node v is h(K)

(u,v) = h(K)
u ∥h(K)

v .

2.4.7 Some examples of GNN layers

After defining the general framework, let’s have a look to some of the most common
GNN layers.

2.4.7.1 Graph Convolutional Networks (GCN)

One of the first layers defined after the re-emergence of GNNs is Graph Convolutional
Networks (GCN) by Kipf et al. [163]. GCNs use self-loops to remove the UPDATE function,
and only have one trainable matrix. The incoming embeddings from each neighboring node
is normalized by the (square root of the) product of the degrees (strengths) of the two nodes.

Formally, the GCN layer is defined as:

h(k+1)
u = W(k)

∑
∀v∈Nu∪{u}

ev,u√
susv

h(k)
v (2.15)

where W(k) is the trainable weight matrix, ev,u is the weight of the link from v to u (1 if the
graph is unweighted), and sv and su are the strengths of the nodes.
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Equation. 2.15 can also be defined in matrix form as follows:

H(k+1) =
(︂

D̂−1/2ÂD̂−1/2
)︂

H(k)W(k) (2.16)

where H is the features’ tensor, Â = A+ I is the adjacency matrix with self-loops and D̂ is
the diagonal degree matrix of Â. Using Â instead of A is known as renormalization trick and
solves numerical instabilities and exploding/vanishing gradients in deep models.

Thus, time complexity of a GCN layer is:

O(GCN)≃ O( f (k) · f (k+1) · |V |+ f (k+1) · |E|) (2.17)

where f (k) is the number of (input) features at layer k and f (k+1) is the number of output
features, and |V | and |E| are the number of nodes and edges respectively.

2.4.7.2 GraphSAGE

In [130], Hamilton et al. propose GraphSAGE to process large graphs, thanks to the
sampling performed in each node neighborhood.

Formally, GraphSAGE layers are defined as:

h(k+1)
u = W(k) · [h(k)

u ∥AGGREGATE(k)({h(k)
v ,∀v ∈ N K

u })] (2.18)

where N K
u is the sampled neighborhood of node u and includes K nodes.

The aggregation function should be symmetric (i.e. invariant to input permutations),
which ensures that the model can be trained and applied to any isomorphism and produce the
same result. The authors define three variants based on three different aggregation functions:

• Mean aggregator, very similar to the base and GCN approach, it just computes the
mean between the features;

• Pooling aggregator, which returns the element-wise minimum or maximum;

• RNN aggregator, which uses a Long-Short Term Memory (LSTM) with randomly
permuted inputs, since LSTMs are non-symmetric per se.

The time complexity of a GraphSAGE layer is:

O(GraphSAGE)≃ O(r(k) · f (k) · f (k+1) · |V |) (2.19)

where f (k) is the number of (input) features at layer k, f (k+1) is the number of output features,
|V | is the number of nodes and r(k) is the number of sampled neighbors for each node.
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2.4.7.3 Graph Attention Networks (GAT)

An important work by Veličković et al. [164] borrows the attention mechanism [165]
from the Natural Language Processing (NLP) field to assign importance weights to each
neighboring node and improve the aggregation function. Specifically, they compute an
attention coefficient αu,v for each neighboring node, used to scale its incoming embedding.
This definition resembles the one of transformers used in NLP, the main difference being
that the attention is computed only for the neighboring nodes and not for the full graph.

GAT do not define an UPDATE function, and the AGGREGATE is just the sum of the
features of its neighbors, scaled with their own attention coefficient.

Formally, the GAT layer is defined as:

h(k+1)
u = W(k)

∑
∀v∈Nu∪{u}

α
k
u,vW(k)h(k)

v (2.20)

where W(k) is the trainable parameters matrix,

α
(k)
u,v = softmax(LeakyReLU(e(k)u ))v (2.21)

and
e(k)u,v = a⊤[W(k)h(k)

u ||W(k)h(k)
v ] (2.22)

Graph Attention Networks also allow defining multiple attention heads. That is, each layer
can compute the embedding multiple times (one per head, each with their own independent
weights matrix) and then concatenate or sum them. This is meant to capture multiple patterns,
in a similar way to the multiple filters (3D kernels) applied in the CNNs.

The time complexity of a GAT layer is

O(GAT)≃ O(h( f (k) · f (k+1) · |V |+ f (k+1) · |E|)) (2.23)

where f (k) is the number of (input) features at layer k and f (k+1) is the number of output
features, h is the number of heads, and |V | and |E| are the number of nodes and links in the
network.

2.4.7.4 Simple Graph Convolution (SGC)

In their work, Li et al [166] show that GCNs, and in general convolutional-style layers,
are affected by the over-smoothing of the hidden representations of locally connected nodes.
Specifically, due to the feature propagation in the K-hops neighborhood, deep models tend to
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lose the local neighborhood information and to produce similar embeddings for all nodes.
This is particularly true for layers that use the self-loop update mechanism, but also affects
any model where the weight assigned the neighbors’ features is larger than the one of the
node itself.

Wu et al. [167] address the problem of over-smoothing and try to relieve its effect by
defining the Simple Graph Convolution layer (SGC), a "possible predecessor" of GCNs
obtained removing most of their complexity. More in detail, they remove the non-linearity
between the GCN layers and collapse the resulting function in a single linear transformation.
In their experiments, the resulting model achieves the same or superior performance to the
GCNs in many tasks.

In matrix form, SGC can be expressed as

Y =
(︂

D̂−1/2ÂD̂−1/2
)︂K

XW(K) (2.24)

where Y is the output of the model, X is the node features matrix, W(k) is the trainable
parameters matrix, Â = A+ I is the adjacency matrix with self-loops and D̂ is the diagonal
degree matrix of Â. As in GNNs in equation 2.16, the renormalization trick is used. However,
the main difference with GNNs is that SGC process the K-hop neighborhood directly in a
single layer, producing the output for each from the input matrices. From this perspective,
eq. 2.24 can be re-written as:

S =
(︂

D̂−1/2ÂD̂−1/2
)︂

(2.25)

Y = SKX W(K) (2.26)

. The authors note that the first product of the equation corresponds to the feature extraction
phase, while the second corresponds to applying a fully connected layer, e.g., for classification
or regression tasks. In other word, the SGC do not perform message passing, which solves
the over-smoothing problem and improves the time complexity of the model.

2.4.7.5 GCN via Initial residual and Identity mapping (GCNII)

In their work, Chen et al. [168] propose Graph Convolutional Network via Initial residual
and Identity mapping (GCNII), a GNN layer that extends the Graph Convolutional Networks
(GCN) and addresses the over-smoothing problem in a different way than the SGC discussed
previously, the final goal being allowing the use of deep networks. Specifically, they propose
a layer with a residual connection to (a learned function of) the input node features and with
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an identity mapping. Both have various empirical and theoretical motivations, and we refer
the Reader to their paper for the details.

Formally, the GCNII layers are defined as:

H(k+1) =
(︂
(1−α)SH(k)+αH(0)

)︂(︂
(1−β )I+βW(k)

)︂
(2.27)

β = log
(︃

θ

k
+1

)︃
(2.28)

where H(k) is the node embeddings in matrix form, H(0) is the (input) node features matrix
or its learned transformation (i.e., via fully-connected layers) to reduce/augment the number
of dimensions, W(k) is the trainable parameters matrix, S =

(︂
D̂−1/2ÂD̂−1/2

)︂
, Â = A+ I is

the adjacency matrix with self-loops and D̂ is its diagonal degree matrix (the renormalization
trick is used), α is the strength of the residual connection to the input node features and θ is
a hyperparameter used to compute the strength of the identity mapping. It should be noted
that, the deeper the layer (i.e., the higher k), the smaller the identity mapping will be.

The computational complexity of GCNII is the same as GCNs, i.e., it is:

O(GCNII)≃ O( f (k) · f (k+1) · |V |+ f (k+1) · |E|) (2.29)

where f (k) is the number of (input) features at layer k and f (k+1) is the number of output
features, and |V | and |E| are the number of nodes and edges respectively.

2.4.7.6 SignedGCN

SignedGCN (SGCN) [169], proposed by Derr et al., is a GNN layer designed to process
signed networks and has motivations based on balance theory. In particular, each SGCN layer
produces two representations for each node, one for the positive and one for the negative
neighbors. Formally, the first SGCN layer in a model with K layers is defined as [161]

h(1)
upos = W(0)

pos

[︄
1

|N +
u | ∑

v∈N +
u

xv,xu

]︄

h(1)
uneg = W(0)

neg

[︄
1

|N −
u | ∑

v∈N −
u

xv,xu

]︄ (2.30)
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and the following ones as [161]

h(k+1)
upos = W(k)

pos

[︄
1

|N +
u | ∑

v∈N +
u

h(k)
vpos ,

1
|N −

u | ∑
v∈N −

u

h(k)
vneg,h

(k)
upos

]︄

h(k+1)
uneg = W(k)

neg

[︄
1

|N +
u | ∑

v∈N +
u

h(k)
vneg ,

1
|N −

u | ∑
v∈N −

u

h(k)
vpos ,h

(k)
uneg

]︄ (2.31)

where h(k)
upos and h(k)

uneg are respectively the positive and negative representations of node u after
k SGCN layers, and N +

u and N −
u are the neighbors of node u connected by positive and

negative links respectively. The output embedding h(K)
u is then computed as the concatenation

of the positive and negative representations:

h(K)
u = h(K)

upos ∥h(K)
uneg (2.32)

2.4.7.7 Temporal Graph Neural Networks (TGN)

The Graph Neural Network layers analyzed so far do not handle any temporal information
explicitly. However, real-world graphs are, in many cases, the result of a temporal dynamics.
For instance, acquaintance or friendship networks may gain new links when users meet new
people, or may even lose some of them in time. Thus, if the temporal dynamics has a role
in the target of the learning, ignoring it and learning on the static graph instead may lead to
wrong results. To overcome this limitation, some time-aware GNNs have been proposed.
While most attempts focus on Discrete-Time Dynamic Graphs (DTDG), i.e., the temporal
dynamics of the graph is represented by a list of graph snapshots, Temporal Graph Neural
networks (TGN) have been recently proposed by Rossi et al. [147] to deal with Continuous-
Time Dynamic Graphs (CTDG), i.e., the timestamp of the events is continuous. That is,
they can handle graphs where the timestamp events are not binned, and produce the node
embeddings at each timestamp. Specifically, TGN support node-wise and interaction events
(edges between source and target nodes), and also the addition and deletion of nodes and
interactions (edges).

How do TGN work? The key idea of Rossi et al. is to include a memory module that stores
the state for each node and that should encode the node’s history and long-term dependencies.
Specifically, when new nodes are seen for the first time, their memory entry is created and
initialized to a vector of zeros. The state of each node is then updated after each event
involving that node and is fed along with the input node features when node embeddings are
produced.
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In order to process events, authors first transform them into messages using some (learn-
able) function that produces a message for each node involved. For instance, a node-wise
event is transformed into a single message for the node, whereas interaction-events are
transformed in a message for the source and one for the target nodes. Each event will be later
used to update the memory. For sake of simplicity, in their work they choose the identity
function to transform events into messages (i.e., no learning is performed at this stage). It
is worth mentioning that, during the training, Rossi et al. divide the events in batches to
improve the efficiency. In each batch the messages involving the same node are aggregated
using a message aggregator (e.g., by mean or by keeping only the most recent).

Regarding the embedding generation, they propose various embedding strategies. The
most interesting employs a slightly modified Temporal Graph Attention (TGAT) from
Xu [170], an extension of the Graph Attention Networks (GAT) for Discrete-Time Dynamic
Graphs. In particular, it generates embeddings at a generic timestamp t as follows:

h(k)
u (t) = MLP(k)(h(k−1)

u (t), h̃(k)
u (t)) (2.33)

h̃(k)
u (t) = MultiHeadAttention(k)(q(k)(t),K(k)(t),V(k)(t)) (2.34)

q(k)(t) = h(k−1)
u (t)∥φ(0) (2.35)

K(k)(t) = V(k)(t) = C(k)(t) (2.36)

C(k)(t) =
Nn

v=1

[︂
h(k−1)

v (t)∥ euv(tv)∥φ(t − tv)
]︂

(2.37)

h(0)
u (t) = su(t)+vu(t) (2.38)

where φ is a generic time encoding, su(t) and vu(t) are the memory entry and the features of
node u, and where each attention head of equation. 2.34 is computed as in [165]:

Attention(Q,K,V ) = softmax
(︃

QK⊤
√

dk

)︃
V (2.39)

with Q, K and V being the query node, the keys and the values respectively and dk being the
number of dimensions of the keys K.

It should be noted that input node features in equation 2.38 are sum with the memory
entry of that node (i.e., the embedding of its history), so the spatial convolution also accounts
for the past events. Using a spatial convolutional network to generate the embeddings has the
advantage of countering the stale memory problem that occurs when the memory of a node
has not been updated in a long time. In fact, even if there is no recent event regarding that
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node (i.e., its memory has not been updated recently), it is likely that one of its neighbors has
been involved in some event. Moreover, as shown in equation 2.37, each message-passing
iteration in the convolutional network also includes information about the edge (the event)
that links the two nodes, and its encoded time.

Authors test TGN in the node classification and link prediction tasks on various datasets,
including Twitter networks with temporal information about tweets, retweets, etc. and,
according to their results, they outperform any other static or DTDG convolutional network
tested.

For more information about the TGN and the TGAT, we refer the Reader to the respective
papers.

2.4.8 Training methodology

While the training methodologies of Geometric Deep Learning are the same of the
Euclidean counterpart (e.g., supervised, unsupervised, reinforcement), due to the graph-
structure of the data, a more precise definition of the generalization capabilities of a model to
new data is required. In fact, while in the case of Euclidean data the new observations are
independent of the others, in the case of nodes (or links) there is a relationship with the other
observations (e.g., a new node may be connected to others, a link connects two nodes, etc.).

To clarify the generalization capabilities of the model, the following terms are used to
define the methods [125]:

• Transductive: a model that is trained on the full graph, without computing the loss
on test nodes (i.e., without providing their label), and that is used to predict the label
of the test nodes. This implies that the entire structure of the graph is leveraged
during training, affecting also the embedding (thus, the predictions) on test nodes.
Considering that labeled and unlabeled data is used together during the training, the
training methodology is often called semi-supervised;

• Inductive: a model trained on a sub-graph without the test nodes and their edges, and
will later predict their labels on the full graph. That is, test nodes are completely
unobserved during training. The training methodology is, therefore, called supervised.

2.5 Explaining the GNNs

The good performance of Graph Neural Networks in many interesting and meaningful
applications gave rise to the following question: "why do GNN models work?" or, more
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specifically: "What characteristics of the graph do they capture? And how?". Answering
these questions would not only open a window on these black-boxes, making them more
transparent, but would also offer insights about the problem resolution, that could help better
understand the problem itself. That is the case, for instance, of medical applications where it
might be hard to find a common pattern between patients by human inspection. Moreover,
understanding the GNNs could help in fixing the mistakes the model makes by improving
the model itself or with new data.

2.5.1 GNNExplainer

The first and most famous attempt to answer these questions is GNNExplainer [171].
Given the prediction on a node, GNNExplainer returns a sub-graph Gs of the input graph

G and the weight of each input feature such that the prediction error (w.r.t. the original
prediction) made on the sub-graph and the weighted features is reasonably small.

An advantage of GNNExplainer is that it considers the model as a black-box: it is model
agnostic as it acts only on the input graph and features. However, the initial formulation is
only suitable for classification tasks.

Formally, for each node, the sub-graph and the features mask are learned by maximizing
the mutual information following equation:

max
Gs,F

MI(Y,(Gs,XF
s )) = H(Y )−H(Y |G = Gs,X = XF

s ) (2.40)

which is equivalent to minimizing the following conditional entropy, as the entropy is constant
for a trained model (i.e., predictions do not change):

min
Gs,F

H(Y |G = Gs,X = XF
s ) (2.41)

where Y is the probability of the node belonging to each of the classes, G is the input graph
and Gs its explanation sub-graph, X is the matrix of input node features and XF

s the matrix of
the node features masked by F . That is, GNNExplainer attempts to learn what most affected
the prediction for a given node by maximizing the probability of the prediction, and does so
by minimizing the uncertainty of the model when the prediction is limited to Gs with features
matrix XF

s . Note that Gs ⊆ Gc, the computation sub-graph for that node, i.e., that sub-graph
of the node’s K-hop neighborhood in which a model with K GNN layers propagates the
features.
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It is also worth mentioning that the above optimization is not directly tractable as the
possible number of Gs is exponential with the number of nodes in Gc, and the authors learn
an approximation that works well in practice.

While the computational complexity of GNNExplainer depends on the computation
graph of each node, authors note that the resulting explanation sub-graphs are connected and
smaller than the K-hop neighborhoods in which a model with K GNN layers propagates the
features, which allows GNNExplainer to operate even on large graphs.

Authors also propose a way to perform class-level explanations. For more details, we
refer the Reader to their paper.

2.6 Software libraries

One of the main issues of developing applications based on cutting-edge algorithms and
techniques is the lack of high quality implementations. However, that is not the case of
Geometric Deep Learning. In fact, despite it being a recent field, there are many frameworks
that provide stable and high performance implementations of the most popular algorithms in
the literature.

While the most popular (according to the stars and forks of the respective GitHub repos-
itories) is PyTorch Geometric [161], an open-source library built on-top of PyTorch [172]
that is actively developed and receives large community contributions, other libraries exist
and are gaining popularity. For instance, Deepmind released Graph Nets [173] in 2018 and
later Jraph [174] for JAX. Other libraries are Stellargraph [175] and Deep Graph Library
(DGL) [176].



Chapter 3

Learning Network Dismantling

3.1 Introduction

Several empirical systems consist of nonlinearly interacting units, whose structure and
dynamics can be suitably represented by complex networks [177]. Heterogeneous connectiv-
ity [178], mesoscale [179, 180], higher-order [181, 182] and hierarchical [183] organization,
efficiency in information exchange [184] and multiplexity [80, 81, 73, 87], are distinc-
tive features of biological molecules within the cell [185], connectomes [186], mutualistic
interactions among species [187], urban [188], trade [189] and social [190–192] systems.

However, the structure of complex networks can dramatically affect its proper function-
ing, with crucial effects on collective behavior and phenomena such as synchronization in
populations of coupled oscillators [193], the spreading of infectious diseases [194, 195]
and cascade failures [196], the emergence of misinformation [197, 198] and hate [199] in
socio-technical systems or the emergence of social conventions [200]. While heterogeneous
connectivity is known to make such complex networks more sensitive to shocks and other
perturbations occurring to hubs [71], a clear understanding of the topological factors —
and their interplay — responsible for a system’s vulnerability still remains elusive. For
this reason, the identification of the minimum set of units to target for driving a system
towards its collapse — a procedure known as network dismantling — attracted increasing
attention [201–205] for practical applications and their implications for policy-making. Dis-
mantling is efficient if such a set is small and, simultaneously, the system quickly breaks
down into smaller isolated clusters. The problem is, however, NP-hard and while percola-
tion theory provides the tools to understand large-scale transitions as units are randomly
disconnected [206, 207, 74, 208], a general theory of network dismantling is missing and
applications mostly rely on approximated theories or heuristics.
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Here, we develop a computationally efficient framework — named GDM (Graph Dis-
mantling with Machine learning) and conceptually described in Figure 3.1 – based on
machine learning, to provide a scalable solution, tackle the dismantling challenge, and gain
new insights about the latent features of the topological organization of complex networks.
Specifically, we employ Graph Neural Networks, overcoming the limitations of classic
(Euclidean) deep learning and operate on graph-structured data. These layers, inspired by the
convolutional layers that empower most of the deep learning models nowadays, aggregate
the features of each node with the ones found in its neighborhood by means of a learned
non-trivial function, producing high-level node features. While the machine is trained on
identifying the critical point from dismantling of relatively small systems — that can be easily
and optimally dismantled — we show that it exhibits remarkable inductive capabilities, being
able to generalize to previously unseen nodes and way larger networks after the learning
phase.

This work follows and combines two recent trends in Machine Learning: learning on
synthetic data and generalizing to real-world instances [209], and learning heuristics to
tackle/solve hard combinatorial problems on graphs [210, 13]. While the motivation behind
the latter is easy to understand, as — thanks to the increasing availability of data — graphs
are becoming larger and larger and many interesting applications would be unfeasible due
to computational constraints, the idea of learning on synthetic data can be motivated by the
unlimited availability of (easily) generated examples with training labels. Thanks to their
inductive capabilities and extensive training, Deep Learning models trained on synthetic
data are able to generalize to real-world instances, providing a useful tool to approach hard
problems in general.

3.2 Proposed framework

3.2.1 Model architecture

The machine learning framework proposed here consists of a (geometric) deep learning
model, composed of graph convolutional-style layers and a regressor (a multilayer percep-
tron), that is trained to predict attack strategies on small synthetic networks – that can be
easily and optimally dismantled – and then used to dismantle large networks, for which
the optimal solution cannot be found in reasonable time. To give an insight, the graph
convolutional-style layers aggregate the features of each node with the ones found in its
neighborhood by means of a learned non-trivial function, as they are inspired by the convolu-
tional layers that empower most of the (Euclidean) deep learning models nowadays. More
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Fig. 3.1 Training a machine to learn complex topological patterns for network disman-
tling. To build our training data, we generate and dismantle small networks optimally and
compute the node features. After the model is trained, it can be fed the target network (again,
with its nodes’ features) and it will assign each node n a value pn, the probability that it
belongs to the (sub-)optimal dismantling set. Nodes are then ranked and removed until the
dismantling target is reached. The machine learning architecture used consists of graph
convolutional-style layers (Graph Attention Network layers) coupled with linear layers —
that provide residual connections between consecutive layers — followed by a regressor (i.e.,
a Multilayer Perceptron) with a sigmoid activation function that constrains the pn value to
the [0,1] range.
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practically, the (higher-order) node features are propagated by the neural network when many
layers are stacked: deeper the architecture, i.e., the more convolutional layers, the farther the
features propagate, capturing the importance of the neighborhood of each node.

Specifically, we stack a variable number of state-of-the-art layers, namely Graph Attention
Networks (GAT) [164], discussed in Section 2.4.7.3, that are based on the self-attention
mechanism (also known as intra-attention) which was shown to improve the performance
in natural language processing tasks [211]. These layers are able to handle the whole
neighborhood of nodes without any sampling, which is one of the major limitations of other
popular convolutional-style layers (e.g., GraphSage [130]), and also to assign a relative
importance factor to the features of each neighboring node that depends on the node itself
thanks to the attention mechanism. The basic idea is somehow similar to the Collective
Influence approach, with the main differences being that the geometric deep learning model
learns a weighted sum function from the training data to aggregate many node features,
whereas the Collective Influence just sums the degrees, and also that the model aggregates
the whole L-hop neighborhood ball, not just its frontier. These high-level features, hL

n , are
then fed to a regressor that returns pn, a scalar value between zero and one that represents
the node’s structural importance indicator used in our work.

The actual implementation of our model relies on PyTorch Geometric library [161] on-top
of PyTorch [212], while the handling of the graphs (i.e., implementation of the data structures,
removal of the nodes and the computation of the connected components) is performed using
graph-tool [213].

3.2.2 Training

We train our models in a supervised manner. Our training data is composed of small syn-
thetic networks (25 nodes each) generated using the Barabási-Albert (BA), the Erdős-Rényi
(ER) and the Static Power law generational models that are implemented in iGraph [214]
and NetworkX [215]. Each synthetic network is dismantled optimally using brute-force and
nodes are assigned a numeric label (the learning target) that depends on their presence in the
optimal dismantling set(s). That is, we find all the minimum size solutions using brute-force
(i.e., we try all the combinations of nodes) that reduce the Largest Connected Component
(LCC) to a given target size, ∼ 18% in our tests; then, the label of each node is computed as
the number of optimal sets it belongs to, divided by the total number of optimal solutions.
For example, if there is only a set of optimal size, we assign a label value of 1 to the nodes in
that set and 0 to all other nodes; if there are two optimal solutions, we assign 1 to the nodes
that belong to both sets, 0.5 to the ones that belong to a single set and 0 to all the others. This
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is meant to teach the model that some nodes are more critical than others since they belong
to many optimal dismantling sets.

We stress that the training label is arbitrary and others may work better for other training
sets or targets. Moreover, while we train on a generic purpose dataset that includes both power
law and ER networks, the training networks can also be chosen to fit the target networks, e.g.,
by using networks from similar domains or with similar characteristics.

3.2.3 Node features

Considering that the model can process any features’ combination, one could just choose
to stuff every suitable node metrics that comes to their mind and, since it is proven that Deep
Neural Networks learn the feature importance, let them do the rest. On the other hand, it
could also be tempting to use no features at all (e.g, a constant value for every node) since
Kipf et al. [163] showed that their Graph Convolutional Network (GCN), a particular type of
convolutional-style graph neural networks, can learn to linearly separate the communities
based on the network structure alone and on minimal supervision (one labelled node per
community), meaning that convolutional-style neural networks can leverage the network
topology to assign a higher-level node feature that describes its role in the network.

We argue that, while the first idea could make sense for scenarios where training data is
abundant and the features are cheap to compute, and while the second shows worse (with
respect to models with simple features) but still interesting performance, it makes sense to
perform some feature selection a priori to keep the computational complexity of the attack
low and also to speed up the learning process. With that in mind, we pick node degree
(plus its chi-square value1 over the local neighborhood), k–coreness and local clustering
coefficient as node features.

3.2.4 Parameters

We run a grid search to test various combination of model parameters, which are reported
here, and select the models that better fit the dismantling target (i.e., lower area under the
curve or lower number of removals).

• Convolutional-style layers: Graph Attention Network layers.

– Number of layers: from 1 to 4;

1The chi-square value of the degree of node i is computed as χ2
i = (E[d]−σd)

2/E[d], where d is the degree
of neighboring nodes.
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– Output channels for each layer: 5,10,20,30,40 or 50, sometimes with a decreas-
ing value between consecutive layers;

– Multi-head attentions: 1,5,10,15,20 or 30 concatenated heads;

– Dropout probability: fixed to 0.3;

– Leaky ReLU angle of the negative slope: fixed to 0.2;

– Each layer learns an additive bias;

– Each layer is coupled with a linear layer with the same number of input and
output channels;

– Activation function: Exponential Linear Unit (ELU). The input at each convolu-
tional layer is the sum between the output of the GAT and the linear layers;

• Regressor: Multi Layer Perceptron

– Number of layers: from 1 to 4;

– Number of neurons per layer: 20,30,40,50 or 100, sometimes with a decreasing
value between consecutive layers.

• Learning rate: fixed to 10−5;

• Epochs: we train each model for 50 epochs;

3.3 Dismantling synthetic and real-world systems

In our experiments, we dismantle empirical complex systems of high societal or strategic
relevance (e.g., biological, social, infrastructure, communication, trophic and technological
systems), our main goal being to learn an efficient attack strategy. To validate the goodness of
such a strategy, we compare against state-of-the-art dismantling methods, such as Generalized
Network Dismantling (GND) [205], Explosive Immunization (EI) [216], CoreHD [217], Min-
Sum (MS) [204] and Collective Influence (CI) [203], using local (node degree and its χ2

value), second-order (local clustering coefficient), and global (k–core value) node features as
input features.

To quantify the goodness of each method in dismantling the network, we consider the
Area Under the Curve (AUC) encoding changes in the Largest Connected Component (LCC)
size across the attacks. The LCC size is commonly used in the literature to quantify the
robustness of a network, because systems need the existence of a giant cluster to work
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properly. The AUC indicator2 has the advantage of accounting for how quickly, overall, the
LCC is disintegrated: the lower the area under the curve, the more efficient is the network
dismantling.

As a representative example, we show in Figure 3.2a the result of the dismantling process
for the corruption network [218], built from 65 corruption scandals in Brazil, as a function
of the number of removed units. Results are shown for GDM and for the cutting-edge
algorithms mentioned above. In Figures 3.2b and 3.2c, instead, we show the structure before
and after dismantling, respectively. Our framework disintegrates the network faster than
other methods: to verify if this feature is general, we perform a thorough analysis of several
empirical systems.

GDM +R
GND +R

MS +R
CoreHD

CI 2

(a) Dismantling process. (b) Original network. (c) Attacked network.

Fig. 3.2 Dismantling the Brazilian corruption network. (a) GDM and state-of-the-art
algorithms with reinsertion of the nodes are compared. The network before (b) and after
(c) a GDM attack is shown. The color of the nodes represents (from dark red to white) the
attack order, while their size represents their betweenness value. In the attacked network,
darker nodes do not belong to the LCC, and their contour color represents the component
they belong to.

3.3.1 Dismantling empirical systems

Figure 4.2 shows the performance of each dismantling method on each empirical system
considered in this study, allowing for an overall comparison. On average, our approach
outperforms the others. For instance, Generalized Network Dismantling’s cumulative AUC
is ∼ 12% higher and the Min-Sum algorithm is outscored by a significant margin, which
is remarkable considering that our approach is static — i.e., predictions are made at the

2We compute the AUC value by integrating the LCC(x)/|N| values using Simpson’s rule.
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beginning of the attack — while the other ones are dynamic — i.e., structural importance
of the nodes is (re)computed during the attacks. For a more extensive comparison with
these approaches, we also introduce a node reinsertion phase using a greedy algorithm
which reinserts, a posteriori, those nodes that belong to smaller components of the (virtually)
dismantled system and which removal is not actually needed in order to reach the desired
target [204]. Once again, our approach outperforms the other algorithms: even without
accounting for the reinsertion phase, GDM performs comparably with GND + reinsertion
and outscores the others, highlighting how it is able to identify the more critical nodes of a
network.

Heuristic GDM GND EGND Adaptive degree EI σ1 Pagerank Degree Betweenness MS EI σ2 GDM +R GND +R CoreHD MS +R CI ℓ−2
Network

ARK201012_LCC 100.0 99.7 100.1 103.3 128.4 103.1 104.9 123.3 130.9 3883.7 94.5 87.6 92.6 95.8 114.6
advogato 100.0 108.0 105.5 101.8 111.6 150.1 113.4 114.8 112.6 494.5 94.8 97.5 102.1 102.7 98.8
arenas-meta 100.0 129.0 141.9 103.6 120.4 114.8 116.4 142.4 120.5 579.3 90.8 92.5 95.5 94.9 96.9
cfinder-google 100.0 160.4 246.5 99.5 233.7 113.5 141.3 377.9 682.8 1609.3 67.5 105.6 101.0 166.9 114.0
corruption 100.0 99.3 126.9 157.3 236.3 147.5 400.1 166.7 864.8 1141.9 97.6 147.4 138.6 139.6 176.6
dblp-cite 100.0 113.3 121.7 113.5 111.7 114.7 131.6 119.0 139.8 533.5 103.9 108.5 132.3 132.5 117.1
dimacs10-celegansneural 100.0 85.0 95.9 103.1 105.7 116.4 120.8 125.1 117.5 182.2 94.2 103.8 111.6 110.3 99.7
dimacs10-polblogs 100.0 107.5 97.1 102.1 115.5 112.5 117.9 114.8 107.5 262.3 98.4 108.4 106.0 104.9 104.6
econ-wm1 100.0 130.3 114.4 109.8 128.0 131.0 129.4 132.7 107.7 309.3 99.6 109.4 106.0 105.9 126.3
ego-twitter 100.0 116.8 115.8 108.9 103.0 107.8 108.8 133.3 167.3 6017.4 98.8 98.2 114.4 111.7 103.9
eu-powergrid 100.0 75.9 89.1 138.8 73.8 180.1 163.5 174.5 290.9 3313.0 64.4 66.5 83.4 92.8 109.4
foodweb-baydry 100.0 104.5 99.5 98.1 103.0 120.5 122.3 109.4 104.4 125.2 97.8 98.0 101.2 99.3 110.6
foodweb-baywet 100.0 110.2 108.4 99.6 103.9 123.6 125.4 112.9 106.8 128.3 98.5 108.5 102.1 101.8 113.0
inf-USAir97 100.0 112.4 117.8 130.4 147.0 117.1 139.1 128.6 164.0 633.6 100.1 117.2 103.7 107.6 129.8
internet-topology 100.0 95.6 95.8 99.1 113.9 109.2 131.4 122.9 138.6 3879.9 94.8 84.7 100.2 101.7 103.0
librec-ciaodvd-trust 100.0 113.1 115.5 117.6 129.4 120.5 139.8 114.9 126.6 634.5 104.3 114.4 124.4 126.3 126.1
librec-filmtrust-trust 100.0 108.9 118.3 117.7 112.8 131.8 148.4 158.9 168.7 1308.2 89.7 95.5 106.8 98.6 98.0
linux 100.0 97.9 101.1 116.2 84.5 176.0 190.8 365.1 150.0 1035.2 78.3 71.4 74.1 80.1 92.1
loc-brightkite 100.0 100.2 100.3 98.6 97.7 104.3 110.9 122.1 106.7 593.9 89.5 99.7 92.1 92.4 93.0
maayan-Stelzl 100.0 144.1 133.0 102.5 114.3 113.4 127.7 137.0 111.7 1269.6 96.3 113.4 107.1 105.2 105.4
maayan-figeys 100.0 104.3 120.2 100.7 155.9 127.3 146.9 153.4 129.5 1656.6 98.0 100.1 123.7 123.4 99.5
maayan-foodweb 100.0 111.5 94.6 114.7 147.8 118.9 123.8 126.2 154.6 268.7 100.0 125.5 136.1 144.4 173.9
maayan-vidal 100.0 111.0 106.7 103.3 101.6 109.1 110.6 123.9 114.1 843.9 90.1 102.5 95.6 97.9 97.3
moreno_crime_projected 100.0 105.8 86.0 191.2 139.2 157.6 218.8 180.6 976.7 2103.3 82.7 88.8 100.3 104.1 126.2
moreno_propro 100.0 115.9 123.6 115.6 87.9 126.1 123.5 146.7 145.2 1985.3 90.7 94.6 92.2 93.1 96.3
moreno_train 100.0 104.9 104.9 107.1 124.0 149.5 156.0 134.7 176.9 408.8 100.0 109.7 115.6 120.3 211.6
munmun_digg_reply_LCC 100.0 116.3 108.6 98.5 109.4 106.5 108.3 117.5 98.9 556.8 95.6 104.0 99.0 98.4 98.5
opsahl-openflights 100.0 101.2 106.2 127.2 109.9 123.2 135.4 123.6 157.3 807.7 84.4 92.0 102.6 111.3 120.9
opsahl-powergrid 100.0 36.9 69.4 148.6 37.0 173.4 180.9 183.9 164.3 1508.1 43.1 42.1 51.4 52.5 65.6
opsahl-ucsocial 100.0 122.1 116.1 99.9 118.5 105.9 109.9 109.8 108.8 342.0 97.0 106.1 105.8 106.0 101.7
oregon2_010526 100.0 106.8 101.5 108.8 131.1 101.6 130.5 114.6 162.0 3247.5 90.0 80.5 113.0 112.8 95.1
p2p-Gnutella06 100.0 128.5 120.4 108.5 108.6 111.6 125.1 118.4 108.7 274.0 101.4 120.4 110.1 108.4 109.1
p2p-Gnutella31 100.0 133.6 NaN 109.1 112.7 110.3 123.1 129.5 109.2 474.4 102.3 121.6 110.4 108.8 109.8
pajek-erdos 100.0 112.2 107.5 103.3 119.9 103.3 104.6 106.7 122.8 2790.7 98.2 106.9 116.7 113.9 101.0
petster-hamster 100.0 92.5 90.9 122.7 103.8 135.1 127.2 123.8 166.7 402.6 91.5 93.3 96.2 96.5 98.6
power-eris1176 100.0 199.1 218.0 340.2 171.7 253.5 622.5 430.2 632.6 1957.4 86.6 154.8 161.3 157.8 153.7
route-views 100.0 99.3 99.1 101.8 133.2 103.5 103.5 112.3 131.5 4340.9 94.0 82.0 93.0 95.2 112.5
slashdot-threads 100.0 100.1 102.2 99.5 122.5 104.6 105.4 114.2 117.6 1495.8 96.1 95.8 115.7 115.1 97.9
slashdot-zoo 100.0 99.2 100.1 95.6 120.9 103.3 106.8 124.0 112.4 683.8 95.2 97.7 106.9 105.9 96.5
subelj_jdk 100.0 107.6 110.2 115.1 113.0 144.2 181.5 346.9 144.6 1275.7 80.9 84.7 84.8 81.0 103.4
subelj_jung-j 100.0 102.1 111.6 122.0 118.4 150.7 185.7 334.6 143.1 1295.0 80.1 88.5 82.9 72.2 101.5
web-EPA 100.0 148.4 157.6 102.2 141.1 104.9 109.7 137.7 158.1 1471.9 101.1 115.6 133.8 132.8 107.3
web-webbase-2001 100.0 127.6 130.0 165.0 196.6 216.3 165.4 207.7 3603.1 55066.4 64.7 50.1 76.6 82.6 80.9
wikipedia_link_kn 100.0 107.3 102.6 103.7 113.2 124.8 143.6 140.3 128.8 NaN 92.9 98.0 113.9 113.5 96.8
wikipedia_link_li 100.0 120.3 145.4 132.8 151.8 120.5 165.2 110.6 211.9 1049.4 107.2 151.0 177.5 174.5 157.8

Average 100.0 111.7 115.4 119.1 123.6 128.7 151.1 158.9 273.3 2596.4 91.5 100.8 106.9 108.7 112.1

Table 3.1 Per-method area under the curve (AUC) of real-world networks dismantling. The
lower the better. The dismantling target for each method is 10% of the network size. We
compute the AUC value by integrating the LCC(x)/|N| values using Simpson’s rule, and
each value is scaled to the one of our approach (GDM) for the same network. +R means that
the reinsertion phase is performed. CoreHD and CI are compared to other +R algorithms as
they include the reinsertion phase. EGND for p2p-Gnutella31 is missing as the computation
was killed after 10d.
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In Table 3.1 we report the same results in numerical form. The table also includes other
commonly used static attack approaches that remove the nodes in descending importance
order according to some node centrality metric. While many heuristics fall in this category,
we compare with the removal of nodes in descending degree [219], betweenness [219] and
PageRank [57]. Our approach outperforms all these static approaches with a significant
margin, even the ones with higher computational complexity (e.g., the betweenness-based
one).

For the full dismantling curves (i.e., LCC as a function of the removed nodes), we refer
the Reader to the Figures 3.7 and 3.8 of Section 3.3.5.
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Fig. 3.3 Dismantling empirical complex systems. Per-method cumulative area under the
curve (AUC) of real-world networks dismantling. The lower the better. The dismantling
target for each method is 10% of the network size. Each value is scaled to the one of our
approach (GDM) for the same network. GND stands for Generalized Network Dismantling,
EGND for Ensemble approach for GND (in both GND and EGND, cost matrix W = I), MS
stands for Min-Sum, EI σ1 stands for Explosive Immunization (σ1) algorithm and CI for
Collective Influence. +R means that the reinsertion phase is performed. CoreHD and CI are
compared to other +R algorithms as they include the reinsertion phase. Also, note that some
values are clipped (limited) to 3x for the MS heuristic to improve visualization.
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3.3.2 Dismantling large empirical systems

Fig. 3.4 Dismantling empirical complex large systems. Per-method cumulative area under
the curve (AUC) of real-world networks dismantling. The lower the better. The dismantling
target for each method is 10% of the network size. We compute the AUC value by integrating
the LCC(x)/|N| values using Simpson’s rule, and each value is scaled to the one of our
approach (GDM) for the same network. GND stands for Generalized Network Dismantling
(with cost matrix W = I) and MS stands for Min-Sum. +R means that the reinsertion phase is
performed. Also, note that some values are clipped (limited) to 3x for the MS heuristic to
improve visualization.

We extend the comparison against the more promising state-of-the-art algorithms (GND
and MS with and without reinsertion, and CoreHD) to 12 large networks with up to 1.8M
nodes and up to 2.8M edges. As shown in Figure 3.4, the results on smaller empirical
networks are confirmed even for the large ones, although with smaller margins (i.e., ∼ 5.6%
and ∼ 5.6% against GND, respectively with and without the reinsertion phases) This is
still impressive as the proposed approach is static while the others recompute the nodes’
structural importance during the dismantling process, which involves many removals for
these networks (e.g., 70K on hyves network) and changes the network topology drastically,
confirming the validity of our approach.



3.3 Dismantling synthetic and real-world systems 62

Heuristic GDM GND MS GDM +R GND +R MS +R CoreHD
Network

citeseer 100.0 102.2 111.2 92.8 91.3 95.0 94.3
com-dblp 100.0 109.6 184.5 91.5 108.3 92.4 91.2
digg-friends 100.0 100.9 140.5 97.0 103.6 120.7 121.2
douban 100.0 120.8 132.7 102.6 129.3 131.6 132.9
email-EuAll 100.0 97.0 192.1 100.0 100.0 147.4 148.5
hyves 100.0 109.3 133.6 101.6 109.6 131.9 133.6
loc-gowalla 100.0 103.2 105.4 89.7 91.9 91.0 90.5
munmun_twitter_social 100.0 105.2 140.5 100.2 112.4 138.5 137.3
petster-catdog-household 100.0 100.7 164.7 95.4 98.0 143.4 144.7
tech-RL-caida 100.0 104.8 147.2 86.9 94.3 82.8 80.2
twitter_LCC 100.0 93.6 98.8 85.3 81.4 83.0 84.7
wordnet-words 100.0 120.4 234.5 100.0 110.8 111.0 109.7

Average 100.0 105.6 148.8 95.3 102.6 114.1 114.1

Table 3.2 Per-method area under the curve (AUC) of real-world large networks dismantling.
The lower the better. The dismantling target for each method is 10% of the network size.
We compute the AUC value by integrating the LCC(x)/|N| values using Simpson’s rule, and
each value is scaled to the one of our approach (GDM) for the same network. +R means that
the reinsertion phase is performed. CoreHD and CI are compared to other +R algorithms as
they include the reinsertion phase.

In Table 3.3, we also report the prediction (if any) and dismantling time of each of
the above-mentioned methods to give a better idea on what their different computational
complexities mean and translate into.
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Prediction time Dismantle time

Heuristic GDM CoreHD GDM GND MS
Network

citeseer 00:00:03.4 00:00:22.9 01:30:17.1 03:43:51.6 01:26:21.5
com-dblp 00:00:02.9 00:00:14.9 00:22:30.7 04:57:25.6 00:59:38.4
digg-friends 00:00:02.8 00:00:19.9 00:08:01.9 00:30:55.5 01:11:37.4
douban 00:00:01.3 00:00:06.1 00:01:10.1 00:03:34.8 00:11:40.4
email-EuAll 00:00:02.4 00:00:07.8 00:00:10.7 00:01:14.9 00:09:49.0
hyves 00:00:13.5 00:00:36.6 03:08:02.7 08:21:22.8 02:03:26.9
loc-gowalla 00:00:02.0 00:00:15.9 00:17:22.3 01:27:28.0 00:46:15.0
munmun_twitter_social 00:00:04.3 00:00:14.3 00:00:53.5 00:07:53.4 00:29:13.9
petster-catdog-household 00:00:03.9 00:00:40.6 00:44:20.5 03:58:17.1 02:16:02.8
tech-RL-caida 00:00:01.8 00:00:12.1 00:07:23.7 04:14:34.1 00:29:30.8
twitter_LCC 00:00:04.4 00:00:13.0 00:32:01.0 05:33:36.3 00:19:18.8
wordnet-words 00:00:01.4 00:00:12.1 00:03:34.0 01:23:52.1 00:22:28.5

Table 3.3 Real-world large networks dismantling timings. The lower the better. Time
format is HH:MM:SS.s. MS and GND do not have prediction time as they refresh the
predictions during the dismantling, while there is no CoreHD dismantling column as we use
our dismantler.

3.3.3 Dismantling synthetic systems

We also validate the approach on synthetic networks. Specifically, we test on Erdős-Rényi
(ER) networks (average degree kavg = 4), on Configuration Model networks (CM) with power
law distribution (γ = 2.5 and kavg = 4) and on Stochastic Block Model (SBM) networks
(group size fixed to 100, pintra = 0.1 and pinter =

5
|N|). We generate 10 realizations with 1K,

10K and 100K nodes each and average the results.
As reported in Figure 3.5 and Table 3.4, this time the best approach is Min-Sum, scoring

6% and 3% lower AUC than GDM and GDM+R, respectively.
The reason behind this slightly lower GDM performance can be found in our training

set and on what the models learn. Specifically, we train on networks generated using three
different models, which teaches the models to look for patterns that turn out to be sub-
optimal in the long term (as no re-computation is made during the process) when it comes to
specific synthetic networks. It should also be noted that GND — the second best-performing
algorithm on real-world networks — is the worst of the tested algorithms on synthetic
networks.
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Fig. 3.5 Dismantling synthetic complex systems. Per method cumulative area under the
curve (AUC) of the dismantling of synthetic networks. The lower the better. Each value is
the average on 10 different instances, and is scaled to the AUC of our approach (GDM) for
the same network type. CM stands for Configuration Model, ER stands for Erdős-Rényi, and
SBM stands for Stochastic Block Model.
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Heuristic GDM EI σ1 GND MS GDM +R CoreHD GND +R MS +R
Network

CM (100K) 100.0 97.3 114.5 92.6 94.5 93.2 106.0 92.3
CM (10K) 100.0 96.7 126.1 93.9 95.5 94.5 109.5 93.6
CM (1K) 100.0 96.9 118.2 95.1 96.6 95.6 107.5 94.8
ER (100K) 100.0 95.5 109.7 93.9 96.6 95.4 107.2 93.8
ER (10K) 100.0 95.3 109.5 93.9 96.6 95.6 106.9 93.7
ER (1K) 100.0 95.5 107.3 94.5 96.6 95.8 105.4 94.2
SBM (100K) 100.0 95.0 96.9 94.5 96.7 95.2 96.0 94.1
SBM (10K) 100.0 94.8 94.0 94.5 96.7 95.3 94.4 94.1
SBM (1K) 100.0 95.2 91.9 94.9 96.9 95.4 93.5 94.4

Average 100.0 95.8 107.6 94.2 96.3 95.1 102.9 93.9

Table 3.4 Synthetic network results table. Per method area under the curve (AUC) of the
dismantling of synthetic networks. The lower the better. Each value is the average on 10
different instances, which is scaled to the AUC of our approach (GDM) for the same network
type.

3.3.4 Enhancement of node metric based heuristics

An interesting feature of our framework is that it can enhance existing heuristics based
on node descriptors, by employing the same measure as the only node feature, as shown in
Fig. 3.6.

Specifically, in order to better understand how our framework is able to outperform
cutting-edge algorithms, we compare existing node metric-based heuristics (e.g., removal
of nodes in degree order) against GDM models that employ the corresponding node metric
as the only node feature. As an example, in Figure 3.6 we display the enhancement of the
degree and the betweenness based heuristics in the left and right columns respectively. These
GDM-enhanced heuristics effectively outperform the vanilla ones, highlighting the fact that
the model is able to capture the importance of the nodes thanks to the feature propagation
discussed before. This also gives an important insight as the model seems to learn correlations
between node features.
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(a) arenas-meta degree (b) arenas-meta betweenness

(c) foodweb-baywet degree (d) foodweb-baywet betweenness

(e) inf-USAir97 degree (f) inf-USAir97 betweenness

Fig. 3.6 Heuristics enhancement. Comparison of degree and betweenness vanilla heuristics
with their GDM-enhanced versions on the arenas-meta, foodweb-baywet and inf-USAir97
networks.
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3.3.5 Dismantling curves

In Figure 3.7, we display the dismantling of most of our test networks and compare with
the state-of-the-art algorithms and with the heuristics introduced in the previous paragraph.
As previously mentioned, one of the advantages of our approach is that we can choose the
best model to reach a given objective. As an example, we show the models that lower the
area under the curve (GDM AUC) and the removals number (GDM #Removals), which may
overlap for some networks. We also show the dismantling performing the reinsertion phase
and compare with state-of-the-art algorithms in Figure 3.8.
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(a) arenas-meta (b) corruption

(c) douban (d) econ-wm1

(e) foodweb-baywet (f) hyves
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(g) inf-USAir97 (h) librec-ciaodvd-trust

(i) maayan-foodweb (j) maayan-Stelzl

(k) moreno-crime-projected (l) opsahl-openflights
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(m) p2p-Gnutella06 (n) petster-hamster

(o) power-eris1176 (p) tech-RL-caida

(q) twitter_LCC (r) wordnet-words

Fig. 3.7 Dismantling curves without reinsertion phase. Dismantling of some networks in
our test set. We compare against the algorithms without reinsertion in Tables 3.1 and 3.2 and
show both the models with lower area under the curve (GDM AUC) and with lower number
of removals (GDM #Removals), which may overlap for some networks.
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(a) arenas-meta (b) corruption

(c) douban (d) econ-wm1

(e) foodweb-baywet (f) hyves
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(g) inf-USAir97 (h) librec-ciaodvd-trust

(i) maayan-foodweb (j) maayan-Stelzl

(k) moreno-crime-projected (l) opsahl-openflights
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(m) p2p-Gnutella06 (n) petster-hamster

(o) power-eris1176 (p) tech-RL-caida

(q) twitter_LCC (r) wordnet-words

Fig. 3.8 Dismantling curves with reinsertion phase. Dismantling of some networks in our
test set. We compare against the algorithms with reinsertion phase in Tables 3.1 and 3.2
and show both the models with lower area under the curve (GDM +R AUC) and with lower
number of removals (GDM +R #Removals), which may overlap for some networks.
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3.4 Early-warning signals of systemic collapse

Another relevant output of our method is the calculation of a damage score that can
be used to predict the impact of future attacks to the system. Accordingly, we introduce
an estimator of early warning that can be used for inform policy and decision making in
applications where complex interconnected systems – such as water management systems,
power grids, communication systems and public transportation networks – are subject to
potential failures or targeted attacks. We define Ω, namely Early Warning, as a value between
0 and 1, calculated as follows. We first simulate the dismantling of the target network using
our approach and call So the set of virtually removed nodes that cause the percolation of the
network. Then, we sum the pn values predicted by our model for each node n ∈ So and define

Ωm = ∑
n∈So

pn. (3.1)

The value of the Early Warning Ω for the network after the removal of a generic set S of
nodes is given by

Ω =

⎧⎨⎩Ωs/Ωm if Ωs ≤ Ωm

1 otherwise
(3.2)

where Ωs = ∑
n∈S

pn.

The rationale behind this definition is that the system will tolerate a certain amount of
damage before it collapses: this value is captured by Ωm. Ω will quickly reach values close
to 1 when nodes with key-role in the integrity of the system are removed. Of course, the
system could be heavily harmed by removing many less relevant nodes (e.g., the peripheral
ones) with an attack that causes a small decrease in LCC size over time, and probably get a
low value of Ω. However, this kind of attacks does not need an early-warning signal since
they do not cause an abrupt disruption of the system and can be easily detected.

3.4.1 Why do we need an Early Warning signal?

One may wonder why do we need an Early Warning signal, since it is common to evaluate
the structural integrity using, for instance, the Largest Connected Component of the system.

In this Section we try to answer with a simple toy-example shown in Figure 3.9.
Specifically, the toy-example network in Figure 3.9a is composed of two cliques (fully

connected sub-networks) connected by a few border nodes (bridges) that also belong to the
respective cliques. Many dismantling approaches (like the degree and betweenness-based
heuristics, or even ours) would remove those bridge nodes first, meaning that the network
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would eventually break in two, as shown in Figure 3.9b. Now, when most of the bridge nodes
are removed (e.g., after 16 removals), the LCC is still quite large as it includes more than
80% of the nodes, but it takes just a few more removals of the bridges to break the network in
two. While Ω is able to capture the imminent system disruption (i.e., the Ω value gets closer
to 1 very fast), the LCC size is not, and one would notice when it is too late. Moreover, the
LCC curve during the initial part of the attack is exactly the same as the one in Figure 3.9c,
showing the removal of nodes in inverse degree (or betweenness) order, which does not cause
the percolation of the system. Again, Ω captures this difference and does not grow, meaning
that a slow degradation should be expected.

(a) Toy-example network composed of two cliques connected by 10 bridges. The size of the nodes
represents their betweenness value and the color (from dark red to white) represents their importance
to the system’s health according to our method.

(b) Degree or betweenness based attack. (c) Inverse degree or betweenness based attack.

Fig. 3.9 Toy-example meant to explain why the LCC is not sufficient to evaluate the
state of the system. The LCC decreases at the same rate during the initial part of both the
attacks shown. Instead, Ω values do not and reach warning levels before the system suddenly
collapses.
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3.4.2 Tests on real-world systems

We test our method on key infrastructure networks and predict the collapse of the system
under various attack strategies (see Fig. 3.10 for details). Remarkably, while the LCC size
decreases slowly without providing a clear alarm signal until the system is heavily damaged
and collapses, Ω grows faster when critical nodes are successfully attacked, reaching warning
levels way before the system is disrupted, as highlighted by the First Response Time, defined
as the time occurring between system’s collapse and an early-warning signal of 50% (i.e.,
Ω = 0.5). Moreover, the first order derivative Ω′

s tracks the importance of nodes that are
being attacked, providing a measure of the attack intensity over time.

Fig. 3.10 Early warning due to network dismantling of real infrastructures. Three
empirical systems, namely the European power grid (left), the North-American power grid
(middle) and the London public transport (right), are repeatedly attacked using a degree-based
heuristics, i.e., hubs are damaged first. A fraction of the most vulnerable stations is shown
for the original systems and some representative damaged states (i.e., before and after the
critical point for system’s collapse), in the top of the figure. The plots show the behavior of
the largest (LCC) and second-largest (SLCC) connected components, as well as the behavior
of Ω, the Early Warning descriptor introduced in this study and the pn value of each removed
node (PI). Transitions between green and red areas indicate the percolation point of the
corresponding systems, found through the SLCC peak. We also show the first response
time in arbitrary units (AU), to highlight how our framework allows to anticipate system’s
collapse, allowing for timely emergency response.
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3.4.3 More Early Warning Ω examples

In addition to the example applications of Ω illustrated above, we also test if it can
detect the collapse of other systems. Specifically, we show the SciKit European power-grid
(eu-powergrid) under random failures, degree or Min-Sum + Reinsertion phase attacks in
Figure 3.11, and also various American roads under Generalized Network Dismantling +
Reinsertion phase attacks in Figure 3.12. In all these scenarios, Ω is able to detect the system
damage and reaches warning levels before the system collapse actually happens, even in case
of multiple large connected components detaching from the larger one as the attack goes on.

(a) Random (b) Degree

(c) MS + R

Fig. 3.11 Early Warning values for the SciKit European powergrid under random failures
and targeted attacks.
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(a) California Roads (b) North-America roads

(c) San Francisco roads

Fig. 3.12 Ω values for three different American road networks under GND +R attacks
(with cost matrix W = I).
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(a) Internet topology (tech-RL-caida)
(b) University of Notre Dame website hyperlinks
network

(c) Stanford University website hyperlinks network

Fig. 3.13 Ω values for three different internet networks under GND +R attacks (with cost
matrix W = I).
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3.5 Understanding the models

After validating the dismantling performance of our approach, an investigation of what
the models are actually learning and how they are making the long-term predictions is needed
to open the black box of Deep Learning and use the resulting insights to improve the state-of-
the-art algorithms. Our investigation, detailed in the following Sections, is twofold: we first
attack some toy-examples to understand the model’s behavior in particular situations, and
then we use GNNExplainer, introduced in Section 2.5.1, to understand what sub-structures
and features are captured by the models. Finally, we investigate if correlations among node
features are exploited for the task.

3.5.1 Models’ behavior

The first part of our analysis consists in investigating the behavior of our approach by
dismantling some toy-example networks. To this aim, we employ the same low computational
complexity node features described before.

The first toy example, shown in Figure 3.14a, is a network built from three ego-networks
joined by a bridge. The betweenness based heuristics3, and also our common sense, would
suggest removing the bridge first, reducing the LCC size to one third of the initial value,
and then remove the nodes at the center of the unconnected ego networks left, for a total of
four removals. Instead, our model predicts a different strategy and removes only the cores
of the ego sub-networks, reaching the same LCC size with just three removals, as shown in
Figure 3.15a.

At this point, we want to probe if the model is just learning to remove the nodes in
descending degree order as the previous example would suggest. If that is the case, in our
second toy example network, composed of a clique with an appended tail as illustrated in
Figure 3.14b, the model would remove the nodes in the clique first, given their high degree.
Instead, the tail is detached first, meaning that the predicted strategy differs from the degree
based one, and both the degree and betweenness-based heuristics are outperformed, as shown
in Figure 3.15b.

3The removal of nodes by descending betweenness centrality order. The node betweenness is a node
centrality measure that captures the importance of the node to the shortest paths through the network.
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(a) Three bridged ego networks.

(b) Tailed clique

Fig. 3.14 Toy examples. The color of the nodes represents (from dark red to white) the
removal order of predicted strategy, while their size represents their betweenness value.

(a) Three bridged ego networks. (b) Tailed clique

Fig. 3.15 Dismantling the toy example networks using our approach, GDM, and the degree
and betweenness based heuristics as comparison.

3.5.2 Explaining the GNN models

The second part of the analysis consists in a deeper analysis of the models obtained by
extracting the sub-structure of the graphs (and of their features) that are relevant to produce
the output for each node. For this purpose, we employ GNNExplainer [171], the novel
framework for explaining Graph convolutional-style networks, to extract the explanation
sub-graphs (the sub-sets of nodes and edges) that most account for the value predicted by the
model for each node.

In order to compute the explanation sub-graphs, we extend the Pytorch Geometric’s
implementation of GNNExplainer to support regression tasks by using a Meean Square Error
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(MSE) loss function. We train the GNNExplainer [171] model for 600 epochs with a 0.01
learning rate, and mask out the edges with weight w lower than E[w]+1.5 ·σw.

What we find in the analysis of the explanation sub-graphs of the networks in our test-set
is that, as in the case of the Brazilian corruption network shown in Fig. 3.16, the model is
removing the nodes that bridge multiple clusters, discovered by combining the input features
and by looking to other bridges in their K-hop neighborhood, which confirms the insight
provided by the toy-examples discussed the previous Section. The identification of this
kind of bridges is achieved thanks to the local and second-order features combined with the
propagation performed by the model. In fact, while Lauri et al. [13] show that the degree, its
χ2 value and the local clustering coefficient can be used to estimate the likelihood a node
belongs to a clique via classical Deep Learning tools, our Geometric Deep Learning model
improves the idea by extending the feature propagation in a K-hop radius and the result is
improved further by the k–core value that helps to filter the nodes at the core of the network.
Although some of the targeted nodes are not the direct cause of large damage to the network,
they are needed to drive the network in a vulnerable state where the removal of other nodes
disrupts it. In other words, the models seem to predict a long-term strategy that aims not
only to remove the Articulation Points (AP, also known as Cut Vertices, are nodes that, when
removed, cause the creation of a new connected component) but also create new ones with
the removal of other non-AP nodes.

This insight led us to investigate further in this direction with an analysis of the Articula-
tion Points as the nodes are removed. Specifically, we compute, removal after removal, the
number of APs in the network and how many of them are in the removal list (R) predicted by
the model.

As shown in Figures 3.17a and 3.17b for the linux and internet-topology networks, the
number of APs increases as nodes are removed, and so do the ones in the removal list, until
there is a natural decay due to the decreasing size of the removal list itself. This trend is
confirmed for most of our the 45 real-world test networks, as shown in Figure 3.19.

Considering the high dismantling performance discussed in the previous sections, this
proves that not only the model is effectively learning to target the nodes that cause the
network collapse when removed together, but also that does so more efficiently than other
algorithms. Note that a strategy barely based on AP removal would not be effective, since an
AP can be one node whose removal separates a giant connected component from a component
consisting of a negligible number of nodes (e.g., only one node). Instead, we demonstrate that
our model is learning to identify the most effective AP for disintegrating the target system:
elegantly, these turn out to be bridges between large clusters, not between one large and one
small cluster.
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Moreover, if we analyze the number of APs in the removal list (|AP∩R|) as a function of
the total number of APs (|AP|), we find that the two are related by a kind of deterministic
dynamics, resembling the one which characterizes chaotic systems and, specifically, chaotic
maps such as the logistic map or the Hénon map, where parabolic attractors emerge when
the state of the system at the n+1-th step is plotted against the state at the n-th step. In our
case, the n-th step coincides with the removal of the n-th node in the removal list. The shape
of the resulting attractor provides a strong characterization of the system and its robustness:
we show an example for each type in Figures 3.17c and 3.17d. More examples can be found
in Figure 3.20. That is, in the first case, the model drives the network in a state where the
nodes in the removal list become Articulation Points, in the latter it mainly removes nodes
that are already APs.

After understanding what the model is learning, we analyze how features account in
the computation of the output values to get an insight on how the model selects the nodes.
While there is no prevailing feature for all the networks — e.g., sometimes the degree is
the key feature, others the K–core value, etc. — an interesting result is that the feature
weight also changes with the score of the nodes. For instance, while the clustering coefficient
is the main feature, scoring up to the 60% of the relative importance, in the first 250
removals of the subelj-jdk network (Figure 3.17f), all the features gain equal weight after that
removal. In the Brazilian corruption network, instead, the node degree is the most important
feature to identify the first nodes to remove, but other features gain more importance to
identify less important nodes, needed to reach the dismantling target. These results confirm
that the definition of new algorithms based on these insights is extremely hard, as the
weight of each feature is adapted by the model to the topology and to the patterns in the
network. At this point, it is plausible to assess that our framework learns correlations among
node features. To probe this hypothesis, in Section 3.5.3 and in Fig. 3.21, we analyze
the configuration models of the same networks analyzed so far: those models keep the
observed connectivity distribution while destroying topological correlations. We observe
that dismantling performance drop on these models, confirming that the existing topological
correlations are learned and, consequently, exploited by the machine. For more details, we
refer the Reader to the dedicated Section 3.5.3.
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Fig. 3.16 Explanation sub-graphs for the first four nodes of the Brazilian corruption network. The model is targeting nodes that act
as bridge between multiple clusters and the choice is also based on neighboring nodes that are bridges themselves.
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|AP | |AP ∩R| Created APs

(a) linux: AP trend. (b) internet-topology: AP trend.

(c) linux: AP and R relation. (d) internet-topology: AP and R relation.
Clustering Coefficient Degree Degree χ2 K-Core

(e) corruption: features importance trend. (f) subelj-jdk: features importance trend.

Fig. 3.17 Understanding our models. The analysis of the Articulation Points of the net-
works (AP) and how many of them are in the removal list (R) shows that the models are
learning a long-term strategy that aims to create new articulation points and remove the
ones that deal most damage to the network. This is achieved using the input node features
discussed above, that allow the identification of clusters and bridges.
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Fig. 3.18 Features’ importance trend. Relative features’ importance in the computation of
each pn value, provided by GNNExplainer, in removal order.
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Fig. 3.19 Articulation Point trend. We compute, removal after removal, the number of APs
in the network (|AP|), the number of APs in the removal list (|AP∩R|) and the number of
created APs.
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Fig. 3.20 Relation between the number of APs and the number of APs in the removal
list. The two are related by a kind of deterministic dynamics, resembling the one which
characterizes chaotic systems and, specifically, chaotic maps such as the logistic map or the
Hénon map, where parabolic attractors emerge when the state of the system at the n+1-th
step is plotted against the state at the n-th step. In our case, the n-th step coincides with the
removal of the n-th node in the removal list. The shape of the resulting attractor provides a
strong characterization of the system and its robustness.
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3.5.3 Dismantling of configuration model rewired networks

We investigate further if the model is learning correlations among node features by
dismantling the configuration model rewirings4 of the networks in our test set. If that is the
case, the dismantling power of our approach on the rewirings should be heavily affected.
In Figure 3.21 we show, for each network, the dismantling of 1000 configuration models
and also the original instance as comparison. In all the tested networks, there is a severe
performance drop. For instance, in Figures 3.21b it takes just ∼ 35 removals to dismantle the
original instance of the Moreno crime network, while the LCC size of the rewired networks
after the same number of removals is still very large (i.e., ∼ 95%). This result confirms our
insight. That is, existing topological correlations are learned and, consequently, exploited by
the machine.

4The configuration model of a network keeps the observed connectivity distribution while destroying
topological correlations, meaning that feature correlations are lost.
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(a) arenas-meta network (b) Moreno crime network

(c) opsahl-openflights network (d) route-views network

Fig. 3.21 Dismantling of configuration model rewirings (light blue, 1000 per network)
and of the original networks (dark blue).
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3.6 Computational complexity

The computational complexity of our approach mainly depends on two elements: 1) the
computational complexity of the node features used and 2) the computational complexity of
the convolutional-style layers in the model. In particular, the convolutional-style layers that
we employ, i.e., the Graph Attention Networks, scale as O(N +E) where N is the number of
nodes and E is the number of edges in the network. Considering that real-world networks are
usually sparse, we assume that O(E)≈ O(N), so O(N +E)≈ O(N), and the computational
complexity of our approach is the maximum between this and the computational complexity
of the features. Given that, the most expensive feature we compute in our experiments is
the k–coreness, that is O(N +E), so the computational complexity of the approach detailed
above is O(N). For what concerns the computational complexity of the brute-force performed
during the training set generation, it is irrelevant as it is a highly parallelizable one-time task
that is performed on very small networks. Moreover, since the neural models can generalize,
there is no need to train them for each dismantling, and the actual time spent training is
negligible.

3.7 Discussion

Our results show that using machine learning to learn network dismantling comes with a
series of advantages. While the ultimate theoretical framework is still missing, our framework
allows one to learn directly from the data, at variance with traditional approaches which rely
on the definition of new heuristics, metrics or algorithms. An important advantage of our
method, typical of data-driven modeling, is that it can be further improved by simply retuning
the parameters of the underlying model and training again: conversely, existing approaches
require the (re)definition of heuristics and algorithms which are more demanding in terms
of human efforts. Remarkably, the computational complexity of dismantling networks with
our framework is considerably low: just O(N +E), where N is system’s size and E the
number of connections — which drops to O(N) for sparse networks (for more information
about the computational complexity, see Section 3.6). This feature allows for applications
to systems consisting of millions of nodes while keeping excellent performance in terms
of computing time and accuracy. We also provide deep-insights about the models that
should help to understand the power of Geometric Deep Learning. Last but not least, from a
methodological perspective, it is worth remarking that our framework is general enough to
be adapted and applied to other interesting NP-hard problems on networks, opening the door
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for new opportunities and promising research directions in complexity science, together with
very recent results employing machine learning, for instance, to predict extreme events [220].

The impact of our results is broad. On the one hand, we provide a framework5 which
disintegrates real systems more efficiently and faster than state-of-the-art approaches: for
instance, applications to covert networks might allow to hinder communications and infor-
mation exchange between harmful individuals. On the other hand, we provide a quantitative
descriptor of damage which is more predictive than existing ones, such as the size of the
largest connected component: our measure allows to estimate the potential system’s collapse
due to subsequent damages, providing policy and decision makers with a quantitative early-
warning signal for triggering a timely response to systemic emergencies in water management
systems, power grids, communication and public transportation networks.

3.8 Dataset

In Table 3.5 we list the test networks used in our experiments with their category and size
(number of nodes and edges). Those networks model systems from various domains (e.g.,
biological, infrastructure and social data and so on), and range from a few hundred of nodes
to more than one million. For more about each network, we refer the Reader to the original
source.

5The code of our framework is available on GitHub at https://github.com/NetworkScienceLab/GDM and on
Zenodo at https://doi.org/10.5281/zenodo.5105911 [221]
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Network Name Category |N| |E| References

ARK201012_LCC CAIDA ARK (Dec 2010) (LCC) Infrastructure 29.3K 78.1K [222]
advogato Advogato trust network Social 6.5K 43.3K [223, 224]
arenas-meta C. elegans Metabolic 453 2.0K [225, 226]
cfinder-google Google.com internal Hyperlink 15.8K 149.5K [227, 228]
citeseer CiteSeer Citation 384.4K 1.7M [229, 230]
com-dblp DBLP co-authorship Coauthorship 317.1K 1.0M [231, 232]
corruption Corruption Scandals Social 309 3.3K [218]
dblp-cite DBLP citation Citation 12.6K 49.6K [233, 234]
digg-friends Digg friends Social 279.6K 1.5M [235, 236]
dimacs10-celegansneural C. elegans (neural) Neural 297 2.1K [237, 48, 238]
dimacs10-polblogs Political blogs (LCC) Hyperlink 1.2K 16.7K [239, 240]
douban Douban social network Social 154.9K 327.2K [241, 242]
econ-wm1 Economic network WM1 Economic 260 2.6K [243]
ego-twitter Twitter lists Social 23.4K 32.8K [244, 245]
email-EuAll EU institution email Communication 265.2K 365.6K [246, 247]
eu-powergrid SciGRID Power Europe Power 1.5K 1.8K [248]
foodweb-baydry Florida ecosystem dry Trophic 128 2.1K [249, 250]
foodweb-baywet Florida ecosystem wet Trophic 128 2.1K [251, 250]
gridkit-eupowergrid GridKit Power Europe Power 13.8K 17.3K [252]
gridkit-north_america GridKit Power North-America Power 16.2K 20.2K [252]
hyves Hyves social network Social 1.4M 2.8M [253, 242]
inf-USAir97 US Air lines (1997) Infrastructure 332 2.1K [254, 243, 255]
internet-topology Internet (AS) topology Infrastructure 34.8K 107.7K [256, 257]
librec-ciaodvd-trust CiaoDVD trust network Social 4.7K 33.1K [258, 259]
librec-filmtrust-trust FilmTrust trust network Social 874 1.3K [260, 261]
linux Linux source code files Software 30.8K 213.7K [262]
loc-brightkite Brightkite friendships Social 58.2K 214.1K [263, 264]
loc-gowalla Gowalla friendships Social 196.6K 950.3K [265, 264]
london_transport_multiplex_aggr Aggregated London Transportation network Transport 369 430 [266]
maayan-Stelzl Human protein (Stelzl) Metabolic 1.7K 3.2K [267, 268]
maayan-figeys Human protein (Figeys) Metabolic 2.2K 6.4K [269, 270]
maayan-foodweb Little Rock Lake food web Trophic 183 2.5K [271, 272]
maayan-vidal Human protein (Vidal) Metabolic 3.1K 6.7K [273, 274]
moreno_crime_projected Crime (projection) Social 754 2.1K [275]
moreno_propro Protein Metabolic 1.9K 2.3K [276–279]
moreno_train Train bombing terrorist contacts Human contact 64 243 [280, 281]
munmun_digg_reply_LCC Digg social network replies (LCC) Communication 29.7K 84.8K [282, 283]
munmun_twitter_social Twitter follows (ICWSM) Social 465.0K 833.5K [284, 285]
opsahl-openflights OpenFlights Infrastructure 2.9K 15.7K [286, 287]
opsahl-powergrid US power grid Infrastructure 4.9K 6.6K [288, 48]
opsahl-ucsocial UC Irvine messages Communication 1.9K 13.8K [289, 290]
oregon2_010526 Autonomous systems Oregon-2 Infrastructure 11.5K 32.7K [291]
p2p-Gnutella06 Gnutella P2P, August 8 2002 Computer 8.7K 31.5K [292, 293]
p2p-Gnutella31 Gnutella P2P, August 31 2002 Computer 62.6K 147.9K [294, 292]
pajek-erdos Erdős co-authorship network Coauthorship 6.9K 11.8K [295, 255]
petster-catdog-household Catster/Dogster familylinks (LCC) Social 324.9K 2.6M [296]
petster-hamster Hamsterster full Social 2.4K 16.6K [297]
power-eris1176 Power network problem Power 1.2K 9.9K [243]
roads-california California Road Network Infrastructure 21.0K 21.7K [298]
roads-northamerica North-America Road Network Infrastructure 175.8K 179.1K [299]
roads-sanfrancisco San Francisco Road Network Infrastructure 175.0K 221.8K [300]
route-views Autonomous systems AS-733 Infrastructure 6.5K 13.9K [301, 247]
slashdot-threads Slashdot threads Communication 51.1K 117.4K [302, 303]
slashdot-zoo Slashdot Zoo Social 79.1K 467.7K [304, 305]
subelj_jdk JDK dependency network Software 6.4K 53.7K [306]
subelj_jung-j JUNG and Javax dependency network Software 6.1K 50.3K [307, 308]
tech-RL-caida Internet router network Infrastructure 190.9K 607.6K [243]
twitter_LCC Twitter users (LCC) Social 532.3K 694.6K [202]
web-EPA Pages linking to epa.gov Hyperlink 4.3K 8.9K [309, 243]
web-NotreDame Notre Dame web pages Hyperlink 325.7K 1.1M [310, 69]
web-Stanford Stanford University web pages Hyperlink 281.9K 2M [311, 312]
web-webbase-2001 Web network Hyperlink 16.1K 25.6K [313, 314, 243]
wikipedia_link_kn Wikipedia links (KN) Hyperlink 29.5K 278.7K [315]
wikipedia_link_li Wikipedia links (LI) Hyperlink 49.1K 294.3K [316]
wordnet-words WordNet lexical network Lexical 146.0K 657.0K [317, 318]

Table 3.5 The networks used to evaluate our approach. For each network, we report the name,
the number of nodes and edges, the category it belongs to and some references.
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3.9 Test environment

Here we detail the environment where our experiments were performed and the tools
used.

All experiments ran on a shared machine equipped with two Intel Xenon E5-2620 CPUs,
128GB RAM and a two core nVidia Tesla K80 (with 12GB VRAM each). More details about
the drivers used and the full package dependency list of our code can be found in the code
package.

Concerning the other algorithms used in our comparison (i.e., GND, EGND MS, CoreHD
and EI), we use authors’ official code with default parameters. Specifically, we use identity
weight input matrix for both GND and EGND (and the relative fine-tuning algorithm), 1K
trials for the EGND.

3.10 Appendix: Network Dismantling exploiting network
geometry

In this Section we briefly introduce the preliminary research conducted during my remote
internship at the Center for Complex Network Intelligence (CCNI) at Tsinghua University,
Beijing, China, with the additional supervision of Dr. Carlo Vittorio Cannistraci, the Director
of the Center.

3.10.1 Introduction

In the previous Sections we outlined how Geometric Deep Learning can be used to
learn the problem of dismantling complex systems. In particular, after demonstrating the
dismantling performance on empirical complex systems, we showed in Section 3.5 that the
models are first identifying as high-priority targets those nodes that bridge between clusters.
That is, removing particular bridge nodes is a viable strategy to deal high damage to the
target system.

During my internship, we aimed at exploiting this insight to design a non-learnable
algorithm to identify such nodes. Specifically, the idea is to leverage the Repulsion-Attraction
(RA) algorithms [319], that assign an edge weight using the local information about its
adjacent nodes, to produce node scores based on network geometry and to remove nodes
according to such score.
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3.10.2 Formulation and Preliminary results

We employ a variant of the Repulsion-Attraction (RA1) score, formally defined as in
equation 3.3 [319], that has motivations rooted in the theory of navigability [320] and uses
local topological information about the adjacent node’s neighborhoods to assign a weight
RA1

L2 to each edge. More in detail, the RA1
L2(i, j) of edge between nodes i and j accounts

for the number of external nodes (i.e., those nodes that do not belong to the common
neighborhood of the adjacent nodes), and for the common neighbors. The former contribute
to the repulsion term, and the latter to the attraction one.

RA1
L2(i, j) =

1+ eRA1L2(i, j)
1+ |CN2i j|

(3.3)

where eRA1L2(i, j) = |E2i j|+ |E2 ji| with E2i j = Ni −CN2i j, CN2i j being the external
neighborhood of i with j.

The RA values are then aggregated at node-level using two different functions (sum and
max) to get a score that can be used to rank the nodes, and define:

RA1
L2Sum(i) =

Ni

∑
j

RA1
L2(i, j) (3.4)

RA1
L2Max(i) =

Nimax
j

RA1
L2(i, j) (3.5)

In addition, we also extend the RA formulation to consider the L3 (2-hop) neighborhood
of each node.

We validate these heuristics on 23 of the networks used to benchmark GDM and detailed
in Section 3.8, and report the preliminary results in Table 3.6. More in detail, while, on
average, the RAs do not outperform GDM, it is interesting to note that some formulations do
with a significant margin in some networks (e.g., RA1 L3 Sum scores almost ∼ 10% less
AUC in the librec-filmtrust-trust network). These promising results suggest that there is a
margin of improvement, for instance by attacking the k–core of the network or by removing
only nodes that belong to the Largest Connected Component of the network.
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Heuristic GDM RA1 L2 Sum (D) RA1 L3 Sum (D) RA1 L2 Max (D) RA1 L3 Max (D)

arenas-meta 100 102.2 204.2 122.1 208.8
corruption 100 141.8 497.8 626.9 785.7
de-powergrid 100 150.4 119.9 152.8 175.1
dimacs10-celegansneural 100 99.2 105.3 122.9 125.6
dimacs10-polblogs 100 98.7 94.5 111.6 110.3
econ-wm1 100 104.4 105.7 115.8 115.7
eu-powergrid 100 154.1 125.2 140.1 158.8
foodweb-baydry 100 97.7 99.2 118.1 118.9
foodweb-baywet 100 98.9 101.2 121.1 122.2
inf-USAir97 100 113.1 107.6 111.8 125.5
librec-filmtrust-trust 100 92.5 90.7 128.8 125.9
london_transport_multiplex_aggr 100 109.1 106.2 140.6 141.1
maayan-foodweb 100 113.3 113.3 206.7 170.8
maayan-vidal 100 108.8 96.3 161.4 116.3
moreno_crime_projected 100 137.4 134.4 272.8 325.4
moreno_propro 100 109.3 105.6 135.4 124.3
moreno_train 100 107.7 99.1 157.4 158.4
opsahl-openflights 100 122.1 104.2 134.4 119.7
opsahl-powergrid 100 130.6 129.8 157.6 167.3
opsahl-ucsocial 100 98.1 95.4 108.3 120
petster-hamster 100 90.1 110.1 105.4 133.9
power-eris1176 100 150.9 472 370.9 349.6
web-EPA 100 101.2 97.9 115.5 115.1

Average 100 114.4 144.2 171.2 183.2

Table 3.6 Preliminary Repulsion-Attraction (RA) results. The Table shows the preliminary
results on a sub-set of 23 real-world networks.



Chapter 4

Learning the Link Building Problem

4.1 Introduction

The increased computational capabilities opened new frontiers to the study of large
scale phenomena and also allows researchers to adopt a different point of view to analyze
traditional problems. From this perspective, the use of network representation to model
interactions among several entities has quickly grown [321], and helps in understanding and
managing different types of network-based phenomena, as in computer communications,
transport infrastructures, online social systems, metabolic reactions, financial markets and
many others [322].

In many of these application scenarios, an important question is how to assess the
importance of a node or, in other words, how to define a measure of its centrality. The
definition of centrality measures is an important topic in the field of network research due to
its various theoretical and practical implications. There are different measures of centrality
depending on the point of view, the context and the meaning of importance that we want
to attribute to a node [323]. For instance, if we are looking for brokers then betweenness
centrality [52, 324] could be the best metric, whereas if the target is prestige the in-degree
can be used, while out-degree is a good metric for activity. The eigenvector-based approach
PageRank [57] is a widely used metric for powerful collaborative partners centrality [325].

In general, all the centrality measures try to answer to the following basic question: how
to rank the nodes (whatever the node represents) according to their position in the network?
When rank is used, regardless of the reason, the improvement of the position is also a topic
of large interest. In fact, a better positioning of the node in the network, with respect to a
specific centrality metric, corresponds to a greater importance of the node in the modeled
system, which translates, in many real-world contexts, into some form of advantage over the
other nodes.
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For example, Google used to rank the web pages via the PageRank metric to determine
the order in which the results of a search were displayed. In a social context, the centrality of
a node can be used to determine the ability of a person to influence others with their own
opinions. In the international trade exchanges, a country that is more central than others
plays a role of strategic importance in the market. It is therefore natural that in some contexts
a node (i.e., the entity behind that it models) wants to increase its rank.

In general, rank improvement strongly depends on the metric behind the ranking and
usually comes with a significant cost (e.g., time spent, money, etc.) that depends on many
factors, so the question of what strategy a node should use to improve its rank arises. For
example, in a social network, one might think of improving the rank of a given person by
establishing new relationships (links) with other people (nodes). But then, two other questions
would follow: "who is it better to establish new relationships with?" and "how many new
relationships are needed to reach a given (target) rank?". The answer to these questions is
not trivial and requires the formulation of a solution that involves cost optimization, which is,
in some cases, computationally expensive.

Several studies [326–331] focused on the improvement of the PageRank value of nodes
when it is employed for the ranking, which is common in the trust context, by creating new
incoming links.

Such problem, also known as Link Building problem or Back-link problem, has been
initially formulated by Olsen in [331]. Informally, given a node x and a rank goal t, it consists
in finding the minimum set S of nodes of the network such that if we establish new links from
these nodes to x its rank improves to the t-th position. A brute force approach that evaluates
all the possible subsets of network’s nodes and selects the smaller one is computationally
expensive and practically unfeasible even for small networks (as will be detailed later). In
fact, it has been show in [330] that the link building problem is NP–hard.

To tackle this problem, several heuristics that exploit domain knowledge to produce
sub-optimal but acceptable solutions have been proposed. However, there is still plenty of
room for improvement as most of them are far from optimal and still are computationally
expensive. We refer the Reader to [326] for a survey.

In this work, we present a novel approach named LB–GDM (Link Building solution based
on GDM) that is based on Machine Learning — specifically on Geometric Deep Learning,
the new research area that bridges Deep Learning and non-Euclidean data [332] — and that
is inspired to the GDM framework, proposed in [1] to solve the network dismantling problem
and discussed in Chapter 3. In particular, we employ the Graph Attention Network [164]
layers, whose capabilities have been extensively demonstrated in the literature [333]. One of
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the most important advantages of our method is that it scales well even to large networks
thanks to its very low computational complexity.

The contribution of this work is not limited to a novel solution for the link building
problem, as the proposed methodology can be easily extended to other similar problems,
such as those involving other centrality metrics.

To validate our proposal, we tested it to 19 real-world networks and analyzed the results
in terms of performance, finding that our approach performs significantly better than the
state-of-the-art heuristics while its computational complexity is comparable or even lower.

The following sections are organized as in the following. Section 4.2 discusses the state-
of-the-art concerning the link building problem, while Section 4.3 formally introduces the
problem. We describe our proposed method, how it works and its computational complexity
in Section 4.4, whereas Section 4.5 illustrates the real-world networks used as test sets, the
experiments carried out with such datasets, and the results.

4.2 Related Works

The basic idea of in-linking dates back to the PageRank algorithm [57], introduced in
1998 by Google’s founders Larry Page and Sergey Brin to assess the relevance P of a web
page by exploiting links towards it coming from other pages, and still inspiring Google
search engine [58]. Google itself describes the algorithm in [334] as follows: PageRank
works by counting the number and quality of links to a page to determine a rough estimate of
how important the website is. The underlying assumption is that more important websites
are likely to receive more links from other websites.

Many studies on PageRank exist, dealing with its computational issues or limitations [335–
339] or aiming at introducing variations (optimizations or extensions) to the original for-
mula [340–342, 327]. PageRank is still an important metrics that is currently applied in
various areas related to document search, such as:

• In web search, to display pages that are relevant to a query issued by users [343];

• In the implementation of the Who to follow service in Twitter [344], based on shared
interests and common connections;

• In E-learning scenarios, to select useful resources in specific topics [345, 346];

• In cars and humans traffic prediction, through public streets and places ranking [347];

• In a recommendation network, to suggest reliable entities to interact with [348, 349].
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In [350], authors discuss other several domains — from chemistry to sports, literature,
neuroscience and others — where PageRank is employed.

Avrachenkov and Litvak [351] study the effect of PageRank when a given page establishes
one or more links to other pages and propose a strategy for an optimal linking acquisition.
They also discuss the impact of back-links modification in some real application such as the
Google ranking of Web pages.

Olsen and other [331, 352] formalize the problem of link building process, study its
complexity and discuss the impact of the topology of the graph on the choice of potential new
back-links. Specifically they find that link building is W[1]-hard. Furthermore, they show
that this problem is in the class of NP optimization problems that allow polynomial-time
approximation algorithms with approximation ratio bounded by a constant. In [330] the
authors highlight that the problem is NP-hard if k is part of the input and present some
algorithms for simple cases.

In a preliminary work [353], we introduce the problem for a new node to achieve the
highest rank possible first establishing the desired rank value and assigning a budget to limit
the cost while increasing the rank. The process involves two stages: first the node establishes
a certain number of trust links with other existing nodes in order to get trusted (therefore
improving its rank), then it tries to increase the rank keeping the cost below the budget as
low as possible. However, a couple of questions arise:

• Which new nodes should it connect to?

• Should it preserve existing trust links or not?

• What are costs associated with these actions?

In [353, 354] some heuristics to solve back-link problem are discussed and a solution whose
complexity is O(|V | · log |V |) is proposed (where |V | is the number of nodes in a network).
Furthermore, the paper presents some results from simulation on random and scale-free
networks which highlight that better rank improvement comes by acquiring long distance
in-links whilst human intuition would suggest selecting neighbors.

In [327] several heuristics to address the back-link are proposed and compared performing
simulations on Scale-Free and Erdős-Rényi networks. The results underline that the long-
distance link approach achieves the best trade-off between cost and increase of rank.
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4.3 Background and formulation

In this section we first recall the PageRank formulation, then we formalize the link-
building problem, and finally we briefly describe some heuristics and their computational
complexity.

4.3.1 PageRank

In this section we outline the basics of PageRank algorithm [57].
In general, PageRank can be considered a centrality measure used to score entities in a

network. It assumes that a network is described as a graph [338, 355, 356] where the nodes
model entities (e.g., agents, people, devices, resources and so on) and the directed links
represent relationships between nodes (e.g., trustworthiness in a social network, or hyperlink
in the web). To assign a score to each network’s node, the PageRank employs a random
walker that represents a web surfer. The surfer moves from a page to another by selecting one
of its out-going links randomly: each link of a web page (the node) has the same probability
1/kout of being followed, where kout is the out-degree (the number of out-going links of the
node). That is, the probability distribution is uniform. However, to cope with the problem of
the so-called sink nodes [57] — i.e. those nodes with no out-going links that would trap the
random walker — at each step the random walker also has a chance of jumping to a random
node (that is, it does not follow any out-link).

To formalize such behavior, let us consider a network represented as a graph G = (V,E)
where V is the set of nodes (or vertices) and E are the directed links (edges) among nodes.
The number of nodes in the graph is n = |V | while the number of links is e = |E|. A link ei j

from a node i to a node j is represented by an ordered couple (i, j) ∈ E.
A common and useful way to represent a graph is through its adjacency matrix A (of

n×n size), where each Ai j is 1 if there is a link going from node i to node j and 0 otherwise.
We also identify with N in

i the in–neighborhood of the node i, i.e. the set of nodes
N in

i = { j ∈V : ∃( j, i) ∈ E}, and with N out
i the out–neighborhood of i, i.e. the set of nodes

N out
i = { j ∈V : ∃(i, j) ∈ E}. In the following we indicate with kin

i and kout
i respectively the

input and out degree of a generic node i, i.e. the number of links incoming/outgoing to/from
i.

Formally:
kin

i = ∑
j∈N in

i

A ji kout
i = ∑

j∈N out
i

Ai j (4.1)
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Let us introduce the link matrix L (n×n) defined as:

Li j =

⎧⎨⎩1/kout
i if Ai j ̸= 0

0 otherwise
(4.2)

The sink vector H (n×1) is defined as:

Hi =

⎧⎨⎩1 if kout
i = 0

0 otherwise
(4.3)

K is the personalization vector of size 1×n. While this vector can be arbitrarily chosen
as long as it is stochastic, a common choice is to make its values all equal to N−1. T = 1n×1

is the teleportation vector, where each element is 1.
As described in [57], the transition matrix M, used in the associated random walker

problem, is derived from the link matrix, the sinks vector, the teleportation vector and the
personalization vector defined above:

M = d(L+HK)+(1−d)T K (4.4)

where d ∈ [0,1] is called damping factor and, in the original implementation [57], it is set to
0.85.

The random surfer model of the PageRank can be mapped to a Markov chain in which
the states are the networks’ nodes and the transitions are the links between nodes. As we
know from the Markov chain theory, the random walk probability vector at step n can be
calculated as:

Pn = M⊤Pn−1 (4.5)

the related random walker problem can be calculated as:

P =
(︂

lim
n→∞

Mn
)︂⊤

P0 = lim
n→∞

(M⊤)nP0 = M⊤
∞ P0 (4.6)

Each element P(i) of the probability vector is the PageRank value of a node i, whose
interpretation is ’the probability for the random surfer of being at a node at any given point
in time during the walk’.

The semantics is that the PageRank algorithm will assign high PageRank values to nodes
that would appear more often in a random surfer walk, i.e. nodes with high PageRank are
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relevant nodes that will be more visited by surfers and this ranking came from the link
structure of the graph.

Finally, in the following we assign the nodes a rank according to the decreasing value of
PageRank, so that the node with the highest value of PageRank in graph G is the first in the
rank. We indicate with R(i)

G the position of the node i in such a list (e.g. R(i)
G = 1 if node i has

the highest value of PageRank in the graph G ).

4.3.2 The link building problem

The PageRank value of a node in a network depends on the nodes it is connected to.
This means that a node x joining the network G can firstly choose its rank t by appropriately
selecting the set of nodes in the network to be pointed by (i.e. its in-neighborhood N in

x ).
As discussed in the previous sections, each link comes with a cost and ideally the in-
neighborhood of x should be the minimum necessary to reach the rank t in order to keep the
cost as low as possible.

The link building (or best in–attachment) problem can be formulated as the problem of
finding the minimum set of nodes S — also called optimal in-attachment set — such that the
R(x)

G ′ = t if we connect nodes in S to x. G ′ = (V ∪{x},E ∪ (S×{x})) is the graph obtained
by adding the set of s = |S| directed links from nodes in S to the node x.

Essentially, we establish s new links from the nodes in S in order to have x’s rank value
equal to t. More formally S is the minimum set such that:

S ⊆V : R(x)
G ′ = t (4.7)

The link building is an NP-hard problem [329], and, in general, it is computationally
challenging to explore all the possible combinations of nodes in order to find the minimum
set S. In fact, to compute the best rank of x with s nodes, we need to explore

(︁n
s

)︁
combinations.

Note that for each combination we need: 1) to compute the PageRank values of all network’s
nodes and 2) to sort nodes according to the decreasing value of PageRank. Moreover, given a
target rank t, we don’t know a-priori the minimum number of in-neighborhood nodes (i.e.
the cardinality s of S) so that x rank R(x)

G ′ = t. For this reason it may be necessary to explore
2n combinations in the worst case, which makes the computation of the optimal solution in
real-life scenarios unfeasible. For instance, a network with only 100 nodes needs more than
1030 computations of the PageRank in the worst case. Due to these computational issues, it
is necessary to find an approximation algorithm to choose a solution acceptably close to the
optimum in a polynomial time.



4.3 Background and formulation 111

4.3.3 State-of-the-art heuristics

In this sub-section we provide an overview of the state-of-the-art heuristics in the litera-
ture [357, 358, 327, 353]. We also report the computational complexity of these heuristics,
which often depends on the number of attachments s needed to reach the desired target. For
a more in-depth analysis, we refer the Reader to the original works referenced.

The link-building heuristics can be divided in problem-agnostic and problem-aware
strategies.

4.3.3.1 Problem-agnostic strategies

Heuristics that do not exploit any problem-specific knowledge belong to this category,
for instance:

• Random. Randomly choose the nodes to get in-links from. This approach is, of course,
computationally inexpensive and its computational complexity only depends on the
number of steps s needed to converge, i.e., it is (O(s)).

• Degree based. Nodes are chosen according to their in-degree (In Degree) or out-degree
(Out Degree), or even a combination of the two. This family of strategies is O(|E|),
where |E| is the number of edges in the network.

• Long-distance based. Nodes farther from the newcomer x are chosen first [327]. If
classic Dijkstra’s algorithm with Fibonacci heap is used, this approach is:

O(|V | · log(|V |) + |E|)

where |V | is the number of nodes in the network.

4.3.3.2 Problem-aware strategies

These heuristics exploit specific information, e.g., focusing on the node metric used
for ranking; while these strategies tend to achieve better results, they usually have higher
computational complexity. For instance, the classical link building problem using PageRank
has a final computational complexity with a multiplicative factor of O(PR), where:

O(PR) = O(|V |3)



4.3 Background and formulation 112

if the exact Gauss method is used, or, using the approximated power method:

O(PR) = m |E|

where m is the number of iterations needed to get a good approximation.
The problem-aware strategies are introduced in the following.

• Anticipated Value. This static strategy computes the value of the PageRank used for the
ranking at the beginning of the link-building process and picks nodes with higher value
first. The PageRank values are not recomputed during the process. Its computational
complexity is:

O(AnticipatedValue) = O(PR)

• Current Rank. Dynamic version of the Anticipated Value heuristic. That is, predictions
are computed before any attachment. The computational complexity is:

O(CurrentRank) = O(s) ·O(AnticipatedValue)

• Anticipated Out-degree. Similar to the Anticipated Value but the ratio between the
node centrality metric and the out-degree is used. This heuristic is tailored for the
PageRank algorithm as nodes with higher rank value and lower degree are supposed to
transfer most of the centrality value. Its computational complexity is:

O(AnticipatedOutDegree) = O(s) ·O(PR)

• Future Rank. This strategy moves across local maxima by picking at each attachment
step the node that provides the target node x with the maximum PageRank value. The
computational complexity of this algorithm is:

O(FutureRank) = O(s) ·O(|V |) ·O(PR)

which makes this heuristic feasible for small networks only.

Table 4.1 summarizes the previously discussed heuristics and their complexity.
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Strategy Name Complexity

Problem-agnostic
Random O(s)
Degree based (In- & Out-) O(|E|)
Long distance O(|V | · log(|V |) + |E|)

Problem-aware

Anticipated Value O(PR)
Current Rank O(s) ·O(PR)
Anticipated Out-degree O(s) ·O(PR)
Future Rank O(s) ·O(|V |) ·O(PR)

Table 4.1 Summary of heuristics and their computational complexity.

4.4 LB–GDM

In this section we describe our method, how it works, its computational complexity, the
model architecture, the node features used, and the training data.

4.4.1 Model architecture and complexity

In this work we adopt the same architecture as the one proposed for GDM [1] in Chapter 3.
Specifically, the proposed architecture, summarized in Fig. 4.1a, is a stack of a variable
number of graph convolutional layers — specifically Graph Attention Network (GAT) [164]
layers — and a Multi-Layer Perceptron (MLP) that performs regression and outputs the
prediction value pn for each node n. Each convolutional layer is coupled with a linear layer
that works as a residual connection (i.e., the input to the layer is fed to both and then outputs
are sum together) and the Exponential Linear Unit (ELU) activation function is applied to
the output. After the regression phase we use a sigmoid activation function so that the pn

values are in the [0,1] range. The model parameters can be found in Section 4.6.
As already discussed for GDM in Section 3.2.1, the choice of the Graph Attention

Network layers comes with a number of advantages:

• They process the whole neighborhood of each node, effectively aggregating the local
information using the so-called heads, while many graph convolutional layers perform
sampling;

• They learn and assign a relative-importance value to each neighboring node thanks to
the attention mechanism borrowed from Natural Language Processing area and used
to scale the features incoming from that node;
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• Like the multiple filters in the classical convolution network, the aggregation phase
can be performed multiple times and the results are concatenated or sum together;

• They scale well, considering their low computational complexity — O(GAT) =
O(h(|V |+ |E|)) where |V | and |E| are the number of nodes and links in the net-
work and h is the number of heads —, because the number of operations carried out by
the convolution operator depends on the number of links in the network.

Regarding the node features, we employ computationally cheap node features for each
node as we extend the ones used in GDM [1] to the case of directed networks, and do not
recompute the features or the predictions during the link-building process. Specifically, we
use the in- and out- degree, K–Core and local-clustering coefficient. These features are both
local (the degrees), second-order (the clustering coefficient) and global (the k-coreness), and
provide useful information when propagated to the L-hops neighbors. More in detail, for
each node i ∈V , we compute each feature as follows:

• The in- and out- degree of i, kin
i and kout

i , are computed as in the equation 4.1;

• The local-cluster coefficient of i is computed by using the definition given in [22]:

Ci =
number of triangles connected to vertex i

number of triples centered on vertex i

informally it quantifies how close is the neighborhood of i to being a clique (i.e. a
complete sub-graph);

• Given a graph G , a k–core is a maximal connected sub-graph of G in which all vertices
have degree at least k [359], the k–coreness of a vertex i is k if it belongs to a k–core
but not to a (k+1)–core.

The computational complexity of our approach depends on the graph-convolutional
network layers used and on the input features computed during the pre-processing phase:

O(LB-GDM)≈ max{O(GAT), O(Features)}

The node features are:

O(Features)≈ max{O(Features)}= O(K−Core) (4.8)

where

O(K-Core) = O(|V |+ |E|) (4.9)
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Summing up, the total time complexity of LB–GDM is:

O(LB-GDM)≈ O(h(|V |+ |E|))

which can be approximated to O(|E|) or to O(|V |) for sparse networks, considering the low
number of heads h used.

4.4.2 Training and Generalization

The graph convolutional network layers show remarkable inductive capabilities, can
learn from very small networks (e.g. tens of nodes) and generalize to way larger ones (even
millions of nodes) [146]. For this reason, we build the training set from small synthetic
networks generated using the Static Power law model. More in detail, we generate 100
networks of 20 nodes and 100 links each, with different in- and out- degree distribution
combinations (2.0 ≤ γ in,γout ≤ 3.0) [360]. In Fig. 4.1b the train set generation and the
training phases are shown.

In particular, nodes in the train networks are assigned a learning target value that depends
on their belonging to any optimal set S for that network, i.e., to the sets of minimum
cardinality that grant the target rank t = 1. Specifically, each node i of the train networks
has a label value yi = Si/St , where St and Si are, respectively, the total number of optimal
sets and the number of those sets i belongs to. That is, yi ∈ [0,1]. This training target aims at
teaching the model what nodes are more relevant to reach the top rank position.

After training the model, it can generalize to new networks providing a score for each
node. In detail, given a network, the link-building process with our approach, depicted in
Fig. 4.1c, consists of getting the node predictions pi (i.e., computing the node features and
feeding the network plus the features to the model), sorting the nodes in descending pi order
and creating a link from the nodes on the top to the target node x until the in-attachment
target rank is reached.
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(a) LB-GDM’s model architecture. Our Geometric Deep Learning model architecture as K graph
convolutional layers (specifically, Graph Attention Network, GAT) coupled with a linear layer each
— used as residual connections, not shown in the figure for sake of simplicity — followed by a
Multi-layer Perceptron (MLP) and a sigmoid activation function that perform regression on the nodes
and return, for each, a value between 0 and 1. The model takes as input the network and its node
features (X), while H(k) is the tensor of nodes’ embedding for each convolutional layer k.

(b) Dataset generation and training phase. The models are trained on small synthetic networks,
where exploring all the solutions to find the optimal one(s) is feasible in reasonable time. In particular,
for the training target, we find the optimal solutions — i.e., the smallest S set(s) — that provide the
first position to a newcomer node, and assign to each node i a score pi equal to the ratio of optimal
solutions i belongs to.

(c) Generalization to new networks. After training the model, it can generalize to (previously
unseen) networks and provide a score for each node, used to rank them and build the attachment set S.

Fig. 4.1 Overview of our approach. The proposed approach consists into two phases:
dataset generation and training phase, and the generalization phase.
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Network Name Category |V | |E| References

advogato Advogato trust network Social 5K 47.1K [223, 224]
as-caida20040105 Internet AS Computer 16.3K 65.9K
cfinder-google Google.com internal Hyperlink 15.8K 170.3K [227, 228]
cit-HepPh arXiv hep-ph Citation 34.4K 421.4K [361, 247]
cit-HepTh arXiv hep-th Citation 27.4K 352.5K [362, 247]
dblp-cite DBLP Citation 12.5K 49.7K [233, 234]
ego-gplus Google+ (NIPS) Social 23.6K 39.2K [363, 245]
foldoc FOLDOC Hyperlink 13.4K 120.2K [364, 365]
friendfeed FriendFeed Social 5.5K 31.9K [366, 367]
moreno_blogs Political blogs Hyperlink 1.2K 19K [368, 240]
moreno_health Adolescent friendships Friendship 2.5K 13K [369, 370]
openflights OpenFlights (Patokallio) Infrastructure 3.4K 37.5K [371]
p2p-Gnutella31 Gnutella hosts (31 Aug 2002) Computer 62.6K 147.9K [294, 292]
physician_friend Physicians trust Trust 110 228 [372, 373]
soc-Epinions1 Epinions Trust 75.9K 508.8K [374, 375]
soc-sign-bitcoinotc Bitcoin OTC Trust 5.9K 35.6K [376, 377]
subelj_cora Cora Citation 23.2K 91.5K [378, 379]
twitter Twitter Social 5.6K 42.3K [366, 367]
wiki-Vote Wikipedia elections Vote 7.1K 103.7K [380, 381]

Table 4.2 Real-world test networks table.

4.5 Experiments

4.5.1 Test networks

As mentioned in the introduction, we test our proposal on 19 real-world directed networks
covering a wide spectrum of domains as social, hyperlink, citation, vote and technological
networks with up to 76K nodes and 510K edges. We provide detailed information about the
networks as name, category, number of nodes (|V |), edges (|E|), and references in Table 4.2.

4.5.2 Results

To evaluate the performance of our approach to the link-building problem, we choose the
Area Under the Curve (AUC) as it accounts for how well an heuristic performs during the
entire process, and allows for an extensive comparison on large test sets. For each heuristic
and network, we calculate the AUC value using Simpson’s rule on the y(l) = R(i)

G (l)/|V |
curve, where R(i)

G (l) is node i’s rank in function of the number of in-links created l; the lower
AUC the better (average) ranking during the in-attachment.

We test our approach on the datasets described above and stop the in-attachment when
the newcomer node x reaches the first position. The cumulative results, i.e., the sum of
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the AUC values of all the networks (the lower, the better), for each heuristic are shown in
Fig. 4.2 in increasing cumulative AUC order, and a subset of the attachment curves is shown
in Fig. 4.3. We also report the full results in tabular form in Table 4.3, where, in order to
facilitate the comparison, values must be interpreted as the percentage of the AUC value
scored by LB–GDM for the same network (i.e., values greater than 100 mean that LB–GDM
outperforms the heuristic and vice-versa).

Our results show that not only LB–GDM performs significantly better than the state-of-
the-art heuristics, reaching the first position with fewer links (smaller S) and achieving better
rank during the whole process, but also that its computational complexity is comparable or
even lower, as discussed in the previous sections.

According to these results, the closer heuristics are Anticipated Value and its dynamic
version Current Rank. Both score an AUC value 80% higher while requiring the computation
of the PageRank.

Regarding the Future Rank heuristic, its very high computational complexity allows only
evaluation on a subset of smaller test networks where it finishes in a reasonable time.

The comparison, available in Table 4.3, shows that LB–GDM is able to match its perfor-
mance or provide similar AUC values in many networks, and that, on average, its AUC is
just 7.0% higher, which is remarkable considering its extremely lower computational time
complexity.

The implementation of our models relies on PyTorch Geometric library [161] on-top of
PyTorch [382]. The graph data structures and their plots, the link creation algorithms and the
PageRank computation are implemented using the graph-tool [213] library.
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LB-GDM

Anticip
ated Value

Current Rank

In Degree

Long Dista
nce

Random

Anticip
ated Out Degree

Out Degree

Heuristic

advogato
as-caida20040105
cfinder-google
cit-HepPh
cit-HepTh
dblp-cite
ego-gplus
foldoc
friendfeed
moreno_blogs
moreno_health
openflights
p2p-Gnutella31
physician_friend
soc-Epinions1
soc-sign-bitcoinotc
subelj_cora
twitter
wiki-Vote

Fig. 4.2 Link-building in real-world networks. Per-method cumulative area under the
curve (AUC) of link-building in real-world networks. The lower, the better. The target rank
is the first position. Each value is scaled to the one of our approach (LB–GDM) for the same
network. Note that some values are clipped to 3x to improve visualization.
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Heuristic LB–GDM
Future

PageRank
Anticipated

Value
Current
Rank In Degree

Long
Distance Random

Anticipated
Out Degree Out Degree

Network

advogato 100.0 100.0 141.9 142.0 142.2 306.0 626.5 3438.1 3438.1
as-caida20040105 100.0 - 110.9 110.6 112.7 129.2 131.3 130.4 112.7
cfinder-google 100.0 95.8 106.3 107.5 165.6 179.5 1466.0 369.7 4079.7
cit-HepPh 100.0 99.9 99.9 99.9 100.5 248.0 498.2 1869.2 15981.1
cit-HepTh 100.0 99.4 100.3 100.2 129.9 326.8 1075.6 2530.0 13451.3
dblp-cite 100.0 100.0 100.1 100.1 100.0 208.2 128.7 712.9 2757.2
ego-gplus 100.0 100.0 100.0 100.0 100.0 216.1 100.0 1120.6 1121.4
foldoc 100.0 99.2 117.5 117.6 118.6 889.7 2377.7 1756.2 884.5
friendfeed 100.0 86.5 103.7 102.7 134.4 356.9 1150.0 1687.8 1688.3
moreno_blogs 100.0 99.5 344.6 352.7 309.0 307.3 1480.1 5188.2 4934.4
moreno_health 100.0 99.6 244.5 244.0 285.6 297.1 998.4 1140.8 1140.8
openflights 100.0 43.2 241.9 241.6 293.1 102.5 173.6 293.4 293.4
p2p-Gnutella31 100.0 100.0 100.8 100.8 100.6 170.7 127.9 473.9 2600.8
physician_friend 100.0 100.0 143.7 141.1 198.0 415.9 539.7 617.9 584.8
soc-Epinions1 100.0 - 166.7 166.8 146.9 151.8 991.8 1502.4 2864.0
soc-sign-bitcoinotc 100.0 77.1 835.3 835.6 808.2 243.5 718.2 1162.7 1152.4
subelj_cora 100.0 99.9 100.4 100.4 100.7 428.0 1011.9 676.6 5814.9
twitter 100.0 87.0 117.4 118.0 401.2 379.1 768.6 3455.7 3455.7
wiki-Vote 100.0 99.9 147.1 147.1 162.8 166.1 443.3 9011.9 8925.8

Average 100.0 93.4 180.2 180.5 205.8 290.6 779.4 1954.6 3962.2

Table 4.3 Full results table. To improve readability, for each network and method, we report
the result as the percentage of the value scored by LB–GDM for the same network. That
is, if the value is greater than 100 LB–GDM outperforms the method, and is outperformed
otherwise. Regarding the Future PageRank heuristic, two networks are omitted as the
heuristic would not complete in reasonable time (i.e., less than a week on our server-grade
hardware).
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(a) advogato (b) as-caida20040105

(c) cfinder-google (d) foldoc

(e) friendfeed (f) soc-Epinions

Fig. 4.3 Link-building in real-world networks. Attachment curves of the networks in our
test set. The y-axis value is the rank of the target node as a function of the number of in-links
added. LB–GDM performs better than the cutting-edge heuristics as not only it provides
better AUC (i.e., the rank is — on average — lower with the same number of new links), but
also requires fewer links to reach the target in many cases.
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4.6 Model parameters

We perform a grid search to test various combination of model parameters, reported here,
and select the models that better fit the attachment target.

• Convolutional layers: Graph Attention Networks (GAT):

– Number of layers: from 1 to 4;

– Output channels for each layer: 5, 10, 20, 30, 40 or 50, sometimes with a
decreasing value between consecutive layers;

– Multi-head attentions: 1, 5, 10, 15, 20 or 30 with concatenation. Last layer’s
heads are sum together;

– Dropout probability: fixed to 0.3;

– Leaky ReLU angle of the negative slope: fixed to 0.2;

– Each layer learns an additive bias;

– Each layer is coupled with a linear layer with the same number of input and
output channels in order to create residual connections from one layer to the one
below;

– Activation function: Exponential Linear Unit (ELU). The input at each convolu-
tional layer is the sum between the output of the GAT and the linear layers;

• Regressor: Multi Layer Perceptron:

– Number of layers: from 1 to 4;

– Number of neurons per layer: 20, 30, 40, 50 or 100, sometimes with a decreasing
value between consecutive layers.

• Learning rate: fixed to 10−5;

• Epochs: we train each model for 50 epochs;

4.7 Discussion

In this work we proposed a solution to the link building problem based on Geometric
Deep Learning. Tests conducted on several real-world networks show that our low computa-
tional complexity approach outperforms the state-of-the-art algorithms, proving its validity.
Moreover, the methodology proposed is general and can be applied to other similar problems,
e.g., the ones that involve other centrality measures.



Chapter 5

mGNN: Generalizing the Graph Neural
Networks to the Multilayer Case

5.1 Introduction

Multi-layer networks are pervasive in many fields, since many empirical systems exhibit
multiple types of interactions or relationships simultaneously. This introduces a new level
of complexity and topological correlations [84] which required the development of an ad
hoc mathematical framework [80]. Moreover, as in the monoplex case, many problems on
multi-layer networks are hard to define or computationally hard to solve. But, unlike in
the case of monoplex networks, there are no Geometric Deep Learning algorithms suitable
for multi-layer networks, a significant knowledge gap in the literature considering that, as
already discussed in Section 1.1.6.2, aggregating the layers of multi-layer networks is not an
option.

In this work we propose mGNN an extension of Graph Neural Networks to deal with
multi-layer networks. Specifically, we propose a framework able to manage both the intra-
and inter–layer relations of these networks by using any kind of GNN layers. To validate
our framework, we show its application to solve three real–world problems on multi-layer
networks: nodes (genes) classification in a genetic multi-layer network related to malaria,
link prediction in a multiplex social network (FriendFeed, Twitter and YouTube users) and
multi-layer network classification in a super-diffusion [88, 383] prediction problem.
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5.2 Related Works

While, as discussed in the introduction, GNN layers have been widely used to solve many
important problems, they are meant to work with monoplex networks and cannot be used to
process multi-layer networks directly. Considering the importance of multi-layer networks
and ubiquity, further work is needed to overcome this limitation. In fact, in the literature there
are two prevalent ways to approach multi-layer networks with GNNs: 1. An aggregate-all
layers approach (i.e., compressing the multi-layer network in a single graph that can be feed
to a GNN). This leads to the loss of useful information of the inter-layer connections and
of the different meaning/dynamics of each layer; 2. Tailoring the approach to the specific
problem addressed, with the main limitation being the need of defining new methodology
that cannot generalize well to other problems and that does not answer the general question
of how to use GNNs in the setting of multi-layer networks.

However, some attempts in generalizing GNNs to the multi-layer case have been made,
and here we analyze the most promising ones and their limitations:

• Multi-Layered Network Embedding (MANE) by Li et al. [384]. In their work, in order
to get the multi-layer node embeddings, they optimize an objective function that is the
difference of two terms: an intra-layer term, where they optimize the embeddings of
nodes in each layer so that neighboring nodes are close to each other (that is, no input
node feature is supported) and an inter-layer term, meant to make the embeddings
of nodes in different layers close to each other if these layers depend on each other,
according to the user-defined dependencies. The main limitations of this approach are:
1. trained models do not generalize to unseen networks; 2. it does not support input node
features and the output embeddings are topology-based only; 3. the need of a custom
weight to balance the intra- and inter- layer contribution to the objective function;
4. the need of defining layer-layer dependencies; 5. the high computational complexity
(#iters ·O(N2), where #iters is the number of iterations needed for convergence).

• Semi-supervised Classification in Multi-layer Graphs with Graph Convolutional Net-
works (MGCN): in this work, Ghorbani et al. [385], propose a semi-supervised multi-
layer node embedding framework. Specifically, they employ Graph Convolutional
Networks (GCN) by Kipf et al. to process layers individually (i.e., a GCN per layer that
does not account for inter-layer connections) and get the node embeddings, which are
trained by optimizing a custom loss function composed of two parts: an unsupervised
part, used to train the GCNs by reconstructing both the intra- and the inter-layer con-
nections, and a supervised part that trains the GCNs on node classification task using
node-labels for a sub-set of nodes. The authors compare against MANE, showing
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better performance. The most important limitations of this approach are: 1. the need of
training the GCNs to reconstruct the network, which is not useful in many tasks and
creates an overhead; 2. the node embeddings are computed on each layer independently,
thus the feature propagation happens only in the intra-layer; 3. it needs a custom loss
function for each task and to choose a custom weight to sum the two terms of the loss.

• Multi-GCN: Graph Convolutional Networks for Multi-View Networks, with Applica-
tions to Global Poverty by Raza Khan et al. [386], who focus on multiplex (multi-view)
networks by proposing a method to "fuse the multiple views of a graph". In particular,
their approach consists of three steps: they first employ sub-space analysis to merge
the layers of the network, then they identify the most informative sub-components
via a manifold ranking procedure and, finally, they feed the resulting matrix to a
Convolutional Neural Network (CNN) adapted to graph-structured data. The main
limitations are: 1. the focus on multiplex networks; 2. the large overhead to fuse the
layers and feed the result to an adapted CNN; 3. the extremely high computational
complexity (O(N3)); 4. the small performance margin over mono-plex GNNs.

5.3 Proposed Framework

In this work we propose a novel framework to generalize existing Graph Neural Networks
(GNNs) to the case of multi-layer networks. In fact, while the GNN layers have been used
successfully to tackle various network science problems, extending their application to the
multi-layer and multiplex networks is still an open research question.

Multilayer Geometric Deep Learning Model
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. . . Graph
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Fig. 5.1 A Multilayer Geometric Deep Learning model example. K is the number of
convolutional layers, Xα are the input node features of layer α . The node embeddings H(K),
can be used, like in the monoplex case, in various applications.
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Fig. 5.2 Example multilayer (multiplex) network.
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(a) Step 1: (virtually) explode the network in Fig. 5.2 into layers and interlayer links. These sub-
networks will be fed to the layers along with the multilayer node features.

The framework we propose basically replaces each GNN layer with a supra-layer that
propagates the node features both in the intra-layer and in the inter-layer neighborhoods
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(b) Step 2: Computation of multilayer node embeddings. As an example, we show the computation
of h(k+1)

11 (the embedding of node 1 of layer 1) after k+1 multiplex-convolutional layers. The intra-
and inter- graph convolutional layers work as in the monoplex case (i.e., they propagate the features
from the node’s neighborhood), but are provided the multilayer node features as input and the output
of the two is aggregated using a generic function, producing the new multilayer node embedding.

Fig. 5.3 mGNN example. How the multilayer convolutional layers work to produce the
multilayer node embeddings.

independently — using at least two different GNN layers — and then aggregates the two
output features to get the embedding of each node.

Merging the notation of the monoplex GNNs, introduced in Section 2.4.2, and the notation
of the multi-layer networks, introduced in Section 1.1.6, we indicate a node i of network layer
α with a tuple iα . Like in the monoplex GNNs, and using such notation, the supra-GNN
layer has the following form:

h(k+1)
iα = AGGk+1(h

(intra−k)
iα ,h(inter−k)

iα ) (5.1)

h(0)
iα = xiα (5.2)

where h(intra−k)
iα and h(inter−k)

iα are computed independently using two different GNN model
instances, AGGk+1 is some aggregation function (e.g., sum, average, a multi-layer perceptron,
etc.) and xiα are the input features of the node i of layer α .

To illustrate the propagation performed by a Graph Neural Network extended to the
multilayer case with our framework, we show one of the steps (performed iteratively) of
node n1,1 of the network in Fig. 5.2. Specifically, a multi-layer network with L layers is first
(virtually) exploded into L+ 1 graphs — where the first L are the layers and the L+ 1-th
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is the inter-layer network, which connects the nodes of different layers in the multi-layer
network and depends on the network type itself —. For instance, if the network is a multiplex,
the inter-layer is a network where all the replicas of a node (i.e., the niα ∀α) are connected
in a clique (i.e., the sub-graph is fully-connected), or, if the network is a multi-layer, the
inter-layer connections are the natural connections among the nodes. After exploding the
network and building the (arbitrary) inter-layer graph, node n1,1’s embedding after k+ 1
multi-convolutional layers, h(k+1)

1,1 , are computed as the aggregation (performed by a generic

and, possibly, learned AGG function), of its intra- and inter-layer embeddings, h(intra−k)
1,1 and

h(inter−k)
1,1 respectively, which are, in turn, computed using two different GNN layers that

work independently but that use h(k)
1,1, the multi-layer features from the layer k.

The node embeddings H(k) produced by the supra-layers of the proposed framework
(i.e., the features of nodes/replicas) can be then used as common in the monoplex case. For
instance, they can be fed to a Multi-Layer Perceptron (MLP) for regression or classification,
or to a pooling layer to perform layer or graph classification. As an example, if one is
interested in node classification in a multiplex setting, the embedding of the replicas can be
aggregated using some generic function ReplicaAGG as follows:

rn = ReplicaAGG({h(k)
nα , ∀ α ∈ L}) (5.3)

rn is now the node embedding (i.e., it accounts for all the replicas of node n) and can be
used for classifying the node.

Such framework has the advantage of decoupling the inter- and intra- layer propagation
by learning two sets of GNN parameters, enabling the model to learn the different importance
of the two propagation "directions", but also allowing the use of different types of GNN
layers, which is useful, for instance, to provide intra-layer weights while keeping the inter-
layer unweighted (or with default weights). This overcomes the major limitation of an
aggregate-all-layers approach and lets the aggregation weights emerge from the training
data. Moreover, there is no computational complexity overhead as it is the one of the GNN
employed (i.e., O(L ·GNNintra+GNNinter)). In comparison with other multiplex approaches,
this framework: 1. is not problem-specific and can work with any multi-layer network (not
just multiplexes); 2. supports any type of training (supervised, unsupervised, reinforcement);
3. does not need to train the GNNs to reconstruct the network or to define custom loss
functions; 4. supports input node features and propagates them both in the intra- and in
the inter- layer independently; 5. it allows stacking multiple GNN layers to capture the
information in a K-hops neighborhood.
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We stress that the main advantage of this framework is that already existing graph
convolutional networks can be used and extended to the multi-layer case with very little
effort. In addition, while we use two identical convolutional layers for each supra-layer, the
configuration of the layers is arbitrary, allowing the user to choose different layer parameters
or types depending on the specific domain knowledge or application (e.g., the intra-layer is
weighted but the inter-layer is not). This also means that more than a single intra-GNN layer
can be used. That is, each supra-layer could include up to one intra-layer GNNs per network
layer, if needed to learn different parameters and capture different information or dynamics.

5.4 Experiments

To show the validity and generality of the framework proposed in this work, we test it
into three different tasks:

• Node classification: classification of var genes of the human malaria parasite Plasmod-
ium falciparum;

• Link prediction: prediction of (intra-) layer links given a multi-platform social multi-
plex network, where nodes correspond to users and layers to different social networks;

• Network classification: prediction of super-diffusion in multiplex networks.

We implement our framework on top of the PyTorch Geometric [161] library and manip-
ulate the networks using graph-tool [213].

5.4.1 Malaria genes classification

In this section, we show how our framework can be used to perform node classification
on a biological multiplex network. Specifically, we use the networks from the work by
Larremore et al. [387], where they analyze 307 amino acid sequences from the DBLα

domain of the var genes of seven Plasmodium falciparum isolates. Two nodes (genes) are
connected if they exhibit a pattern of recombination, and authors find nine Highly Variable
Regions (HVRs), producing an unweighted and undirected network for each. Considering
that these HVRs share the same set of nodes, we build a multiplex network by using them as
layers. Authors also provide classification of the sequences (nodes) into six classes, based on
the number of cysteine residues present in HVR-6, and we use this information to test our
framework in a classification task. Taking into account that in a multiplex network a node
appears in all the layers, we reflect this relation in the inter-layer network by connecting all



5.4 Experiments 130

the replicas of each node in a clique. Regarding the model employed, each of the supra-layers
includes a Graph Attention Network [164] layer that processes all the intra-layers and another
one for the inter-layer. The output embeddings of the replicas are transformed into the node
embedding as shown in Equation 5.3, where ReplicaAGG is a Multi-layer Perceptron. We
train in a supervised manner and test on 20% of nodes, selected using stratified sampling.
That is, the test set contains the same distribution of classes as the full dataset. Considering
that the dataset comes without any node feature, we do not use any as input and assign
xi = 1 for replica node i. The final classification accuracy is 83.9%, which is remarkable
considering the small size of the network, the fact that the classes are strongly unbalanced and
that the model is able to classify the nodes using the topology alone without input features.

5.4.2 Link prediction

In this section, we demonstrate how models built according to our framework can be
used in the multi-layer link prediction setting.

For this purpose, we build a multi-layer model with Graph Attention Network [164] layers
(one for all the intra-layers and one for the inter-layer, which output are aggregated with a
linear layer). However, compared to the previous example, we replace the node classificator
with a link predictor, i.e., a Multi-Layer Perceptron that — given the embedding of two nodes
— predicts the probability that the two nodes are connected. Without loss of generality, we
perform intra-layer link prediction. Of course, inter-layer link prediction is still possible.

We test this model on a multiplex social network where nodes, representing users, can
interact on three different social networks (FriendFeed, Twitter and YouTube) [366, 367].
More details about the FF-TW-YT network layers can be found in Table 5.1. In particular, we
train the model to predict the existence of links in one of the layers given the full multiplex
network. We perform the training phase by randomly removing 20% of links from the test
layer and by feeding the remaining ones in that layer as positive examples. The removed links
will be used during the test phase to evaluate the performance of the model. The negative
examples are picked randomly in the same quantity among the non-existing ones, both for
the train and test phases. We train and test the models without any input node feature (i.e.,
xi = 1) on the Twitter and FriendFeed layers. The test accuracy is 83.3% on the Twitter layer
(AUC score 0.829, F1 score 0.833) and 81.9% on the FriendFeed layer (AUC score 0.811,
F1 score 0.819), proving that the model is effectively learning to predict the existence of
links.
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Layer |N| |E| Type

FriendFeed 6.4K 32.0K Directed
Twitter 6.4K 42.3K Directed
YouTube 6.4K 0.6K Undirected

Table 5.1 FF-TW-YT network layers.

5.4.3 Superdiffusion prediction

Super-diffusion is a property of certain multiplex networks where the diffusion process is
faster than the diffusion on the separate layers [388], which happens if the second eigenvalue
of the supra-Laplacian is greater than the maximum of the ones of the layers.

In this section we demonstrate how our framework can be used to reproduce the results
from V.M. Leli et al. [389], who predict whether a multiplex network exhibits super-diffusion
or not, and do so with a classical Deep Learning model employing CNNs (convolutional
neural networks) on the supra-adjacency matrix. The main limitations of their work are that
the models, once trained, are not able to generalize to networks with different number of
nodes and layers, and that the models require a lot of training examples.

Predicting whether a multiplex network exhibits the super-diffusion property can be
formulated as a network classification task. For this purpose, use the Graph Attention
Network [164] layers (again, one for all the intra-layers and one for the inter-layer, aggregated
with a linear layer) plus a Global Soft Attention pooling layer [160] that first transforms the
node embeddings into layer embeddings (via a learned linear transformation) and then sums
them to compute the network prediction.

As in the work from Leli et al., we generate the networks with two layers and 50 nodes
per layer. The layers are Erdős-Rényi (ER) networks with pi for each layer i such that

0 < p1 ≤ p2 < 1

. We increment the p1 and p2 values in 0.01 steps and for each combination we generate 5
networks for the train set and 10 for the test set. As a result, we train on ∼ 5K networks (we
balance the dataset taking all the positive examples and randomly selecting the same number
of negative ones), and test on ∼ 50K networks. The final test accuracy is 89.2% (AUC score
0.911), with the main advantages of exploiting the graph structure and the need of way less
networks required to learn and generalize.
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5.5 Training and model parameters

5.5.1 Malaria genes classification

The model we use to classify the nodes has 6 supra-layers with identical sub-layers (i.e.,
GAT layers with 60 output features and 5 heads each, negative slope 0.2), followed by a
Multi-Layer Perceptron with 6 outputs (the classifier) that takes as input the features of the
replicas of each node and predicts its class. The model is trained for 2500 epochs (with 100
epochs patience) with learning rate 5 ·10−4, weight decay 10−3 and 0.3 dropout probability.
We use the Cross Entropy loss function with a rescaling weight to account for the different
distribution of classes.

5.5.2 Link prediction

The model we use to perform link prediction has 3 identical supra-layers (i.e., GAT
sub-layers with 30 output features and 5 heads each, negative slope 0.2). We train the model
for 2500 epochs (with 400 epochs patience) with learning rate 10−3, weight decay 10−5 and
0.3 dropout probability.

5.5.3 Superdiffusion prediction

The model we use for this task includes 4 supra-layers with identical sub-layers (i.e.,
GAT layers with 10 output features and 5 heads each, negative slope 0.2) and is trained using
the Mean Square Error loss function for 100 epochs with learning rate 5 ·10−3, weight decay
10−5 and 0.3 dropout probability. The node embeddings are aggregated using a weighted
sum function learned during the training.

5.6 Discussion

In this work we present an innovative way of employing existing Graph Convolutional
Networks on multi-layer networks. Compared to other works, our proposal is problem
agnostic and works for any multi-layer network. Moreover, it is transparent to the training
(i.e., any type of training is supported), the node feature propagation happens in both the intra-
and inter- layer independently and multiple layers can be stacked to capture information from
the topology and the features farther in the network.

We validate our proposal on three different tasks: multiplex node-classification, intra-
layer link prediction and network classification. The results show that the approach is general
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and performs well in different settings, without any computational over-head which allows
the application of the method to large multi-layer networks.



Chapter 6

Weighted and Signed Graph Attention
Networks

6.1 Introduction

Signed networks [41] are a class of networks, where links can be positive or negative.
They are especially used to model good or bad relations among nodes. A notable example
are trust networks [44–46], where nodes are users and positive/negative links among them
are used to model trust/distrust relations. In general, signed networks can also be weighted,
so relations can be positive or negative and with a given strength. Considering again trust
networks, each link can express more or less strong relationships of trust or distrust. Weighted
and signed networks are also commonly used to represent correlations networks [42, 43],
where links among entities express the level of correlation that, in general, can be a positive
or negative real number.

To solve many (hard) problems on networks, deep learn techniques have recently been
used [145, 146, 17, 1]. In particular, Graph Neural Networks (GNNs) [159] have been em-
ployed to learn representations on graphs by abstracting from the specific application domain.
GNNs are powerful tools and their applicability have been successfully demonstrated even
to solve very complex problems. Among different GNN layer model, the Graph Attention
Networks (GATs) [164] are one of the most promising, both in terms of performance and
flexibility in solving problems in different domains. However, the original GAT formulation,
discussed in Section 2.4.7.3 only takes into account undirected and unweighted networks.

In this work we propose wsGAT, an extension of the GAT to cope with signed and
weighted networks. We show wsGAT applicability to real-world signed and weighted
networks by solving the link prediction task. We compare wsGAT performance by solving



6.2 Formulation 135

the same task with GCNII [168] and SGCN [169] models, respectively used to perform
weighted and signed link prediction. Our results show that models with wsGAT layers
outperform the ones with GCNII and SGCN layers.

6.2 Formulation

In this work, we extend the Graph Attention Networks (GAT) [164] by modifying the
computation of the attention coefficient to also account for the (signed) link weight.

As common in the literature, we indicate with h(k)
n ∈ RFk the node embedding of node i

after the k-th GNN layer, where Fk is the number of features. According to this notation, h(0)
n

are the node’s input features xn.
In the original GAT formulation, the authors borrow the attention mechanism [165],

defined to handle variable length sequences and used successfully in the Natural Language
Processing (NLP) field, to assign a (relative) importance score to each of the neighbors of
the target node. Specifically, they compute the attention coefficient αi j of a node i for each
neighboring node j as in Equation 6.1.

α
k
i j = softmax(LeakyReLU(ek

i )) j (6.1)

ek
i j = a⊺k (W

khi ∥Wkh j) (6.2)

where Wk ∈ RFk×Fk+1 is a learned weight matrix, a⊺k ∈ R2·Fk+1 is a learned weight vector
and ∥ is the concatenation operator.

The attention coefficient is then used to scale the incoming node embedding of the
neighbors as in Equation 6.3.

h(k+1)
i = f ( ∑

j∈Ni∪{i}
α

k
i jh

(k)
j ) (6.3)

where f is an activation function, Ni is the neighborhood of node i, and may include the
node i itself if self-loops are added to the network.

The main limitation of this formulation is that the same weight matrix Wk is applied
independently to both of the embeddings of the target and neighboring nodes, i.e., they are
combined linearly. To achieve better attention scores, other approaches that use Multi-Layer
Perceptrons have been proposed [125].

We follow this trend and also account for the (signed) link weight wi j in the attention
computation. In detail, we first modify the computation of ek

i j as follows:
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ek
i j = MLPk(h(k)

i ∥h(k)
j ∥wi j) (6.4)

where MLPk is a Multi-Layer Perceptron with the only requirement that the last layer can
also produce negative values (e.g., a zero-centred activation function is used) and wi j is the
weight of the link.

The attention coefficients are then computed as:

α
k
i j = sign(ei j) · softmax(abs(ek

i )) j (6.5)

That is, in our formulation αi j ∈ [−1,1], meaning that the contribution of each neighbor-
ing node to Equation 6.3 can be positive or negative.

The choice of a Multi-Layer Perceptron allows the network to learn the relative impor-
tance of the features of the neighboring nodes j, with respect to the ones of the target node i,
and is also affected by the weight and sign of the link between them.

As in the original GAT formulation, wsGAT also support multi-head attention, meaning
that multiple embeddings for a node can be computed — each using a different set of
parameters — and concatenated/sum together.

6.3 Experiments

To validate the proposed wsGAT layer, we test it in the link and weight prediction task on
real-world trust networks.

Since, to the best of our knowledge, no other GNN layer can handle both signed and
weighted links, we first decompose the final task of signed and weighted link prediction in
two sub-tasks and compare our proposal against the state-of-the-art layers. Specifically, we
first compare on the link sign prediction with Signed Graph Convolutional (SGCN), and on
the (unsigned) link weight prediction with GCNII (Graph Convolutional Network via Initial
residual and Identity mapping).

6.3.1 Dataset

We test our proposal on 4 real-world trust networks. More in detail, we test on the
who-trusts-whom networks from the Advogato online community, where trust 4 trust levels
can be assigned (corresponding weights are from 0.4 to 1.0 with 0.2 step), from the Bitcoin
Alpha and OTC platforms, where scores are on a scale of -10 (total distrust) to +10 (total
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trust), and from the Epinions.com community, where users can assign a positive or negative
trust score to each other. We summarize the networks used for the experiments in Table 6.1.

Network |V| |E| Positive Links Min. Link Weight Max. Link Weight Refs

advogato 6,541 51,127 100% 0 1 [390]
bitcoin-alpha 3,783 24,186 89.98% -10 10 [391]
bitcoin-otc 5,881 35,592 93.64% -10 10 [391]
epinions 131,828 841,372 85.29% -1 1 [392]

Table 6.1 Dataset. Details about the networks used in this work.

6.3.2 Sign prediction

In the first sub-task, we perform sign prediction — i.e. prediction of the kind of rela-
tionship (positive or negative) between two nodes in trust networks — and compare against
SGCN [169].

The SGCN layer, to the best of our knowledge, is the only one able to handle signed links.
In particular, they use balance theory and compute two feature sets for each node by splitting
the node neighborhood into two sub-neighborhoods (i.e., one with all the positive links and
the other with all the negative ones). That is, each node has a positive and a negative feature
sets. This is a limitation from a Network Science perspective, as the two sub-networks may
have different characteristics w.r.t. the original network, or disconnected components may
emerge (e.g., in the case of unbalanced link signs). However, authors mitigate this issue by
influencing each feature set with the other: when computing the positive node features, they
also sum a function of the negative ones, and vice-versa. Another limitation of SGCNs is that
they do not support link weights, which is useful in many contexts, like the trust one.

For a fair comparison with this approach, we use the same input spectral features and the
same train methodology proposed in their paper. In detail, we provide the Signed Spectral
Embedding (SSE) from [393] as input node features, and use a node classifier that predicts
whether, given a pair of node embeddings, the link between the two nodes is positive, negative
or non-existent. During the training phase, we provide 80% of existing links as train examples
(and remove the remaining ones from the network), plus the same number of non-existing
ones sampled randomly. However, by analogy with their methodology, we predict only the
sign of existent links during testing.

We employ the Area Under the Curve (AUC) of the Receiver Operating Characteristic
(ROC) curve and the F1-scores to evaluate the prediction performance. According to sign
prediction results, shown in Table 6.2, wsGAT outperform the best SGCN algorithm on
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the three signed networks in our dataset. It is worth noting that the SGCN results for the
epinions network differ from the ones reported by the authors in their paper as we do not
filter low-degree nodes from the graph.

GNN Layer bitcoin-alpha bitcoin-trust epinions

SGCN2 0.796 0.917 0.823 0.925 0.842 0.946
wsGAT 0.832 0.967 0.845 0.953 0.839 0.949

Table 6.2 Sign prediction results (ROC AUC | F1).

6.3.3 Weight prediction

In the second sub-task, we perform link weight prediction – i.e., predict the (unsigned)
strength of the relationship between two nodes —. Here, we compare against GCNII [168]
that were proposed to simplify and improve the Graph Convolutional Networks (GCN) by
Kipf et al. [394]. For both wsGAT and GCNII we employ the same model architecture:
after the GNN layers we use two Multi-Layer Perceptrons; while both take a pair of node
embeddings as input, one is trained to predict if the existence of the link between the input
nodes, the other is trained to predict the weight. Both MLPs in our tests have fixed number
of layers (3) and neurons (100 neurons per layer, 1 output).

Regarding the training, we split the network links into training links (80%) and test links
(20%, removed before the training). In addition, for each set we sample the same number of
non-existing links to provide the negative examples, and assign a 0 weight to them.

This time we use the ROC AUC and the F1 scores to evaluate the link prediction
performance, and we measure the error on the weight prediction (only for existing links) with
the Mean Absolute Error (MAE). The weight prediction results are reported in Table 6.3.
wsGAT outperform the GCNII not only in the link prediction task, but also predict more
accurate link weights.

GNN Layer advogato bitcoin-alpha bitcoin-trust

GCNII 0.880 0.824 0.158 0.912 0.841 0.1470 0.909 0.830 0.179
wsGAT 0.910 0.839 0.142 0.923 0.851 0.130 0.929 0.860 0.154

Table 6.3 Absolute weight prediction results (ROC AUC | F1 | MAE). Note that while the
higher the AUC and F1 scores the better, MAE is an error score and lower values represent
smaller errors.
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6.3.4 Signed weight prediction

Finally, we merge the two sub-tasks discussed previously and predict the existence of
links and of their signed weight.

As in the weight prediction sub-task, we use the AUC and the F1 to measure the link
prediction performance, and the MAE to measure the error on the weight prediction.

The results on the signed and weighted Bitcoin networks, reported in Table 6.4, show
that the link prediction performance is almost the same as the unsigned case, and the mean
absolute error (now on a scale from -10 to +10) drops significantly.

GNN Layer bitcoin-alpha bitcoin-trust

wsGAT 0.922 0.839 0.069 0.921 0.852 0.079

Table 6.4 Signed weight prediction results (ROC AUC | F1 | MAE). Note that while the
higher the AUC and F1 scores the better, MAE is an error score and lower values represent
smaller errors.

6.3.5 Code availability

wsGAT were implemented on top of PyTorch Geometric [161] v1.6.3. Code will be
publicly available after the publication of the paper at the following URL
https://github.com/NetworkScienceLab/wsGAT.



Chapter 7

Conclusive remarks and future research
directions

The works discussed in this thesis bring two major contributions: an improvement of the
state-of-the-art in two Network Science problems, and new ways to handle multi-layer and
signed networks.

Specifically, we presented the GDM framework to approach various computationally
hard Network Science problems and showed its application to the Network Dismantling and
to the Link Building problems. In both applications, the performance of the GDM-based
heuristics outperform the state-of-the-art algorithms significantly, as shown by extensive tests
on empirical systems, and also have lower computational complexity. Moreover, the insights
gained by explaining the models should improve the understanding of the problem and help
the community. Future research directions may include extending the framework to other
problems and pushing the performance by improving the datasets (e.g., by increasing the
number of nodes, of networks and of generative models used), or by refining the algorithms
(e.g., in the case of network dismantling, by attacking the k–core of the network).

We also presented mGNN to address the lack of GNN layers for multi-layer networks,
and wsGAT, an extension of the GAT layers, to handle signed networks. Our experiments
show the validity of the two proposals, and future research directions may involve the use of
wsGAT layers combined via mGNN to approach problems on, e.g., brain or international-
trade networks, as they usually involve multi-layer representations of the systems. It is
worth mentioning that further work should be done to provide explanation tools for models
built for multi-layer and temporal networks. In fact, the insights gained could help to better
understand the dynamics of processes, neuroscience problems, etc.
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In addition, we give a contribution to the Open Source community as we have publicly
released the code of the GDM framework, along with the training networks and models,
under the GPLv3 license.
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