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Introduction

Metaheuristics represent a family of approximate optimization techniques and provide

high-quality solutions in a reasonable time for solving hard and complex problems,

sacrificing the guarantee of finding optimal solutions [138]. Metaheuristic search meth-

ods can be defined as upper-level general methodologies that can be used to guide the

construction of underlying heuristics to solve specific optimization problems.

The concept of (meta)heuristics to solve optimization problems was introduced in

the 1940s [114], but their popularity increased in the 1990s due to their efficiency and

effectiveness in solving combinatorial optimization problems. Metaheuristics find ap-

plication in a large number of real fields, such as telecommunications, automotive, and

robotics, but also machine learning and data mining for bioinformatics and computa-

tional biology, logistical problems, production, scheduling and transport. Metaheur-

istics are based on two opposing criteria [17, 138]: the exploration of the search space

(diversification) and the exploitation of the best solutions found (intensification). In

the intensification phase, promising regions are explored more thoroughly in the hope

of finding better solutions. On the other hand, in diversification unexplored regions

need to be visited to ensure that the search space is uniformly explored so that the

search is not limited to a small number of regions.

Initially, pure metaheuristics had considerable success because they quickly became

state-of-the-art algorithms for many combinatorial optimization problems. The first

two decades of research on metaheuristics have led several research communities to have

not much interaction with other optimization research communities. Only when it was

evident that pure metaheuristics had reached their limits, many researchers move their

x



Introduction

attention to the hybridization of metaheuristics [16].

In the field of optimization, interest in hybrid metaheuristics has grown significantly

over the last years, obtaining good results not only for classical optimization problems

but also for real-life applications. Combinations of algorithms such as metaheuristics,

mathematical programming, constraint programming and machine learning techniques

have provided very powerful search algorithms [137]. In fact, the main motivation

behind the combination of different algorithms is to exploit several complementary

optimization concepts to solve many hard optimization problems [13].

A possible hybridization is to combine Reinforcement Learning [84, 136] techniques

with metaheuristics methods. The aim of a learning component is to support the

optimization method, in order to provide useful information during the exploration

of the solutions space. In this way, reinforcement learning causes the optimization

algorithm to be adaptive, helping it make decisions or adjust parameters. Moreover,

reinforcement learning does not require a complete model of the underlying problem,

since they learn the model by gathering experience.

In this thesis work, some contributions are presented to the study and analysis

of hybrid metaheuristics to address combinatorial optimization problems on graphs.

For many combinatorial optimization problems, there is no prior information about

the characteristics of the problem or the properties of the landscape. Consequently,

my research has focused on the study and design of a general-purpose framework that

combines metaheuristics with local search procedures and/or reinforcement learning

to solve combinatorial optimization problems. Two complex problems have been ana-

lysed: the Feedback Vertex Set on graphs and the problem of Community Detection on

complex networks. The feedback vertex set has been analyzed using a hybrid immuno-

logical algorithm, in which the random exploration of the search space is contained by

a local search procedure, that tries to exploit the obtained solution with the purpose

to solve sub-instances of the original problem. The problem of community detection is

a classical clustering problem that arises from complex network analysis. In this case,

two approaches have been developed. The first is a fully random search algorithm
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Introduction

driven by stochastic operators designed for the problem of community detection. The

second approach is guided by a greedy local search procedure, which locally maximizes

the objective function. In addition, an in depth analysis has been conducted to invest-

igate how the position of local search can influence the performance of the algorithm,

in terms of exploration of the search space and solution quality.

Finally, a generic framework for grouping problems has been designed. Generally,

a grouping problem aims to group a set of given items into a fixed or variable number

of groups while respecting some specific requirements. Typical examples of grouping

problems are graph colouring and data clustering. The proposed framework combines

a population-based greedy metaheuristic with reinforcement learning techniques. This

algorithm aims to exploit a learning component to extract useful information on the

problem considered starting from a set of high-quality solutions, to guide the search

consciously.

The remaining part of the thesis is organized as follows. In Chapter 1 the Feedback

Set problems are introduced, which are well-known NP-hard combinatorial optimiza-

tion problem on graphs. The most general feedback set problem is the Feedback Vertex

Set problem, which consists in finding a minimum cardinality set of vertices that meets

all cycles in a graph. There are different versions of feedback vertex set problems,

depending on whether the graph is directed or undirected and/or whether the vertices

are weighted or not. Originating from the area of combinational circuit design, they

have found applications in many fields, including deadlock prevention and program

verification. Also, this chapter introduces some notations and a formal definition of

the feedback vertex set problem that is useful in the following chapters.

In Chapter 2 a hybrid immunological algorithm is presented to solve the weighted

variant of the Feedback Vertex Set problem. This algorithm takes inspiration from

the immune system, and it is based on three main immune operators (cloning, hyper-

mutation and aging), combined with a local search operator designed with the goal to

refine in a deterministic way all solutions produced by these operators. The proposed

algorithm has been tested on a dataset of more than 800 graph instances, that differ
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from each other for topology, dimension, density and weight range, and compared with

the other three metaheuristics that represent a good reference point for this problem

on the benchmark instances considered. After a convergence analysis of the algorithm,

a parameter tuning of the algorithm has been conducted improving the preliminary

results already obtained. The preliminary results shown in this chapter have been

published in [46, 47], while the results obtained after the parameter tuning have been

submitted for publication to the Networks journal.

In Chapter 3 an evolutionary framework based on a greedy population combined

with reinforcement learning techniques for grouping problems is presented. An im-

munological algorithm evolves a population of solutions generated in a randomized

greedy way, alternating a phase of destruction and a phase of reconstruction, while

a probability learning procedure learns which solution components can be useful in

the construction of new solutions in order to guide the algorithm within the search

space. The Weighted Feedback Vertex Set has been considered as case study and sev-

eral experiments have been performed on large instances of the problem. Experimental

results have shown the goodness of the proposed framework, especially on the complex

instances of the benchmark dataset. The framework proposed in this chapter has been

submitted to the Journal of Combinatorial Optimization.

In Chapter 4 the complex networks and the problem of Community Detection are

introduced. Community detection is one of the most interesting research topics in

network science since it finds application in several fields that range from social science

to biology. The aim of the community detection problem is to detect communities

or clusters and their hierarchical organization, using the information encoded in the

topology of the network and exploiting, if available, their metadata. But the problem of

graph clustering is actually not well defined, because the main concept of community

is not defined. In light of this, the modularity function was introduced to evaluate

the quality of a partition of vertices of a network, making the problem of community

detection a combinatorial grouping problem.

In Chapter 5 an immune-inspired algorithm, Opt-IA, is presented with the aim
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is to detect the community structure of a complex network, maximizing the modu-

larity of partitions found during the search. Opt-IA is an immunological algorithm

based on a fully random-search process, as it is guided by purely stochastic operators.

The proposed algorithm was compared with several metaheuristics using social and

biological complex networks as a dataset. Furthermore, to analyze the convergence

behaviour of Opt-IA in different complexity scenarios, a functional sensitivity ana-

lysis was conducted using three community structure similarity metrics on synthetic

networks. The preliminary results obtained by Opt-IA have been published in [132],

while the results on the social networks in the Algorithms journal [41]. The results on

biological networks and the functional sensitivity analysis on synthetic networks have

been accepted for publication in the Soft Computing journal.

In Chapter 6, for the problem of community detection with maximization of mod-

ulation, a hybrid immunological algorithm is proposed. The proposed algorithm is

based on a deterministic local search that tries to improve the solutions of the current

population in order to speed up the convergence of the algorithm. Several experiments

have been performed on social, biological and synthetic networks, and the results com-

pared with other metaheuristics, in addition to Opt-IA. Furthermore, the reliability

of Hybrid-IA was analyzed with respect to three similarity measures, which show

how similar the detected communities are to the real ones. Finally, three different

ways of running the local search procedure within Hybrid-IA have been investigated,

analyzing the performances in terms of quality solution and information gain. The

results obtained by Hybrid-IA on social networks and shown in this chapter have

been published in the Algorithms journal [41], while the results on biological networks

and the functional sensitivity analysis on synthetic networks have been published in

the Informatics journal [126]. The analysis of the position of the local search procedure

has been published in [125].

In Chapter 7 two multi-level models for community detection are compared to re-

duce and simplify the original graph, because detecting communities and analysing

community structure are very computationally expensive tasks, especially on large

xiv



Introduction

networks. Both models have been applied to two variants of an immune-inspired al-

gorithm, the first one based on a fully random-search process, and the second based

on a hybrid approach. Experimental results show that both multi-level optimization

approaches help the immune algorithms to improve the quality of the solution found.

The proposed multi-level approaches presented in this chapter have been published

in [19].

Finally, in Chapter 8 I provide conclusions of this thesis and an outlook to future

works.
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1
Weighted Feedback Vertex Set

Problem

The Feedback Vertex Set (FVS) problem is a combinatorial optimization task that

consists in finding a subset of vertices whose removal from a graph makes it acyclic.

This kind of problem is also known as the hitting cycle problem since the set of ver-

tices must hit every cycle in the input graph. This problem generalizes a number of

problems, including the minimum feedback vertex (arc) set problem in both directed

and undirected graphs, and the graph bipartition problem, in which one must remove

a minimum-cardinality (minimum-weight) set of vertices so that the remaining graph

is bipartite. All these problems are also special cases of vertex (arc) deletion problems,

which consists in finding a minimum cardinality (or minimum-weight) set of vertices

(arcs) whose deletion gives a graph satisfying a given property.

The FVS problem originated from the area of combinational circuit design [83],

where a cycle is identified by some circuit elements that receive a new input before

being stabilized, but finds applications in many other real-world fields. Solving the

1



1. Weighted Feedback Vertex Set Problem

FVS problem plays a prominent role in operating systems and parallel computing for

the study of deadlock detection and/or prevention [143]. In the wait-for graph of

an operating system, each directed cycle corresponds to a deadlock situation and the

feedback vertex set can identify the minimum number of blocked processes that have

to be aborted. Also, the FVS problem finds application in complexity theory, where

some NP-hard problems on graphs can be solved in polynomial time for graphs with

bounded FVS number [87]. Other real-life applications are program verification [127],

information security [76] and the study of monopolies in synchronous distributed sys-

tems [112].

The problem of finding a feedback vertex set of minimal cardinality, or minimal

weight, is known to be a NP-complete problem [85, 151].

1.1 Formal Definition

Before formally defining the feedback vertex set problem, we give some definitions and

notations. Let G = (V, E) be an undirected graph, where V is the set of vertices and

E is the set of edges. Also, given a set of vertices X ⊆ V of G, we denote with G[X]

the subgraph of G induced by the set of vertices X, that is G[X] = (X, E[X]), where

E[X] = {(u, v) ∈ E : u, v ∈ X}. The degree of a vertex v in the graph G or in the

induced graph G[X] is denoted with d(v) and d[X](V ) respectively.

Formally, the feedback vertex set problem can be described as follows. Given an

undirected graph, G = (V, E), a feedback vertex set of G is a subset S ⊆ V of vertices

such that each cycle in G contains at least one vertex of S. In other words, a feedback

vertex set S is a subset of vertices of G whose removal, along with all edges incident

to S, results in a forest, i.e., an acyclic graph where all connected components are

trees. Also, we can define the residual graph of G generated by S as the subgraph

G[S̄] induced by the set of vertices S̄ = V \ S. If G[S̄] is acyclic, then S is a feedback

vertex set. If w : V → R+ is a function that associates a positive weight to each vertex

v ∈ V , then the weight of a feedback vertex set S ⊆ V is the sum of the weights of

2



1. Weighted Feedback Vertex Set Problem

its vertices, i.e. ∑︁
v∈S w(v). Therefore, the minimum (weighted) feedback vertex set

problem asks to find a feedback vertex set of minimum-cardinality (minimum-weight).

If S is a feedback vertex set, we say that a vertex v ∈ S is redundant if the residual

graph G[S̄∪{v}] is still an acyclic graph. It follows that S is a minimal feedback vertex

set if it does not contain any redundant vertices. For example, the set S = {2, 3, 7} is

a feedback vertex set for the graph G in Figure 1.1a, because the residual graph G[S̄]

in Figure 1.1b is a forest. The set containing vertices S = {1, 2, 3, 7} is also a feedback

vertex set but it is not minimal because the vertex 1 is redundant.
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Figure 1.1: A generic graph (a) and the residual graph generated by S = {2, 3, 7}
(b). S is a feedback vertex set because the residual graph is a forest.

The feedback vertex set problem can be expressed with an integer zero-one pro-

gramming formulation [60, 61]. Given a feedback vertex S of graph G = (V, E, w), let

x = {xv}v∈V be a binary vector such that xv = 1 if v ∈ S, xv = 0 otherwise. Also, let

C be the set of cycles in G. The formulation of finding the minimum weighted feedback

vertex set of G as an integer programming problem is as follows:

min ∑︁
v∈V

w(v)xv

s.t. ∑︁
v∈Γ

xv ≥ 1, ∀Γ ∈ C

xv ∈ {0, 1}, v ∈ V.

(1.1)

3



2
Hybrid Immunological Algorithm

In the following we discuss in detail Hybrid-IA, an immunological algorithm developed

for the Weighted Feedback Vertex Set problem and belonging to the special class of

Clonal Selection Algorithms [50, 49, 45]. These types of algorithms take inspiration

from the dynamics of clonal selection, a widely accepted theory for modelling the

immune system of living organisms. In this model B lymphocytes are able to detect

and eliminate foreign entities invading the body, cloning some specific antibodies (Ab)

that will bind to a specific antigen (Ag). At the basis of Hybrid-IA, there is a similar

principle in which the antigen (Ag) represents the optimization problem, the antibody

(Ab) represents a point in the solution space (a candidate solution) and the Ab-Ag

affinity corresponds to the value of the objective function to optimize.

2.1 The Proposed Method

The key operators of the proposed algorithm are the Cloning and Hypermutation oper-

ators: the first simulates the proliferation of the cells, with the main goal to produce a
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2. Hybrid Immunological Algorithm

new population of antibodies with higher affinity values, while the second one has the

purpose to explore the neighbourhood of each solution into the search space. Moreover,

to introduce some diversity in the memory set of cells, the Aging operator removes old

or less promising solutions keeping a high variability of affinity values between the solu-

tions. In addition to these immune operators, a local search procedure will be applied

to the survived cells with higher affinity, whose main aim is to refine stochastic moves

done during the evolutionary process and try to improve the best solutions found so

far.
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π = {3, 1, 7, 2, 8, 6, 4, 5}

S = {3, 7, 2}

f(S) = 42

Figure 2.1: A generic weighted graph and a feedback vertex set constructed by a per-
mutation of its vertices. After the removal of the first four vertices of the permutation
π, the residual graph is acyclic and thus the subset S = {3, 7, 2} is a feedback vertex
set. Note that vertex 1 does not belong to the solution S because its degree is 1 after
the removal of vertex 3.

2.1.1 Initialization

The proposed algorithm, Hybrid-IA, is based on a population of d antibodies Ab,

where each cell represents a candidate solution of the weighted feedback vertex set

problem. In the initialization phase of the algorithm, each solution of the population

is constructed starting from a permutation of the vertices of the graph whose order de-

termines the visiting order of vertices to be removed. In particular, given an undirected

graph G = (V, E) and a permutation of its vertices π : {1, 2, . . . , |V |} → {1, 2, . . . , |V |},

the procedures computes a feedback vertex set S ⊆ V . In the beginning, the solution

S is empty, while the set of the residual graph X contains all vertices of the graph. At
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2. Hybrid Immunological Algorithm

each iteration, the procedure removes a vertex u ∈ π from the residual graph G[X],

following the order of the permutation, moving it to S. In addition, the algorithm re-

moves from the residual graph G[X] all vertices that have a d[X](v) < 2, since they can

not be involved in any cycle and, consequently, they are not relevant in the construction

of the solution. The removal process is repeated until the residual graph G[X] does

not contain any vertices. In Figure 2.1 is shown a feedback vertex set S for the graph

G constructed from a permutation π. In the end, the algorithm removes from the con-

structed solution S any redundant vertices, going from the heavier vertex to the one

with the smallest weight, maintaining the feasibility of the solution and minimizing the

value of the objective function. The pseudocode of the described algorithms is shown

in Algorithms 2.1 and 2.2.

Algorithm 2.1: Procedure that creates a feedback vertex set starting from a per-
mutation π of the vertices V of a graph G.

1: procedure CreateSolution(G(V, E, w), π)
2: X ← V
3: S ← ∅
4: for u ∈ π do
5: if u ∈ X then
6: X ← X \ {u}
7: S ← S ∪ {u}
8: while ∃v ∈ X : d[X](v) < 2 do
9: X ← X \ {v}

10: end while
11: end if
12: end for
13: S ← RemoveRedundantVertices(S)
14: return S
15: end procedure

Once a solution is constructed, the permutation will be partitioned reordering the

vertices in a such way that all elements belonging to the solution S precede the elements

that are not in the solution. This partitioning slightly modifies the permutation and

guarantees that the relative ordering of vertices in each group, S and S̄, is preserved.

In this way any two vertices u, v ∈ S (u, v ∈ S̄) will have the same relative ordering

after the partitioning. Now, the first l = |S| vertices of the permutation π, represent
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a solution to the problem, and the sum of their weights ∑︁l
i=1 w(πi) is the fitness value

associated to the permutation.

Algorithm 2.2: Procedure that removes redundant vertices from a feedback vertex
set S of a graph G.

1: procedure RemoveRedundantVertices(G(V, E, w), S)
2: S ′ ← S
3: while S ′ ̸= ∅ do
4: u← argmaxu∈S′ w(u)
5: S ′ ← S ′ \ {u}
6: X ← (V \ S) ∪ {u}
7: if G[X] does not contain cycles then
8: S ← S \ {u}
9: end if

10: end while
11: return S
12: end procedure

2.1.2 Cloning

After the initialization phase, the evolutionary cycle of Hybrid-IA begins. The Clon-

ing operator is the first immune operator applied to the current population P (t), which

simply generates a fixed number of clones for each solution of the population. Unlike

the classical Clonal Selection Algorithm, where the number of clones is proportional

to the fitness value of the solution, Hybrid-IA uses a static version of the operator to

avoid a premature convergence of the algorithm. Generating a great number of good

solutions in a short time using a proportional version of the cloning operator, which can

influence the exploration of the search space due to a population of solutions very sim-

ilar to each other. Consequently, this may lead the algorithm to prematurely converge

towards local optimal. The parameter that regulates how many clones to generate is

the duplication factor dup, a user-defined parameter. To each solution of the interme-

diate population P (clo), of size d × dup, is assigned an age that determines how long

they can live within the population. In this way, each solution of the population can

mature and evolve, trying to produce better solutions, until they reach the maximum

age defined by the parameter τ . The age assigned to each solution is chosen randomly
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in the range [0 : 2
3τ ], guaranteeing to each clone to live for at least 1

3τ generations, in

the worst case, for evolving and learning. The age assignment and the Aging operator,

described below, play an important role in the performances of Hybrid-IA because

they are able to keep high diversity among the solutions of the populations, avoiding

thus premature convergences [54, 141].

2.1.3 Hypermutation

The next immune operator is the Hypermutation, which is responsible for the explor-

ation of the neighbourhood of each cloned solution, with the aim to reach promising

regions of the search space and produce solutions with better fitness values. The op-

erator works with no mutation probability, unlike other evolutionary algorithms, and

performs some mutations on each cloned solution. The number of mutations is determ-

ined by a law inversely proportional to the fitness value of each solution considered: the

better the fitness value of the solution, the less the number of mutations performed. In

this way, the operator carefully explores the neighbourhood of good solutions trying to

further improve the fitness value by performing a few mutations, while bad solutions

are heavily modified in order to move the search to different points of the solutions

space.

Let π be the permutation associated with a candidate solution and l = |S| the

cardinality of the solution S constructed from the permutation, as described before.

The number of mutations is calculated as follows:

M = ⌊(α× l) + 1⌋, (2.1)

with α that represents the mutation rate obtained as

α = e−ρf̂(π), (2.2)

where ρ is a user-defined parameter that determines the shape of the curve of the
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mutation rate, and f̂ is the fitness function normalized in the range [0, 1]. Depending

on the value of the mutation shape ρ, the mutation rate α can assume extremely low

values, and in this case, the Equation 2.2 guarantees that at least one mutation is

performed on best or good solutions.

The basic idea of the hypermutation operator is to perturb the permutation in

order to find a new permutation of the vertices of the graph, whose ordering gives a

new solution. In light of this, the hypermutation uses the classical swap operator, which

consists in exchanging (or swapping) the position of two elements of the permutation.

In particular, let π = {π1, . . . , πi, . . . , πl, . . . , πj, . . . , π|V |} be a partitioned permutation

of a solution, the swap operator chooses randomly two positions i ∈ [1, l] and j ∈]l, |V |]

creating a new permutation π′ in which the vertices πi and πj are exchanged, that is

π′
i = πj and π′

j = πi. It is important to note that the new permutation is obtained by

swapping two vertices that belong to the two subsets S and S̄, that is the swap operator

exchanges a vertex in solution with a vertex not in solution. Finally, the procedure

described in Algorithm 2.1 constructs a new solution starting from the permutation

obtained.

2.1.4 Aging

After the creation by the hypermutation operator of a population of new candidate

solutions, the Aging operator removes old solutions with the main goal to maintain a

high diversity among them. Moreover, this operator allows the algorithm to escape

from local optima, jumping to other regions of the search space, and avoiding prema-

ture convergence toward suboptimal solutions. The maximum age is defined by the

parameter τ , which represents the number of generations allowed to the solutions for

maturating within the population. When the age of a solution exceeds the maximum

age, it will be removed from the population independently from its fitness value. There

is a variant, called Elitist Aging operator, that keeps in the population the best current

solution, even if its age is older than τ . Depending on the age assignment for each
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clone in the cloning phase, the aging operator can be applied to both the current and

mutated population, i.e. P (t) and P (mut). In the case of Hybrid-IA, the age assigned

to the cloned solutions guarantees at least 1
3τ generations, and the aging operator is

applied only to the current population P (t).

2.1.5 Selection

After the aging operator, the Selection operator generates the new population P (t+1)

for the next generation. The replacement strategy used is the (µ + λ)-Selection, that

consists in selecting the best d solutions from both populations P (t) and P (mut). The

age assignment, also, in this case, guarantees that the number of survived solutions that

will compete for the new population is greater than d. In this way, the operator ensures

that the size of the population is constant during the evolutionary cycle, without the

need to generate new candidate solutions.

1

3

4

5

6

7

8

24

21

8

12

32

4

28

G[X]

S = {6, 2}

f(S) = 49

S ′ = {4, 7, 2}

f(S ′) = 29

Figure 2.2: A single iteration of the internal loop of the local search procedure for
the feedback vertex set problem described in Algorithm 2.3. In this case the vertex 6 of
the solution S is replaced by the subset D6 = {4, 7}, because w(D6) < w(6), improving
the fitness value of the solution.

2.1.6 Local Search

At the end of the evolutionary cycle, a local search procedure is applied to the selected

candidate solutions, with the purpose to refine and improve the solutions that will go

to the next generation, and properly speed up the convergence of Hybrid-IA, driving
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it towards more promising regions [13]. The idea is to explore, in a deterministic

way, the neighbourhood of each solution performing some moves that improve the

objective function, i.e. to reduce the sum of weights of vertices belonging to a solution.

Each solution obtained by the creation solution algorithm is produced starting from

a randomly generated permutation that does not take into account the weight of the

vertices. For this reason, the local search tries to reduce the weight of a solution by

replacing one of its vertices with a set of vertices from the residual graph. In more

detail, let S be a solution without redundant vertices of the graph G. The local

search procedure starts moving the vertex with the largest weight from the solution,

that is u = argmaxu∈S w(u), to the residual graph G[S̄], generating a new graph

G′ = G[S̄ ∪ {u}]. Since S does not contain any redundant vertices, u restores one

or more cycles in G′ and all those cycles pass through u. Using the simple Depth

First Search (DFS) [34], the algorithm starts a visit from u to identify a cycle Γ along

with all vertices involved in it; thus, the algorithm breaks off the cycle Γ removing

from the residual graph G[X] the vertex v with smaller weight–degree ratio, that is

v = argminv∈Γ w(v)/d[X](v), where X = S̄ ∪ {u}. This process is repeated until the

residual graph G[X] does not contain any cycles. At the end of the iteration, Du

contains all removed vertices and represents a feedback vertex set for the graph G′. If

the sum of the weights of the removed vertices w(Du) is less than the weight of vertex

u, there is an improvement of the fitness value and then the procedure replaces Du with

u in the solution S. Otherwise, the local search rebuilds the residual graph G[S̄] and

repeats this process for all the vertices of S. For example, in Figure 2.2 the vertex 6 can

be replaced by the subset D6 = {4, 7} improving the objective function and maintaining

the feasibility of the solution. Finally, if there was at least a replacement of a vertex

u with a subset Du, the local search performs a redundancy control for the vertices of

the new solution. The pseudocode of the local search is shown in Algorithm 2.3.
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Algorithm 2.3: Pseudo-code of the local search procedure that tries to improve a
feedback vertex set S.

1: procedure LocalSearch(G(V, E, w), S)
2: S ′ ← S
3: while S ′ ̸= ∅ do
4: u← argmaxu∈S′ w(u)
5: S ′ ← S ′ \ {u}
6: X ← (V \ S) ∪ {u}
7: Du ← ∅
8: while G[X] contains cycles do
9: Select a cycle Γ in G[X] starting from u

10: v ← argminv∈Γ w(v)/d[X](v)
11: X ← X \ {v}
12: Du ← Du ∪ {v}
13: end while
14: if w(Du) < w(u) then
15: S ← S \ {u}
16: S ← S ∪Du

17: end if
18: end while
19: S ← RemoveRedundantVertices(S)
20: return S
21: end procedure

2.1.7 Termination

Hybrid-IA iteratively repeats the immune operators and the local search procedure

on the current population until a termination criterion is satisfied. In this research

work, the algorithm ends the execution after a fixed number of generations, defined by

the parameter TMax, or if it reaches the optimal value if known. In Algorithm 2.4 is

shown the pseudocode of Hybrid-IA.

2.2 Experimental Results

To evaluate the effectiveness and competitiveness of Hybrid-IA, in this section all

analysis, parameters tuning and experimental results carried out on the algorithm are

presented. The proposed algorithm was implemented in C++ using LEMON [53]

library, an open-source template library to handle data structures of the input graph
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Algorithm 2.4: Pseudo-code of Hybrid-IA.
1: procedure Hybrid-IA(d, dup, ρ, τ)
2: t← 0
3: P (t) ← InitializePopulation(d)
4: ComputeFitness(P (t))
5: while ¬StopCriterion do
6: P (clo) ← Cloning(P (t), dup)
7: P (mut) ← Hypermutation(P (clo), ρ)
8: ComputeFitness(P (mut))
9: P (t) ← Aging(P (t), τ)

10: P (t+1) ← (µ + λ)−Selection(P (t), P (mut))
11: LocalSearch(P (t+1))
12: ComputeFitness(P (t+1))
13: t← t + 1
14: end while
15: end procedure

instances, and compiled with GCC 9.4. All the following experiments were performed

on a Linux machine equipped with an Intel Xeon E5-2620 processor at 2.40 GHz and

16 GB of memory.

To accurately evaluate the performance of the proposed algorithm on different ap-

plication fields, a set of benchmark instances, originally proposed in [30], has been

considered for all experiments. This benchmark set consists of five classes of undir-

ected vertex-weighted graphs with a different number of vertices, density and weight

range: random graphs, squared and not squared grid graphs, toroidal graphs and hy-

percube graphs. The class of random and hypercube graphs are characterized by the

number of vertices n and the number of edges m, while the class of grid and toroidal

graphs by the coordinates x and y, which determine the number of vertices. The weight

w(v) for each vertex v ∈ V is randomly extracted from an uniform distribution from

the intervals [10, 25], [10, 50] and [10, 75]. For each combination of n, m and weight

range, or x, y and weight range, there are 5 problem instances that differ only in the

assignment of the weights of the vertices. Finally, depending on the number of vertices,

these instances are grouped into two classes: small instances, with about 25, 50 and

75 vertices, and large instances with about 100, 200, 300, 400 and 500 vertices.

For the comparisons outlined in the following section, three different algorithms have
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been considered, which represent nowadays a good reference point for this problem on

the benchmark instances considered: the Iterated Tabu Search (ITS) [30], the eXploring

Tabu Search (XTS) [24, 52] and a Memetic Algorithm (MA) [28]. All these three

algorithms use a k-diamond graph [29] to represent the neighbourhood of candidate

solutions. More precisely, to explore this neighbourhood XTS uses an approximation

algorithm [6], while ITS and MA use a dynamic programming algorithm [29] that is

able to solve the weighted feedback problem on the k-diamond graphs. Note that, as

described in Section 2.1.6, the local search operator involved in the evolutionary cycle

of Hybrid-IA, explores the same neighbourhood, but in this case with a more simple

heuristic to solve the problem for the sub-instance.

2.2.1 Convergence Behaviour

In the first part of the experimental phase, the analysis has been focused on the con-

vergence behaviour of the proposed algorithm in order to investigate the performances

of designed operators for this combinatorial optimization problem.

In Figure 2.3a is shown the convergence behaviour of Hybrid-IA on the ran-

dom instance L_R15, that is an instance with 200 vertices and medium density (see

Table 2.12). In particular, the three curves represent the average fitness value of the

population, the average fitness value of the mutated population and the best fitness

value discovered so far by the algorithm. From this plot can be seen that Hybrid-IA

has a good convergence in the first 100 iterations, both from the point of view of the

average fitness of the population and the best solution. In subsequent iterations, the

average fitness of the population remains almost constant, with variations due to the

aging operator, which discards old solutions introducing diversity from the mutated

population. This diversity among solutions is also confirmed by the distance that the

three curves maintain for the rest of the iterations.

The curves in Figure 2.3b represent the average fitness value of the current popu-

lation with and without the local search operator described in Section 2.1.6. This plot
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Figure 2.3: Convergence behaviour of Hybrid-IA on random instance L_R15. (a)
Average fitness function values of current population P (t), mutated population P (mut)

and the best solution. (b) Average fitness function values of current population P (t)

with and without local search procedure.

shows how the local search affects the convergence of the proposed algorithm, improv-

ing the exploration of the search space. Moreover, the local search operator helps the

algorithm to keep a high degree of diversity among the candidate solutions, as can be

seen from Figure 2.4a, which shows the curves of the standard deviation of the two

populations. This is useful for avoiding and/or escaping from local optima.

In addition to the convergence analysis, the learning ability of the algorithm was

also investigated, using the Kullback-Leibler divergence [89, 90] as a measure of the

information gained during the evolutionary process. The idea is to measure how the

current population P (t) is different from the initial population P (t0). Let S
(t)
i be the

number of solutions S that at iteration t have the fitness function value i; the candidate

solutions distribution function f
(t)
i can be defined as the ratio between the number S

(t)
i

and the total number of candidate solutions, that is:

f
(t)
i = S

(t)
i

|P (t)|
. (2.3)
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It follows that the Kullback-Leibler divergence DKL(t, t0) can be calculated as:

DKL(t, t0) =
∑︂

i

f
(t)
i log

⎛⎝ f
(t)
i

f
(t0)
i

⎞⎠ . (2.4)

The plot in Figure 2.4b shows the curves of the information gain obtained by the

algorithm with and without the use of the local search operator. Also, in this case, it

is clear how the local search helps the algorithm to learn more information from the

very first iterations, reaching a peak after 100 iterations and keeping this quantity of

information gained for the rest of the execution. On the other side, instead, the curve

of the information gained by the population without the local search grows much more

slowly and begins to have an oscillatory trend after about 100 iterations. Moreover,

this curve does not reach the information gain of the population with local search,

keeping on average a certain distance, except on rare occasions.
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Figure 2.4: Learning behaviour of Hybrid-IA during evolutionary cycle on random
instance L_R15. (a) Standard deviation of fitness function and (b) information gain of
current population P (t) with and without local search procedure.

2.2.2 Preliminary Results

In this section, all preliminary outcomes obtained by Hybrid-IA are presented. For

all preliminary experiments presented, the parameters setting of Hybrid-IA were,

respectively: population size d = 100; duplication parameter dup = 2; maximum
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age reachable τ = 20; mutation rate parameter ρ = 0.5 for small instances, ρ = 1.3

for instances with |V | = 100 vertices, and ρ = 3.0 otherwise. The values of these

parameters have been determined through experimental tests and historical knowledge

learned on the algorithm.

Small Instances

Tables 2.1 and 2.2 show the results obtained by Hybrid-IA on different sets of instance.

In both tables, the first six columns represent the instance, with its name (Id), the size

of the graph (x and y for grid and toroidal graphs, n and m for random and hypercube

graphs), the lower and upper bound of the weight range (Low and Up), and the optimal

solution (Opt). In the next columns are reported the results of Hybrid-IA and the

other three algorithms compared. Further, in each line of the tables, the best results

among all are reported in boldface.

On the squared grid graph instances (top of Table 2.1) is possible to see how

Hybrid-IA is able to reach the optimal solution in 8 instances over 9, unlike of MA

that instead reaches it in all instances. However, in this instance (S_SG7) the per-

formances showed by Hybrid-IA are very close to the optimal solution (+0.2), and

anyway better than the other two compared algorithms. On the not squared grid

graphs (middle of Table 2.1) instead Hybrid-IA reaches the optimal solution on all

instances (9 over 9), outperforming all three algorithms on the instance S_NG7, where

none of the three compared algorithms is able to find the optimal solution. Also on

the toroidal graphs (bottom of Table 2.1) Hybrid-IA is able to reach the global op-

timal solution in 9 over 9 instances. In the overall, inspecting all results in table 2.1

is possible to see how Hybrid-IA shows competitive and comparable performances

to MA algorithm, except in the instance S_SG7 where it shows slight worst results,

whilst instead, it is able to outperform MA in the instance S_NG7 where it reaches the

optimal solution unlike of MA. Analysing the results with respect to the other two

algorithms is clear how Hybrid-IA outperform ITS and XTS in all instances.

In Table 2.2 are presented the comparisons on the hypercube and random graphs,
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Table 2.1: Preliminary test results of Hybrid-IA on the small instances of squared
grid, not squared grid and toroidal graphs.

Instance
Id x y Low Up Opt Hybrid-IA ITS XTS MA

Squared Grid

S_NG1 8 3 10 25 96.8 96.8 96.8 96.8 96.8
S_NG2 8 3 10 50 157.4 157.4 157.4 157.4 157.4
S_NG3 8 3 10 75 220.0 220.0 220.0 220.0 220.0
S_NG4 9 6 10 25 295.6 295.6 295.8 295.8 295.6
S_NG5 9 6 10 50 488.6 488.6 489.4 488.6 488.6
S_NG6 9 6 10 75 755.0 755.0 755.0 755.2 755.0
S_NG7 12 6 10 25 398.2 398.2 399.8 398.8 398.4
S_NG8 12 6 10 50 671.8 671.8 673.4 671.8 671.8
S_NG9 12 6 10 75 1015.2 1015.2 1017.4 1015.4 1015.2

Not Squared Grid

S_SG1 5 5 10 25 114.0 114.0 114.0 114.0 114.0
S_SG2 5 5 10 50 199.8 199.8 199.8 199.8 199.8
S_SG3 5 5 10 75 312.4 312.4 312.6 312.4 312.4
S_SG4 7 7 10 25 252.0 252.0 252.4 252.0 252.0
S_SG5 7 7 10 50 437.6 437.6 439.8 437.6 437.6
S_SG6 7 7 10 75 713.6 713.6 718.4 717.4 713.6
S_SG7 9 9 10 25 442.2 442.4 444.2 442.8 442.2
S_SG8 9 9 10 50 752.2 752.2 754.6 753.0 752.2
S_SG9 9 9 10 75 1134.4 1134.4 1138.0 1134.4 1134.4

Toroidal

S_T1 5 5 10 25 101.4 101.4 101.4 101.4 101.4
S_T2 5 5 10 50 124.4 124.4 124.4 124.4 124.4
S_T3 5 5 10 75 157.8 157.8 157.8 158.8 157.8
S_T4 7 7 10 25 195.4 195.4 197.4 195.4 195.4
S_T5 7 7 10 50 234.2 234.2 234.2 234.2 234.2
S_T6 7 7 10 75 269.6 269.6 269.6 269.6 269.6
S_T7 9 9 10 25 309.6 309.8 310.4 309.8 309.8
S_T8 9 9 10 50 369.6 369.6 370.0 369.6 369.6
S_T9 9 9 10 75 431.8 431.8 432.2 432.2 431.8

which present larger problem dimensions with respect to the previous ones. Analysing

the results obtained on the hypercube graph instances, it is very clear how Hybrid-IA

outperform all three algorithms in all instances (9 over 9), reaching even the optimal
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solution on the S_H7 instance where instead the three algorithms fail. On the random

graphs, Hybrid-IA still shows comparable results to MA on all instances, even reach-

ing the optimum on the instances S_R20 and S_R23 where instead MA, and the other

two algorithms fail. In the overall, analyzing all results of this table is easy to assert

that Hybrid-IA is comparable, and sometimes the best, with respect to MA also on

this set of instances, winning even on three instances the comparison with it. Extend-

ing the analysis to the comparison with ITS and XTS algorithms, it is quite clear that

Hybrid-IA outperforms them in all instances, finding always better solutions than

these two compared algorithms.

Large Instances

The comparisons on the random graphs are reported in Table 2.3. For this comparison

instances with different problem dimensions have been taken into account (from 100 to

500 nodes); with different densities of edges; and different ranges of weights. This helps

us in testing the efficiency of Hybrid-IA on different degrees of problem complexity,

and different optimization scenarios. Inspecting the Table 2.3, it is possible to assert

that the proposed immune metaheuristic outperforms all compared algorithms, reach-

ing the best solution in 27 instances over 36, and improving the best-known value so

far (i.e. K∗) in 11 of these instances. The MA algorithm, which is based on a genetic

algorithm, is instead able to reach the best solution in 17 instances over 36, and only

in 5 of them, it is able to find better solutions than Hybrid-IA and the other two

algorithms. About the other two algorithms, XTS is able to reach the best solutions

in 16 instances, and in 4 of these it reaches better solutions than the other compared

algorithms; whilst ITS finds the best solution only on 2 instances. It is important to

emphasize that: (1) in all those instances where Hybrid-IA reaches better values than

K∗, the improvement is almost always quite considerable; (2) in those instances where

Hybrid-IA is not able to find the best solutions, it is, anyway, always the second best;

(3) if Hybrid-IA is compared to MA in all those instances where both are not able

to find the best solution, i.e. where XTS is the winner, anyway the proposed immune
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Table 2.2: Preliminary test results of Hybrid-IA on the small instances of hypercube
and random graphs.

Instance
Id n m Low Up Opt Hybrid-IA ITS XTS MA

Hypercube

S_H1 16 32 10 25 72.2 72.2 72.2 72.2 72.2
S_H2 16 32 10 50 93.8 93.8 93.8 93.8 93.8
S_H3 16 32 10 75 97.4 97.4 97.4 97.4 97.4
S_H4 32 80 10 25 170.0 170.0 170.0 170.0 170.0
S_H5 32 80 10 50 240.6 240.6 241.0 240.6 240.6
S_H6 32 80 10 75 277.6 277.6 277.6 277.6 277.6
S_H7 64 192 10 25 353.4 353.4 354.6 353.8 353.8
S_H8 64 192 10 50 475.6 475.6 476.0 475.6 475.6
S_H9 64 192 10 75 503.8 503.8 503.8 504.8 503.8

Random

S_R1 25 33 10 25 63.8 63.8 63.8 63.8 63.8
S_R2 25 33 10 50 99.8 99.8 99.8 99.8 99.8
S_R3 25 33 10 75 125.2 125.2 125.2 125.2 125.2
S_R4 25 69 10 25 157.6 157.6 157.6 157.6 157.6
S_R5 25 69 10 50 272.2 272.2 272.2 272.2 272.2
S_R6 25 69 10 75 409.4 409.4 409.4 409.4 409.4
S_R7 25 204 10 25 273.4 273.4 273.4 273.4 273.4
S_R8 25 204 10 50 507.0 507.0 507.0 507.0 507.0
S_R9 25 204 10 75 785.8 785.8 785.8 785.8 785.8
S_R10 50 85 10 25 174.6 174.6 175.4 176.0 174.6
S_R11 50 85 10 50 280.8 280.8 280.8 281.6 280.8
S_R12 50 85 10 75 348.0 348.0 348.0 349.2 348.0
S_R13 50 232 10 25 386.2 386.2 389.4 386.8 386.2
S_R14 50 232 10 50 708.6 708.6 708.6 708.6 708.6
S_R15 50 232 10 75 951.6 951.6 951.6 951.6 951.6
S_R16 50 784 10 25 602.0 602.0 602.2 602.0 602.0
S_R17 50 784 10 50 1171.8 1171.8 1172.2 1172.0 1171.8
S_R18 50 784 10 75 1648.8 1648.8 1649.4 1648.8 1648.8
S_R19 75 157 10 25 318.2 318.2 321.0 320.0 318.2
S_R20 75 157 10 50 521.6 522.2 526.2 525.0 522.6
S_R21 75 157 10 75 751.0 751.0 757.2 754.2 751.0
S_R22 75 490 10 25 635.8 635.8 638.6 635.8 635.8
S_R23 75 490 10 50 1226.6 1226.6 1230.6 1228.6 1227.6
S_R24 75 490 10 75 1789.4 1789.4 1793.6 1789.4 1789.4
S_R25 75 1739 10 25 889.8 889.8 891.0 889.8 889.8
S_R26 75 1739 10 50 1664.2 1664.2 1664.8 1664.2 1664.2
S_R27 75 1739 10 75 2452.2 2452.2 2452.8 2452.2 2452.2
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Table 2.3: Preliminary test results of Hybrid-IA on large instances of random
graphs.

Instance
Id n m Low Up K∗ Hybrid-IA ITS XTS MA
L_R1 100 247 10 25 498.4 498.4 501.4 500.8 498.4
L_R2 100 247 10 50 836.8 833.8 845.8 840.0 836.8
L_R3 100 247 10 75 1207.6 1207.2 1223.8 1208.0 1207.6
L_R4 100 841 10 25 826.8 826.8 828.2 826.8 826.8
L_R5 100 841 10 50 1724.4 1724.4 1729.6 1724.6 1724.4
L_R6 100 841 10 75 2420.6 2420.6 2425.6 2420.6 2420.6
L_R7 100 3069 10 25 1134.0 1134.0 1134.0 1134.0 1134.0
L_R8 100 3069 10 50 2179.0 2179.0 2179.0 2179.0 2179.0
L_R9 100 3069 10 75 3228.6 3228.6 3228.8 3228.8 3228.6
L_R10 200 796 10 25 1468.2 1466.6 1488.4 1468.8 1468.2
L_R11 200 796 10 50 2399.0 2400.0 2442.6 2414.4 2399.0
L_R12 200 796 10 75 3089.6 3087.0 3157.0 3099.6 3089.6
L_R13 200 3184 10 25 1986.2 1987.2 2003.6 1986.8 1986.2
L_R14 200 3184 10 50 3650.6 3649.2 3683.6 3650.6 3651.8
L_R15 200 3184 10 75 5135.8 5133.8 5158.6 5137.2 5135.8
L_R16 200 12139 10 25 2447.8 2447.8 2450.0 2448.4 2447.8
L_R17 200 12139 10 50 4148.6 4148.6 4149.4 4148.6 4149.0
L_R18 200 12139 10 75 5528.4 5528.4 5531.4 5528.4 5528.4
L_R19 300 1644 10 25 2045.4 2044.8 2072.6 2045.4 2048.0
L_R20 300 1644 10 50 4175.4 4177.4 4239.4 4195.2 4175.4
L_R21 300 1644 10 75 6065.2 6072.4 6154.4 6102.8 6065.2
L_R22 300 7026 10 25 3203.0 3203.4 3231.0 3203.0 3207.6
L_R23 300 7026 10 50 6211.0 6214.2 6261.4 6211.0 6217.2
L_R24 300 7026 10 75 8585.4 8573.2 8660.6 8585.4 8613.2
L_R25 300 27209 10 25 3726.6 3726.6 3729.2 3726.6 3726.6
L_R26 300 27209 10 50 5734.8 5734.8 5738.0 5734.8 5734.8
L_R27 300 27209 10 75 10467.0 10467.0 10469.6 10467.0 10467.0
L_R28 400 2793 10 25 2989.6 2987.2 3015.2 2991.0 2989.6
L_R29 400 2793 10 50 6410.0 6421.6 6528.0 6435.8 6410.0
L_R30 400 2793 10 75 8597.2 8581.2 8730.0 8637.0 8597.2
L_R31 400 12369 10 25 4428.8 4434.0 4451.8 4428.8 4437.4
L_R32 400 12369 10 50 6785.8 6792.4 6837.4 6785.8 6800.6
L_R33 400 12369 10 75 10599.4 10599.2 10661.8 10599.4 10601.0
L_R34 400 48279 10 25 5060.4 5060.4 5060.8 5060.4 5060.6
L_R35 400 48279 10 50 7106.8 7106.8 7109.2 7106.8 7108.0
L_R36 400 48279 10 75 15103.2 15103.2 15114.6 15103.2 15117.8

metaheuristic find always better solutions than MA.

In Tables 2.4 and 2.5 are reported the outcomes on the hypercube and toroidal

graphs. These instances present graphs dimension from 100 to 512 nodes, and from

100 to 529 vertices, respectively. For the hypercube instances in Table 2.4, it is quite
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clear how Hybrid-IA reaches the optimal solution in all instances (9 instances in the

overall), improving the best-known value in 6 of these instances. Also on the toroidal

graphs in Table 2.5, is possible to see how Hybrid-IA outperforms the compared

algorithms finding the best solution in 10 instances over 15, unlike of MA that is

able to reach the best solution only in 7 instances. XTS and ITS, instead, never

have been able to reach the best solutions in any instance, except in L_T3 instance

for XTS. Moreover, whilst MA finds better solutions than Hybrid-IA in 5 instances,

our immune metaheuristic not only outperforms MA in 8 instances, but it improves

significantly the best-known values on them. It is worth emphasizing that, due to

the particular topology of the toroidal graphs, the local search finds some difficulties

primarily when acting on the selection of a new vertex based on its degree, or weight-

degree ratio, since the vertices tend to have all the same degree. A possible heuristic

approach is to modify the mutation rate (see Section 2.2.3).

Table 2.4: Preliminary test results of Hybrid-IA on large instances of hypercube
graphs.

Instance
Id n m Low Up K∗ Hybrid-IA ITS XTS MA
L_H1 128 448 10 25 731.8 731.4 740.0 742.0 731.8
L_H2 128 448 10 50 1066.8 1066.8 1071.0 1066.8 1067.2
L_H3 128 448 10 75 1161.6 1161.6 1163.6 1161.6 1162.4
L_H4 256 1024 10 25 1487.4 1486.6 1542.6 1534.2 1487.4
L_H5 256 1024 10 50 2279.6 2279.4 2311.4 2282.0 2279.6
L_H6 256 1024 10 75 2572.4 2572.4 2590.8 2576.4 2572.4
L_H7 512 2304 10 25 3119.0 3118.8 3240.8 3146.0 3119.0
L_H8 512 2304 10 50 4852.2 4843.6 4921.8 4872.4 4852.2
L_H9 512 2304 10 75 5553.4 5552.4 5588.6 5563.8 5553.4

Thus, analysing all results of both tables, it is possible to assert that Hybrid-IA

is competitive, and very often better than the other compared algorithms, especially

with respect to MA algorithm. The comparisons have been done on a total of 60

different graphs, and at different problem dimensions: Hybrid-IA reached the global

best solution in 46 instances, and on 25 of these it found solutions better than the

best-known values (K∗), whilst MA in only 23. If we focus on the comparison between
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Hybrid-IA and MA, we have that MA finds better solutions than our algorithm in

only 10 instances, unlike Hybrid-IA that outperforms MA in 35 instances over 60. In

the remaining 15 instances both algorithms reach the same solutions that correspond

also to the best known.

Table 2.5: Preliminary test results of Hybrid-IA on large instances of toroidal
graphs.

Instance
Id x y Low Up K∗ Hybrid-IA ITS XTS MA
L_T1 10 10 10 25 388.0 387.8 388.8 389.0 388.0
L_T2 10 10 10 50 457.6 457.4 458.6 457.6 457.6
L_T3 10 10 10 75 504.6 504.6 504.8 504.6 504.6
L_T4 14 14 10 25 748.8 747.6 750.8 748.8 749.6
L_T5 14 14 10 50 874.4 874.2 875.6 875.4 874.4
L_T6 14 14 10 75 1016.2 1016.2 1017.2 1016.4 1016.2
L_T7 17 17 10 25 1102.8 1105.2 1110.2 1107.4 1102.8
L_T8 17 17 10 50 1304.4 1304.6 1307.6 1306.0 1304.4
L_T9 17 17 10 75 1498.6 1497.6 1502.4 1499.6 1498.6
L_T10 20 20 10 25 1539.6 1540.2 1548.6 1540.0 1539.6
L_T11 20 20 10 50 1795.4 1795.6 1803.4 1797.6 1795.4
L_T12 20 20 10 75 2033.0 2031.8 2042.6 2033.6 2033.0
L_T13 23 23 10 25 2034.8 2039.0 2043.4 2043.8 2034.8
L_T14 23 23 10 50 2406.4 2406.2 2412.2 2410.8 2406.4
L_T15 23 23 10 75 2697.2 2695.4 2705.4 2704.2 2697.2

2.2.3 Parameter Tuning

As outlined in Chapter 2, the proposed algorithm has four parameters that affect the

performances: the population size d, the duplication factor dup, the mutation shape ρ

and the maximum age τ . However, starting from previous results [46, 47] on the same

benchmark instances and from some preliminary experiments, the crucial parameter

that affects the exploration of the neighbourhood of candidate solutions is the mutation

shape ρ. This parameter controls the mutation rate α defined in Equation 2.2, that is

the percentage of vertices to swap between the solution S and V \ S in the mutation

operator. For this reason, the parameter tuning was focused only on the mutation

shape ρ, trying to find the best value in the closed range [1.0, 4.0], with steps of 0.2. As
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can be seen in Figure 2.5, using a mutation shape greater than 4.0 means a significant

reduction of the number of mutations for a high number of good candidate solutions,

limiting the exploration of their neighbourhood and of the search space in general.
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Figure 2.5: Mutation rate α obtained with Equation 2.2 for different values of the
mutation shape ρ, with respect to the normalized fitness value.

For the tuning experiments, we selected a subset of the benchmark instances de-

scribed before. More precisely, we chose for the training set the large random graphs

with low and medium density and the large grid graphs, as representations of regular

graphs (grid, toroidal and hypercube). This set consists of instances with a number of

vertices that goes from 100 to 500, with a graph density that ranges from 16.99% to

3.40% for medium and low-density random graphs, and from 3.64% to 0.72% for grid

graphs, and with a weight range of [10, 50] and [10, 75]. In this way, we tried to cover

all possible features of the benchmark set used. Note that, to save computational time

in this phase, we left out of the training set the large random graphs with high dens-

ity, because, for this kind of instance, Hybrid-IA already reaches good results with a

default configuration for this parameter [47]. Finally, for all 16 values of the mutation

shape ρ we performed 10 independent runs for each instance of the training set, and

for {1000, 1250, 1500, 1750, 2000} generations, respectively for {100, 200, 300, 400, 500}
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vertices, as termination criteria.

For the analysis of the tuning experiments, the rank-based as described in [10] has

been used. The values of the mutation shape ρ were ordered based on the solutions

obtained on the instances of the training set, grouped by size and density of the graph,

that is by n and m for random instances and only by n for grid instances. In particular,

for each instance the value of ρ that found the best average (over 10 runs), obtain rank

1, the second best average obtain rank 2, and so on. Then, for each n and m an average

of the rank for each value of ρ was calculated. The values of ρ with the best average

rank for each n and m, are shown in Table 2.6.

Table 2.6: Results of the tuning experiments for the mutation shape parameter on
the (a) large random and (b) squared grid graphs.

Random
n m ∆ ρ

100 247 4.99% 1.4
100 841 16.99% 1.4
200 796 4.00% 2.4
200 3184 16.00% 2.8
300 1644 3.67% 2.8
300 7026 15.67% 3.2
400 2793 3.50% 3.2
400 12369 15.50% 3.4
500 4241 3.40% 3.4
500 19211 15.40% 3.6

(a)

Grid
x y ∆ ρ

10 10 3.64% 1.4
14 14 1.90% 2.0
17 17 1.31% 2.4
20 20 0.95% 2.8
23 23 0.72% 3.2

(b)

In general, from these tuning results, we can see that the mutation shape ρ grows

increasing the size of the graph, that is, large instances require fewer changes during

the mutation phase than smaller problem instances. However, with the same number

of vertices, the mutation shape is slightly higher for instances with higher density, and

this difference seems to decrease when the size of the graph increases. For reasons of

space and readability, in Appendix A.1 are reported all figures that show the outcomes

of the tuning experiments.
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2.2.4 Results

The aim of this section is to analyse the performance of the proposed algorithm, com-

paring all the outcomes on this benchmark set with other metaheuristic algorithms

available from the literature. For all the experimental results presented in the fol-

lowing sections, the configuration of parameters of Hybrid-IA is as follows: the al-

gorithm maintains a population of candidate solutions of size d = 100, with a duplic-

ation factor dup = 2, and for a maximum of τ = 20 iterations, except for the best

solution (see Section 2.1.4). The mutation shape ρ, instead, changes based on the

features of the input instance, in accordance with the results of the parameter tuning

described in Section 2.2.3 and reported in Table 2.6. Finally, Hybrid-IA stops its

execution after a fixed number of generations TMax, that is 500 for small instances,

and {1000, 1250, 1500, 1750, 2000} for (respectively) large instances. It is important

to highlight that the results derived from [28] have been obtained considering as stop

condition a certain value of consecutive iterations without improvement of the best

solution. This value is determined with a formula related to the size and density of the

input instance, and the counter is reset every time an improvement occurs. Moreover,

MA, at the end of its execution, restarts the evolutionary cycle penalizing the vertices

belonging to the best solution found, in order to explore new regions of the search

space. For this reason, the actual number of iterations of MA is not known a priori.

For all algorithms compared, the Average Gap Value (AGV) has been calculated,

that is the sum of the difference between the value obtained by the algorithm and the

value of the best-known solution for an instance. The AGV can be computed as follow:

AGV = 1
N

N∑︂
i=1

(fi −K∗), (2.5)

where fi is the fitness value of the solution found by the algorithm on instance i, K∗

is the best fitness value known and N is the total number of instances for each value

of |V |. This value can be useful to understand the performance of an algorithm when
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Table 2.7: Results of Hybrid-IA on small instances of random graphs.

Instance
Id n m Low Up Opt Hybrid-IA ITS XTS MA
S_R1 25 33 10 25 63.8 63.8 63.8 63.8 63.8
S_R2 25 33 10 50 99.8 99.8 99.8 99.8 99.8
S_R3 25 33 10 75 125.2 125.2 125.2 125.2 125.2
S_R4 25 69 10 25 157.6 157.6 157.6 157.6 157.6
S_R5 25 69 10 50 272.2 272.2 272.2 272.2 272.2
S_R6 25 69 10 75 409.4 409.4 409.4 409.4 409.4
S_R7 25 204 10 25 273.4 273.4 273.4 273.4 273.4
S_R8 25 204 10 50 507.0 507.0 507.0 507.0 507.0
S_R9 25 204 10 75 785.8 785.8 785.8 785.8 785.8
S_R10 50 85 10 25 174.6 174.6 175.4 176.0 174.6
S_R11 50 85 10 50 280.8 280.8 280.8 281.6 280.8
S_R12 50 85 10 75 348.0 348.0 348.0 349.2 348.0
S_R13 50 232 10 25 386.2 386.2 389.4 386.8 386.2
S_R14 50 232 10 50 708.6 708.6 708.6 708.6 708.6
S_R15 50 232 10 75 951.6 951.6 951.6 951.6 951.6
S_R16 50 784 10 25 602.0 602.0 602.2 602.0 602.0
S_R17 50 784 10 50 1171.8 1171.8 1172.2 1172.0 1171.8
S_R18 50 784 10 75 1648.8 1648.8 1649.4 1648.8 1648.8
S_R19 75 157 10 25 318.2 318.2 321.0 320.0 318.2
S_R20 75 157 10 50 521.6 521.6 526.2 525.0 522.6
S_R21 75 157 10 75 751.0 751.0 757.2 754.2 751.0
S_R22 75 490 10 25 635.8 635.8 638.6 635.8 635.8
S_R23 75 490 10 50 1226.6 1226.6 1230.6 1228.6 1227.6
S_R24 75 490 10 75 1789.4 1789.4 1793.6 1789.4 1789.4
S_R25 75 1739 10 25 889.8 889.8 891.0 889.8 889.8
S_R26 75 1739 10 50 1664.2 1664.2 1664.8 1664.2 1664.2
S_R27 75 1739 10 75 2452.2 2452.2 2452.8 2452.2 2452.2

the size increases for a specific class of instances.

Small Instances

In the following tables, the results of the four algorithms on all small instances are

reported. The first five columns represent the instance, with its name (Id), the size of

the graph (n and m for random and hypercube graphs, x and y for grid and toroidal

graphs), the lower and upper bound of the weight range (Low and Up), and the optimal

solution (Opt). The last four columns report the fitness values of the best solutions

found by the compared algorithms. These fitness values are the average value obtained
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on 5 problem instances, as described in the first part of Section 2.2.4.

Table 2.7 shows the results of all algorithms on small random instances. From

this table, it is possible to note how Hybrid-IA obtains a perfect score reaching the

optimal solution for all instances. A similar result is obtained by MA, which reaches

the optimal solutions for 25 instances out of 27. MA fails to reach the optimum on two

instances with 75 vertices, S_R20 and S_R23, both with a weight range of [10, 50] but

with different density. XTS reaches the optimal solution for 18 instances out of 27,

failing mainly on instances with low density, both with 50 and 75 vertices. Finally, ITS

has the worst results, reaching the optimal solution only on 13 instances out of 27. This

algorithm never reaches the optimal solution on instances with a weight range [10, 25],

when the number of vertices is 50 and 75. Moreover, its performance also deteriorates

as the size of the instance increases, in particular on low and medium density.

Table 2.8: Results of Hybrid-IA on small instances of squared grid graphs.

Instance
Id x y Low Up Opt Hybrid-IA ITS XTS MA
S_SG1 5 5 10 25 114.0 114.0 114.0 114.0 114.0
S_SG2 5 5 10 50 199.8 199.8 199.8 199.8 199.8
S_SG3 5 5 10 75 312.4 312.4 312.6 312.4 312.4
S_SG4 7 7 10 25 252.0 252.0 252.4 252.0 252.0
S_SG5 7 7 10 50 437.6 437.6 439.8 437.6 437.6
S_SG6 7 7 10 75 713.6 713.6 718.4 717.4 713.6
S_SG7 9 9 10 25 442.2 442.2 444.2 442.8 442.2
S_SG8 9 9 10 50 752.2 752.2 754.6 753.0 752.2
S_SG9 9 9 10 75 1134.4 1134.4 1138.0 1134.4 1134.4

In Tables 2.8–2.11 the results on small regular instances are reported, that is squared

and not squared grid, toroidal and hypercube graphs respectively. Also, in this case,

Hybrid-IA obtained a perfect score, reaching the optimal solution for all 36 instances.

As for random instances, MA has similar performances (33 out of 36), failing only on

three instances with (about) 75 vertices and weight range [10, 25], S_NG7, S_T7 and

S_H7. XTS reaches the optimal solution on 24 instances out of 36, failing mainly on

instances with 75 vertices and weight range [10, 25] and [10, 75]. Also for this kind of
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Table 2.9: Results of Hybrid-IA on small instances of not squared grid graphs.

Instance
Id x y Low Up Opt Hybrid-IA ITS XTS MA
S_NG1 8 3 10 25 96.8 96.8 96.8 96.8 96.8
S_NG2 8 3 10 50 157.4 157.4 157.4 157.4 157.4
S_NG3 8 3 10 75 220.0 220.0 220.0 220.0 220.0
S_NG4 9 6 10 25 295.6 295.6 295.8 295.8 295.6
S_NG5 9 6 10 50 488.6 488.6 489.4 488.6 488.6
S_NG6 9 6 10 75 755.0 755.0 755.0 755.2 755.0
S_NG7 12 6 10 25 398.2 398.2 399.8 398.8 398.4
S_NG8 12 6 10 50 671.8 671.8 673.4 671.8 671.8
S_NG9 12 6 10 75 1015.2 1015.2 1017.4 1015.4 1015.2

Table 2.10: Results of Hybrid-IA on small instances of toroidal graphs.

Instance
Id x y Low Up Opt Hybrid-IA ITS XTS MA
S_T1 5 5 10 25 101.4 101.4 101.4 101.4 101.4
S_T2 5 5 10 50 124.4 124.4 124.4 124.4 124.4
S_T3 5 5 10 75 157.8 157.8 157.8 158.8 157.8
S_T4 7 7 10 25 195.4 195.4 197.4 195.4 195.4
S_T5 7 7 10 50 234.2 234.2 234.2 234.2 234.2
S_T6 7 7 10 75 269.6 269.6 269.6 269.6 269.6
S_T7 9 9 10 25 309.6 309.6 310.4 309.8 309.8
S_T8 9 9 10 50 369.6 369.6 370.0 369.6 369.6
S_T9 9 9 10 75 431.8 431.8 432.2 432.2 431.8

instance ITS has the worst performances (17 out of 36), failing to reach the optimal

solution when the size of the instances increases, except in rare occasions.

These considerations are reflected in Figures 2.6–2.10, which show the AGV (see

Equation 2.5) of the four algorithms. The curves of Hybrid-IA and MA have the

same trend on small instances, with a slight difference in favour of Hybrid-IA on

instances with 75 vertices, due to a higher number of optimal solutions found. On the

other hand, the curves of XTS and ITS tend to grow slightly on instances with 50

vertices and more on instances with 75 vertices for all classes, with the exception of

hypercube graphs, which seem to be the easiest instances to solve.

29



2. Hybrid Immunological Algorithm

Table 2.11: Results of Hybrid-IA on small instances of hypercube graphs.

Instance
Id n m Low Up Opt Hybrid-IA ITS XTS MA
S_H1 16 32 10 25 72.2 72.2 72.2 72.2 72.2
S_H2 16 32 10 50 93.8 93.8 93.8 93.8 93.8
S_H3 16 32 10 75 97.4 97.4 97.4 97.4 97.4
S_H4 32 80 10 25 170.0 170.0 170.0 170.0 170.0
S_H5 32 80 10 50 240.6 240.6 241.0 240.6 240.6
S_H6 32 80 10 75 277.6 277.6 277.6 277.6 277.6
S_H7 64 192 10 25 353.4 353.4 354.6 353.8 353.8
S_H8 64 192 10 50 475.6 475.6 476.0 475.6 475.6
S_H9 64 192 10 75 503.8 503.8 503.8 504.8 503.8

Large Instances

In this section the experimental results on large instances are reported, in order to

test the effectiveness of Hybrid-IA on complex problem instances. Table 2.12 reports

the outcomes on large random graphs. The columns of the table are the same as

Table 2.7, except for the column Opt, replaced by the column K∗ that represents the

best solution known, that is the best solution among ITS, XTS and MA. For this kind

of graph Hybrid-IA reaches the best solution in 29 out of 45 instances, improving the

best-known solution K∗ in 11 instances. In this statistic, MA and XTS have similar

performance, achieving the best solution in 21 and 20 out of 45 instances respectively.

ITS obtains the best solution in only 2 instances, confirming the low performance of

small instances.

The proposed algorithm reaches the best solution in all instances with n = 100,

improving K∗ in 3 instances. The same behaviour can be observed on graphs with

n = 200, where it fails only on two occasions, L_R11 and L_R13, with a gap from MA

of 0.4 and 1.4 respectively. When the size of the graphs increases Hybrid-IA does not

reach the best solutions, especially for low and medium density instances. However,

the gap from the best solutions K∗ is quite small for almost all instances with n equals

to 300, 400 and 500, expect for L_R29, L_R37 and L_R39, where the gap reaches a

peak of 17.0. On the other hand, Hybrid-IA finds the best solution for L_R24, L_R30,
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Table 2.12: Results of Hybrid-IA on large instances of random graphs.

Instance
Id n m Low Up K∗ Hybrid-IA ITS XTS MA
L_R1 100 247 10 25 498.4 498.4 501.4 500.8 498.4
L_R2 100 247 10 50 836.8 835.0 845.8 840.0 836.8
L_R3 100 247 10 75 1207.6 1207.2 1223.8 1208.0 1207.6
L_R4 100 841 10 25 826.8 826.8 828.2 826.8 826.8
L_R5 100 841 10 50 1724.4 1724.4 1729.6 1724.6 1724.4
L_R6 100 841 10 75 2420.6 2420.4 2425.6 2420.6 2420.6
L_R7 100 3069 10 25 1134.0 1134.0 1134.0 1134.0 1134.0
L_R8 100 3069 10 50 2179.0 2179.0 2179.0 2179.0 2179.0
L_R9 100 3069 10 75 3228.6 3228.6 3228.8 3228.8 3228.6
L_R10 200 796 10 25 1468.2 1465.4 1488.4 1468.8 1468.2
L_R11 200 796 10 50 2399.0 2399.4 2442.6 2414.4 2399.0
L_R12 200 796 10 75 3089.6 3088.0 3157.0 3099.6 3089.6
L_R13 200 3184 10 25 1986.2 1987.6 2003.6 1986.8 1986.2
L_R14 200 3184 10 50 3650.6 3649.2 3683.6 3650.6 3651.8
L_R15 200 3184 10 75 5135.8 5133.8 5158.6 5137.2 5135.8
L_R16 200 12139 10 25 2447.8 2447.8 2450.0 2448.4 2447.8
L_R17 200 12139 10 50 4148.6 4148.6 4149.4 4148.6 4149.0
L_R18 200 12139 10 75 5528.4 5528.4 5531.4 5528.4 5528.4
L_R19 300 1644 10 25 2045.4 2046.2 2072.6 2045.4 2048.0
L_R20 300 1644 10 50 4175.4 4177.8 4239.4 4195.2 4175.4
L_R21 300 1644 10 75 6065.2 6067.4 6154.4 6102.8 6065.2
L_R22 300 7026 10 25 3203.0 3204.0 3231.0 3203.0 3207.6
L_R23 300 7026 10 50 6211.0 6213.8 6261.4 6211.0 6217.2
L_R24 300 7026 10 75 8585.4 8573.2 8660.6 8585.4 8613.2
L_R25 300 27209 10 25 3726.6 3726.6 3729.2 3726.6 3726.6
L_R26 300 27209 10 50 5734.8 5734.8 5738.0 5734.8 5734.8
L_R27 300 27209 10 75 10467.0 10467.0 10469.6 10467.0 10467.0
L_R28 400 2793 10 25 2989.6 2990.4 3015.2 2991.0 2989.6
L_R29 400 2793 10 50 6410.0 6420.2 6528.0 6435.8 6410.0
L_R30 400 2793 10 75 8597.2 8583.4 8730.0 8637.0 8597.2
L_R31 400 12369 10 25 4428.8 4430.8 4451.8 4428.8 4437.4
L_R32 400 12369 10 50 6785.8 6789.4 6837.4 6785.8 6800.6
L_R33 400 12369 10 75 10599.4 10591.2 10661.8 10599.4 10601.0
L_R34 400 48279 10 25 5060.4 5060.4 5060.8 5060.4 5060.6
L_R35 400 48279 10 50 7106.8 7106.8 7109.2 7106.8 7108.0
L_R36 400 48279 10 75 15103.2 15103.2 15114.6 15103.2 15117.8
L_R37 500 4241 10 25 4056.4 4067.0 4102.8 4063.0 4056.4
L_R38 500 4241 10 50 7170.4 7172.8 7285.0 7204.6 7170.4
L_R39 500 4241 10 75 11135.6 11152.4 11285.6 11179.6 11135.6
L_R40 500 19211 10 25 5724.2 5726.4 5745.8 5724.2 5741.4
L_R41 500 19211 10 50 7677.8 7678.8 7725.0 7677.8 7678.2
L_R42 500 19211 10 75 14124.8 14121.4 14167.8 14124.8 14164.8
L_R43 500 75349 10 25 6361.6 6361.2 6366.4 6362.0 6361.6
L_R44 500 75349 10 50 8668.4 8668.4 8671.2 8668.4 8668.4
L_R45 500 75349 10 75 16932.4 16932.4 16939.2 16932.4 16933.8
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Figure 2.6: The average gap value of Hybrid-IA on the small and large random
graphs.

L_R33 and L_R42, all with a weight range [10, 75], greatly improving K∗ for the first

three instances.

Inspecting the plot in Figure 2.6, Hybrid-IA obtains a negative AGV for the

instances with n that ranges from 100 to 400, while less than 5.0 points from K∗ for

instances with n = 500. However, the AGV of Hybrid-IA is always lower than that

obtained by the other three algorithms. Although MA and XTS have achieved a

similar number of best solutions for these instances, on average MA obtains a slightly

better AGV than XTS.

In Tables 2.13 and 2.14 the results on toroidal and hypercube large graphs are

reported. For this kind of instance, Hybrid-IA obtains the best performance, where

the algorithm is able to find the best solution in all toroidal instances (15 out of 15),

and in 6 out of 9 hypercube problem instances. As for the random instances, MA

and XTS have similar statistics also for this kind of graph, with MA that obtains the

best solution in 2 out of 15 toroidal instances and in 3 out of 9 hypercube instances,

while XTS obtains the best solution in 1 out of 15 toroidal instances and in 2 out of

9 hypercube instances. Moreover, no best solutions were found by ITS for both kinds

of graphs. For the toroidal instances, the AGV in Figure 2.7 of Hybrid-IA is quite

small for instances with 100 vertices and grows in a negative way as the size of graph
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Table 2.13: Results of Hybrid-IA on large instances of toroidal graphs.

Instance
Id x y Low Up K∗ Hybrid-IA ITS XTS MA
L_T1 10 10 10 25 388.0 387.8 388.8 389.0 388.0
L_T2 10 10 10 50 457.6 457.4 458.6 457.6 457.6
L_T3 10 10 10 75 504.6 504.6 504.8 504.6 504.6
L_T4 14 14 10 25 748.8 748.0 750.8 748.8 749.6
L_T5 14 14 10 50 874.4 874.2 875.6 875.4 874.4
L_T6 14 14 10 75 1016.2 1016.2 1017.2 1016.4 1016.2
L_T7 17 17 10 25 1102.8 1101.4 1110.2 1107.4 1102.8
L_T8 17 17 10 50 1304.4 1303.4 1307.6 1306.0 1304.4
L_T9 17 17 10 75 1498.6 1497.8 1502.4 1499.6 1498.6
L_T10 20 20 10 25 1539.6 1535.8 1548.6 1540.0 1539.6
L_T11 20 20 10 50 1795.4 1794.2 1803.4 1797.6 1795.4
L_T12 20 20 10 75 2033.0 2031.6 2042.6 2033.6 2033.0
L_T13 23 23 10 25 2034.8 2033.8 2043.4 2043.8 2034.8
L_T14 23 23 10 50 2406.4 2401.2 2412.2 2410.8 2406.4
L_T15 23 23 10 75 2697.2 2694.6 2705.4 2704.2 2697.2

Table 2.14: Results of Hybrid-IA on large instances of hypercube graphs.

Instance
Id n m Low Up K∗ Hybrid-IA ITS XTS MA
L_H1 128 448 10 25 731.8 731.4 740.0 742.0 731.8
L_H2 128 448 10 50 1066.8 1066.8 1071.0 1066.8 1067.2
L_H3 128 448 10 75 1161.6 1161.6 1163.6 1161.6 1162.4
L_H4 256 1024 10 25 1487.4 1486.6 1542.6 1534.2 1487.4
L_H5 256 1024 10 50 2279.6 2279.8 2311.4 2282.0 2279.6
L_H6 256 1024 10 75 2572.4 2572.8 2590.8 2576.4 2572.4
L_H7 512 2304 10 25 3119.0 3119.2 3240.8 3146.0 3119.0
L_H8 512 2304 10 50 4852.2 4844.0 4921.8 4872.4 4852.2
L_H9 512 2304 10 75 5553.4 5545.2 5588.6 5563.8 5553.4

increases, till to reach the maximum gap for instances with 529 vertices. For hypercube

graphs, Hybrid-IA fails to find the best solution in only three instances, L_H5, L_H6

and L_H7, with a gap from the best solution very small, 0.4 at most from MA. As can

be seen from the plot in Figure 2.8, the gap between Hybrid-IA and MA is minimal

for instances with n = 128 and n = 256. On the other hand, the gap of Hybrid-IA

from MA increases for instances with n = 512, where the improvement of K∗ obtained

for L_H8 and L_H9 is considerable.
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Figure 2.7: The average gap value of Hybrid-IA on the small and large toroidal
graphs.
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Figure 2.8: The average gap value of Hybrid-IA on the small and large hypercube
graphs.

Finally, in Tables 2.15 and 2.16 are reported the results of all algorithms on squared

and not squared grid graphs, while in Figures 2.9 and 2.10 the AGV for the same

set of instances. For this kind of graph, Hybrid-IA has slightly lower performance

obtaining only the best solution in 14 out of 30 grid instances, against the 12 best

solutions found out of 30 for MA. XTS has obtained the best solution in 6 out of 30,

while ITS obtains the best solution in only 1 out of 30 grid instances. For grid graphs

with 100 vertices, Hybrid-IA obtains the best solution for all 6 instances, improving
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Table 2.15: Results of Hybrid-IA on large instances of squared grid graphs.

Instance
Id x y Low Up K∗ Hybrid-IA ITS XTS MA
L_SG1 10 10 10 25 566.8 566.2 570.6 566.8 567.0
L_SG2 10 10 10 50 947.0 945.6 948.8 949.4 947.0
L_SG3 10 10 10 75 1557.8 1556.0 1566.0 1565.2 1557.8
L_SG4 14 14 10 25 1206.4 1207.4 1209.4 1207.6 1206.4
L_SG5 14 14 10 50 2007.8 2003.0 2008.6 2010.2 2007.8
L_SG6 14 14 10 75 3399.2 3403.0 3401.2 3406.0 3399.2
L_SG7 17 17 10 25 1829.4 1835.2 1834.2 1830.4 1829.4
L_SG8 17 17 10 50 3051.4 3051.2 3070.6 3062.8 3051.4
L_SG9 17 17 10 75 5071.2 5087.0 5089.8 5071.2 5072.2
L_SG10 20 20 10 25 2602.2 2622.0 2619.8 2607.8 2602.2
L_SG11 20 20 10 50 4299.8 4290.8 4321.2 4306.6 4299.8
L_SG12 20 20 10 75 7240.4 7277.6 7272.6 7240.4 7252.2
L_SG13 23 23 10 25 3453.6 3473.4 3462.8 3460.6 3453.6
L_SG14 23 23 10 50 5831.4 5818.8 5865.4 5837.4 5831.4
L_SG15 23 23 10 75 9681.0 9724.4 9723.4 9718.6 9681.0

the value of K∗ for 5 instances. For instances with 200 vertices, the algorithm fails

to find the best solution for the weight ranges [10, 25] and [10, 75], while maintaining

a small gap from MA. On the other hand, it finds the best solution for the range

[10, 50] (L_SG5 and L_NG5), resulting in AGV similar to that obtained by MA and

lower than XTS. When the size of the graphs increases, the algorithm exhibits the

same behaviour. For instances with n equals to 300, 400 and 500, Hybrid-IA fails

to obtain good solutions for instances with weight range [10, 25] and [10, 75], while it

is able to find better (L_SG8, L_SG11, L_SG14, L_NG8 and L_NG14), or at least similar

(L_NG11), solutions for the range [10, 50]. However, these best solutions found do not

significantly reduce the AGV value of Hybrid-IA, which remains higher than MA

and XTS on both grid graphs, except on not squared grid with 493 vertices, mainly

due to the best solutions obtained (L_NG14 and L_NG15).

In the overall, Hybrid-IA has been tested on a benchmark set with a total of 162

instances, with different topologies, sizes and densities. From the analysis of the results

reported in this section, we can see how Hybrid-IA achieves excellent performance,

both in terms of the best solution found and AGV, on random, toroidal and hypercube
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Table 2.16: Results of Hybrid-IA on large instances of not squared grid graphs.

Instance
Id x y Low Up K∗ Hybrid-IA ITS XTS MA
L_NG1 13 7 10 25 512.2 511.6 513.0 513.0 512.2
L_NG2 13 7 10 50 803.4 803.4 803.4 803.4 803.4
L_NG3 13 7 10 75 1382.8 1381.6 1390.8 1386.0 1382.8
L_NG4 18 11 10 25 1204.6 1205.4 1208.0 1206.4 1204.6
L_NG5 18 11 10 50 2041.2 2036.6 2049.8 2047.6 2041.2
L_NG6 18 11 10 75 3417.4 3421.2 3431.0 3422.2 3417.4
L_NG7 23 13 10 25 1923.8 1934.8 1930.6 1923.8 1925.2
L_NG8 23 13 10 50 3178.2 3171.6 3194.8 3187.6 3178.2
L_NG9 23 13 10 75 5258.0 5273.6 5286.6 5286.0 5258.0
L_NG10 26 15 10 25 2522.6 2544.6 2532.8 2522.6 2529.4
L_NG11 26 15 10 50 4144.2 4146.0 4164.8 4148.4 4144.2
L_NG12 26 15 10 75 7031.4 7070.8 7063.4 7031.4 7035.8
L_NG13 29 17 10 25 3255.0 3265.0 3270.0 3257.0 3255.0
L_NG14 29 17 10 50 5410.8 5398.0 5430.4 5422.6 5410.8
L_NG15 29 17 10 75 8953.0 8949.0 8993.2 8985.6 8953.0

graphs, while it has slightly lower performance on graphs with a particular topology,

such as grid graphs, that can be classified as the hardest ones. Among these instances,

the proposed algorithm was able to find the best solution in 127 of them, improving

the best-known values K∗ in 40 of them, while MA and XTS found the best solution

in 96 and 71 instances respectively.
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Figure 2.9: The average gap value of Hybrid-IA on the small and large squared
grid graphs.

36



2. Hybrid Immunological Algorithm

0

5

10

15

20

25

24 54 72 91 198 299 390 493

|V |

A
ve
ra
ge

G
ap

V
al
u
e

Hybrid-IA ITS MA XTS

Figure 2.10: The average gap value of Hybrid-IA on the small and large not squared
grid graphs.

2.3 Conclusions

In this section, an immune metaheuristic is presented and designed to tackle and solve

one of the most challenging combinatorial optimization problems, such as the weighted

variant of the feedback vertex set that finds applicability in many real-world tasks. The

proposed algorithm, simply called Hybrid-IA, is based on the clonal selection meta-

phor (proliferation and differentiation of the cells), and it takes advantage of three main

immune operators that allow the algorithm to make a faithful exploration of the search

space, avoid to get trapped into local optima and exploit all information learned as

better as possible. Also, a Local Search has been developed in Hybrid-IA whose goal

is to deterministically refine all solutions produced instead of the stochasticity. Sev-

eral experiments have been performed for evaluating both the efficacy of the developed

local search and the robustness and reliability of Hybrid-IA. A comparison with three

other different metaheuristics has been performed, which represent nowadays the state-

of-the-art on this problem: Iterated Tabu Search (ITS), eXploring Tabu Search (XTS)

and Memetic Algorithm (MA).

In the overall, Hybrid-IA has been run and tested on a total of 162 different graph

instances (in topology, dimension, and vertex weights), on which it was able in finding
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the best solution in 127 of them. Moreover, among these 127 instances, Hybrid-IA

has improved the best-known values in 40 of them. An analysis of the convergence and

learning process has been also performed in order to understand the dynamics features

of Hybrid-IA, as well as how well the local search affects the performances of the

presented immune metaheuristic. From these analyses emerges quite clear the goodness

of the designed local search, which is able to considerably improve the performances

of the algorithm, and allows it to learn much more information. Finally, inspecting all

outcomes, from the dynamic behaviours to experimental results, it is possible to assert

that Hybrid-IA is a robust, efficient and reliable optimization algorithm.
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with Reinforcement Learning

In recent years, part of the scientific community has focused its research on combining

learning techniques and heuristic/metaheuristic algorithms [147]. One of these learning

patterns is Reinforcement Learning (RL), which aims to learn the best move among

those available in the current state, continuously interacting with an unknown environ-

ment. Unlike supervised learning techniques, reinforcement learning adjusts its future

actions based on the obtained feedback from the environment in which it operates [72].

Integrating RL at metaheuristic level can be useful to learn properties of good

initial solutions or an evaluation function in order to guide a metaheuristic toward

high-quality solutions. For example, in [157] the opposition-based learning is combined

with a memetic algorithm for solving the maximum diversity problem, while in [144]

the authors propose a multi-objective memetic algorithm with clustering technique

and statistical learning for the discrete permutation flowshop scheduling problem. RL

techniques have been also used with Iterated Local Search [11, 145] and Tabu Search
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methods [94, 95]. Recently, in [158, 156] a general-purpose local search framework with

RL for solving grouping problems have been introduced, which employs a dynamically

updated probability matrix to generate starting solutions for a local search procedure.

In this work, we are interested in employing RL techniques to process informa-

tion collected from the search process of the population-based iterated greedy (PBIG)

algorithms [21], with the purpose of improving the performance of evolutionary al-

gorithms. The population-based iterated greedy approach belongs to the class of it-

erated greedy (IG) algorithms, which works on populations of solutions, rather than

being restricted to a single incumbent solution. At each iteration, the PBIG algorithm

first partially destroys a population of solutions and then a greedy heuristic is used

to construct a complete solution from the partially destroyed solutions. Starting the

solution construction from partial solutions has two important advantages. The first

one is that the solution construction process is substantially faster, and the second one

is the exploitation of good parts of solutions [78, 120]. This approach has proved their

potential for effectively solving a wide range of difficult optimization problems [21, 20,

22].

3.1 The Proposed Method

In this section, we outline the proposed framework, an evolutionary algorithm based on

a greedy population combined with reinforcement learning techniques. The proposed

algorithm, called Greedy-IA, is based on the immunological algorithm described in

Chapter 2, where a population of solutions, starting from an initial population gener-

ated in a quasi-greedy way, is repeatedly improved by alternating a phase of destruction

and reconstruction until a termination criterion is satisfied. The reinforcement learning

mechanism exploits the information discovered during these two phases with the aim

to guide the search towards promising regions of the solution space.

In general, construction methods are based on heuristics designed to extend partial

or empty solutions. These partial solutions may be extended by adding a solution
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component chosen from a finite set of solution components. In this framework, each

solution component is associated with a probability that determines its chances of being

selected to be part of the solution. These probabilities are stored in a probability matrix

and are used during the construction and reconstruction phases. This matrix evolves

at each iteration by means of reinforcement learning, depending on the contribution

that components give to the solutions.

The Weighted Feedback Vertex Set problem was used as case study to demonstrate

the application of the proposed framework, but can easily be applied to any grouping

problems for which a constructive heuristic is known. The algorithm works as follows.

First, the solutions of the initial population are generated by the function GreedyW-

FVS (or a generic randomized greedy heuristic), where all solution components have

the same probability to be part of the solution. Then, each solution is duplicated and

partially destroyed by the mutation operator, resulting in a partial solution. Starting

from this partial solution, a new complete solution is constructed using the proced-

ure GreedyWFVS, updating the probability matrix if the new solution improves the

parent one. Finally, the evolutionary cycle ends by applying the selection operator,

as described in Section 2.1.5. A high-level description of our algorithm is given in

Algorithm 3.1.

In the following sections, the three main phases of the algorithm are described in

more detail, that is the greedy construction algorithm, the destruction phase and the

probability updating procedure.

3.1.1 Greedy Construction Algorithm

The GreedyWFVS procedure takes a partial or empty solution S as input and con-

structs a complete solution, that is a feedback vertex set for the graph G(V, E). At

each construction step, this algorithm adds a solution component to the partial solu-

tion S from a finite set of solution components C. In the case of the Feedback Vertex

Set problem, C ⊂ V \ S represents the set of vertices involved in one or more cycles,
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Algorithm 3.1: Pseudo-code of Greedy-IA.
1: procedure Greedy-IA(n, d, l ρ, α, β, γ, δ, p0)
2: t← 0
3: P ← InitializeProbabilityVector()
4: P(t) ← GenerateInitialPopulation(n, P, l)
5: ComputeFitness(P(t))
6: while ¬StopCriterion do
7: P(c) ← Cloning(P(t), d)
8: P(h) ← Hypermutation(P(c), ρ)
9: P ′(t) ← GreedyWFVS(P(h), P, l)

10: ComputeFitness(P ′(t))
11: UpdateProbabilityVector(P,P(t),P ′(t), α, β, γ)
12: SmoothProbabilityVector(P, p0, δ)
13: P(t+1) ← Selection(P(t),P ′(t))
14: t← t + 1;
15: end while
16: end procedure

therefore with a degree greater than 1, in the residual graph induced by the partial

solution S, as described in Section 1.1. Note that when S is a complete solution it

holds that C = ∅. On the other hand, at the start of the algorithm, when S is empty,

it holds that C = V .

At each step, the next solution component to be added to S is selected in the

following way. First, all solution components in C are rated according to the following

greedy function defined as:

c(v) = w(v)/dS(v)τ , (3.1)

where τ is a parameter that weighs the degree of node v ∈ C with respect to the

reduced subgraph G[C] induces by the partial solution S. To diversify the search

the value of parameter τ is randomly selected from {1, 2} at the beginning of the

construction procedure. Then the algorithm selects a solution component v between

the l best candidates (l is a user-defined parameter), that is between those components

with lowest cost values, using the probability matrix P . In the case of the Feedback

Vertex Set problem, the probability matrix P can be represented as a vector, because

we have only two classes, in which pv = Pr(v ∈ S). Obviously, the probability that a

component v does not belong to solution S is given by 1− pv. In particular, to decide
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which of the l solution components to add to the solution S, the algorithm generates

a random value uniformly distributed over [0, 1]. If this random number is lower than

pvbest
, then vbest is chosen, otherwise, v is chosen uniformly at random between the

first l best candidates. Once a vertex is removed, the set of solution components C is

updated by recursively removing all the components that could no longer be part of

the solution, that is, those vertices with a degree less than 2. The solution construction

process stops when C = ∅. After a complete solution is constructed, a local refinement

procedure tries to reduce the weight of a solution by replacing one of its vertices with

a set of vertices from the residual graph (see Algorithm 2.3).

Finally, any redundant vertices are removed from the complete solution S, main-

taining the feasibility of the solution and minimizing the value of the objective function

(see Algorithm 2.2). Also in this case, the vertices of the complete solution S are rated

using the reverse greedy function in Equation 3.1 and assessed from the vertex with

the highest cost to the vertex with the lowest cost. The value of the parameter τ is

the same chosen at the beginning of the construction procedure. In Algorithm 3.2 is

shown the pseudocode of GreedyWFVS.

3.1.2 Destruction Phase

In the destruction phase, any complete S solution belonging to the offspring population,

generated by the cloning operator as described in Section 2.1.2, is partially destroyed

by removing a subset of vertices from solution S. The number of vertices to remove

from the solution S is calculated as follows:

M = ⌊(r · |S|) + 1⌋, (3.2)

with r that represents the destruction rate. The destruction rate r depends propor-

tionally on the quality of the solution and is obtained as:

r = e−f̂(S)/ρ, (3.3)
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Algorithm 3.2: Greedy procedure that creates a feedback vertex set for the graph
G(V, E, w) starting from a partial solution S and exploiting the probability vector P .

1: procedure GreedyWFVS(G(V, E, w), S, P , l)
2: C ← V \ S
3: while ∃v ∈ C : d[C](v) < 2 do
4: C ← C \ {v}
5: end while
6: τ ← rand(1, 2)
7: while C ̸= ∅ do
8: vbest ← argminu∈C w(u)/d[C](u)τ

9: if rand() < pvbest
then

10: v ← vbest

11: else
12: Let L ⊂ C contain the l vertices with the lowest cost
13: Choose v uniformly at random from L
14: end if
15: S ← S ∪ {v}
16: C ← C \ {u}
17: while ∃v ∈ C : d[C](v) < 2 do
18: C ← C \ {v}
19: end while
20: end while
21: S ← LocalSearch(S, τ)
22: S ← RemoveRedundantVertices(S, τ)
23: return S
24: end procedure

where f̂ is the fitness value of the solution S, normalized in the range [0, 1], and ρ is

the destruction shape, a parameter that determines the degree of destruction. Since

the quality of the solutions in the population is high on average, the destruction rate

considered allows maintaining the number of vertices to remove relatively low even

from the worst solutions, unlike what happens with Equation 2.2. Figure 3.1 shows

the curve of the destruction rate r for different values of ρ.

Then, the procedure removes the M vertices from the solution S in an iterative way.

Two different strategies to remove vertices have been considered. The first strategy uses

a uniform distribution in which each vertex has the same probability to be removed.

The second strategy uses a weighted distribution in which a vertex is removed with

a probability proportional to the weight-degree ratio, which is the same cost function

used in the randomized greedy construction procedure (see Equation 3.1).
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Figure 3.1: Destruction rate r obtained with Equation 3.3 for different values of the
destruction shape ρ, with respect to the normalized fitness value.

Finally, the partial solution resulting S ′ from the destruction phase is then con-

structed using the procedure GreedyWFVS.

3.1.3 Probability Learning

After the destruction phase, the partial solution is reconstructed using the Greedy-

WFVS procedure used in the initial phase. In the case of the WFVS problem, and in

particular, during the greedy construction algorithm, the problem of selecting the next

node to be inserted in the solution, can be viewed as a reinforcement learning problem.

The idea behind the procedure of probability learning is to increase the probability of

selecting a vertex in the case of an improvement and decrease the probability in the

other case.

At the timestep t, let S ′ be the solution reconstructed from the solution S using

the probability vector P (t). If the new solution improves the parent one, that is if

∆(S, S ′) = f(S) − f(S ′) > 0, then the probability learning procedure is applied to

update the probability vector. Specifically, if a vertex v stays in the same set (S or

S̄ = V \ S) after the reconstruction phase, that is, it remains in solution or out of
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solution, the procedure rewards that set and update its probability pv in according to

the following equation:

pv(t + 1) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
α + (1− α)pv(t) v ∈ S ∧ v ∈ S ′

(1− α)pv(t) v /∈ S ∧ v /∈ S ′,

(3.4)

where α (0 < α < 1) is the award factor. Note that a reward for the probability to

belong to the set S̄, is equivalent to a decrease of probability to belong to the set S. On

the other hand, when a vertex is inserted into the solution or removed from the solution,

the procedure penalizes the former set and compensates the new one according to the

following equation:

pv(t + 1) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
(1− γ)(1− β)pv(t) v ∈ S ∧ v /∈ S ′

γ + (1− γ)β + (1− γ)(1− β)pv(t) v /∈ S ∧ v ∈ S ′,

(3.5)

where β (0 < β < 1) is the penalization factor and γ (0 < γ < 1) the compensation

factor. These probability updating rules are a modified version of the rules proposed

in [158]. Additionally, to forget some old decisions that are no longer helpful and

may mislead the construction procedure during the current search, the probabilities

are periodically reduced using a smoothing technique. The strategy to smooth the

probability vector works as follows. After the updating procedure, if the probability to

belong to the solution S of a vertex v ∈ V reaches a given threshold p0, i.e., pv(t) > p0,

it is reduced as follows:

pv(t + 1) = δ · pv(t), (3.6)

where δ (0 < δ < 1) is a smoothing coefficient. On the other hand, a reduction of the

probability to belong to the set S̄ is equivalent to an increase of probability to belong

to the set S by a factor 1− δ, that is:

pv(t + 1) = (1− δ)(1− pv(t)) + pv(t). (3.7)
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3.2 Experimental Results

In this section, all experimental results of the proposed framework are presented in

order to evaluate its effectiveness on grouping problems. All experiments were con-

ducted with the same parameter configuration. We used a population of n = 100

solutions with a duplication factor d = 1. The size of the candidates’ list used in the

construction phase was set to l = 10, while the destruction shape was set to ρ = 2.0.

The parameters of the probability learning procedure, reward (α), penalization (β) and

compensation (γ) coefficients, were set all three to 0.01. The smoothing probability

threshold and the smoothing coefficient were set to p0 = 0.95 and δ = 0.5 respectively.

The choice of these values was empirical and dictated by an initial experimental phase.

Consequently, these parameters need to be further analysed in the future.

As said before, we considered the Weighted Feedback Vertex Set problem as case

study. In particular, we focused our experiments on large instances of the benchmark

set introduced in [30] and described in Section 2.2. We decided to leave out the small

instances because the immunological algorithm Hybrid-IA already has good perform-

ances reaching the optimal value for all kinds of graphs.

In the following tables are shown all experimental results of Greedy-IA with

both strategies for the destruction phase (see Section 3.1.2). The structure of these

tables is as follows. The first five columns provide the instance identifier, the size (x

and y for grid and toroidal graphs, n and m for random and hypercube graphs) and

the lower and upper bound of the weight range (Low and Up). The sixth column

provides the best value K∗ between ITS [30], XTS [24, 52] and MA [28] algorithms.

The last four columns provide the results of Greedy-IA, where the U or the W as

subscript identify the Uniform or the Weighted destruction phase (see Section 3.1.2).

The columns labelled with Avg provide the average solution quality over the five random

instances, while the Diff columns represent the difference between the result obtained

by Greedy-IA and the best result among the three compared algorithms, that is,

Avg −K∗. The last row of each table provides the average of solution quality and the

47



3. Hybrid Immunological Algorithm with Reinforcement Learning

Average Gap Value (AGV) (see Equation 2.5 in Section 2.2.4) over the whole table.

Finally, in boldface are highlighted the results of Greedy-IA that improve, or at

least equal, the lower bound represented by K∗. Figures 3.2-3.6 show the AGV of

Greedy-IA as a function of the size of instances.

Table 3.1 shows the results of Greedy-IA for large random graphs. From these

results, we can observe that Greedy-IA reaches K∗ for 9 out of 15 high-density

instances, while for 5 out of 15 instances, the obtained results are slightly above K∗,

with a difference of at most +1.4. Only in one occasion, L_R43, Greedy-IA with the

uniform destruction operator improves K∗ (−0.4), obtaining what is most likely the

optimal solution. For low-density random instances, both versions of the Greedy-

IA algorithm have very similar performance on almost all instances. The proposed

algorithm reaches K∗ for 2 out of 15 instances (L_R1 and L_R3), and improves the fitness

value for 7 out of 15 instances. For medium-density instances, instead, Greedy-IA

obtains the best solution for 5 out of 15 instances, improving K∗ for 3 instances (L_R14,

L_R15 and L_R31). On the other hand, for low and medium instances where Greedy-

IA fails, the difference of obtained solutions from K∗ is minimal for instances with 100

vertices (+0.2) and grows slightly as the instance size increases, reaching a maximum

of +7.2 for a 500 vertices instance (L_R42). Inspecting the plot in Figure 3.2, Greedy-

IA obtains on average an AGV comparable to that obtained by MA for instances with

100 and 200 vertices, and always lower for larger instances, i.e., with 300, 400 and 500

vertices.

The experimental results of Greedy-IA for large toroidal graphs are reported

in Table 3.2. For these graphs, Greedy-IA obtains the best solution for 11 out of

15 instances. Both destruction strategies adopted, Greedy-IAU and Greedy-IAW,

obtain similar results for instances with 100 and 196 vertices, reaching K∗ for L_T2,

L_T5 and L_T6, while the maximum difference of +1.6 and +1.8 from K∗ is obtained for

the instance L_T1. For all instances with 289, 400 and 529 vertices, both versions of the

proposed algorithm have similar performance. Greedy-IA obtains the best solution

for almost all instances, with an improvement that slightly increases as the instance
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Table 3.1: Results of Greedy-IA on large instances of random graphs.

Instance Greedy-IAU Greedy-IAW

Id n m Low Up K∗ Avg. Diff. Avg. Diff.
L_R1 100 247 10 25 498.4 498.4 +0.0 498.4 +0.0
L_R2 100 247 10 50 836.8 835.0 -1.8 835.4 -1.4
L_R3 100 247 10 75 1207.6 1207.6 +0.0 1207.6 +0.0
L_R4 100 841 10 25 826.8 826.8 +0.0 826.8 +0.0
L_R5 100 841 10 50 1724.4 1724.4 +0.0 1724.4 +0.0
L_R6 100 841 10 75 2420.6 2420.8 +0.2 2420.8 +0.2
L_R7 100 3069 10 25 1134.0 1134.0 +0.0 1134.0 +0.0
L_R8 100 3069 10 50 2179.0 2179.0 +0.0 2179.0 +0.0
L_R9 100 3069 10 75 3228.6 3228.6 +0.0 3228.6 +0.0
L_R10 200 796 10 25 1468.2 1465.2 -3.0 1466.6 -1.6
L_R11 200 796 10 50 2399.0 2400.2 +1.2 2401.0 +2.0
L_R12 200 796 10 75 3089.6 3090.2 +0.6 3092.0 +2.4
L_R13 200 3184 10 25 1986.2 1987.0 +0.8 1987.0 +0.8
L_R14 200 3184 10 50 3650.6 3649.4 -1.2 3652.8 +2.2
L_R15 200 3184 10 75 5135.8 5135.6 -0.2 5144.0 +8.2
L_R16 200 12139 10 25 2447.8 2448.6 +0.8 2448.0 +0.2
L_R17 200 12139 10 50 4148.6 4148.6 +0.0 4149.6 +1.0
L_R18 200 12139 10 75 5528.4 5528.8 +0.4 5528.8 +0.4
L_R19 300 1644 10 25 2045.4 2044.6 -0.8 2045.0 -0.4
L_R20 300 1644 10 50 4175.4 4176.6 +1.2 4176.6 +1.2
L_R21 300 1644 10 75 6065.2 6067.8 +2.6 6069.6 +4.4
L_R22 300 7026 10 25 3203.0 3204.2 +1.2 3206.4 +3.4
L_R23 300 7026 10 50 6211.0 6218.8 +7.8 6213.8 +2.8
L_R24 300 7026 10 75 8585.4 8587.8 +2.4 8590.2 +4.8
L_R25 300 27209 10 25 3726.6 3727.0 +0.4 3727.0 +0.4
L_R26 300 27209 10 50 5734.8 5734.8 +0.0 5734.8 +0.0
L_R27 300 27209 10 75 10467.0 10467.0 +0.0 10467.0 +0.0
L_R28 400 2793 10 25 2989.6 2992.0 +2.4 2989.0 -0.6
L_R29 400 2793 10 50 6410.0 6413.4 +3.4 6413.8 +3.8
L_R30 400 2793 10 75 8597.2 8590.6 -6.6 8588.6 -8.6
L_R31 400 12369 10 25 4428.8 4429.4 +0.6 4427.0 -1.8
L_R32 400 12369 10 50 6785.8 6787.4 +1.6 6789.0 +3.2
L_R33 400 12369 10 75 10599.4 10600.8 +1.4 10600.8 +1.4
L_R34 400 48279 10 25 5060.4 5060.6 +0.2 5061.0 +0.6
L_R35 400 48279 10 50 7106.8 7106.8 +0.0 7106.8 +0.0
L_R36 400 48279 10 75 15103.2 15103.2 +0.0 15103.2 +0.0
L_R37 500 4241 10 25 4056.4 4054.6 -1.8 4053.0 -3.4
L_R38 500 4241 10 50 7170.4 7180.8 +10.4 7170.0 -0.4
L_R39 500 4241 10 75 11135.6 11137.8 +2.2 11138.8 +3.2
L_R40 500 19211 10 25 5724.2 5725.2 +1.0 5728.8 +4.6
L_R41 500 19211 10 50 7677.8 7680.6 +2.8 7684.4 +6.6
L_R42 500 19211 10 75 14124.8 14132.0 +7.2 14132.2 +7.4
L_R43 500 75349 10 25 6361.6 6361.2 -0.4 6362.0 +0.4
L_R44 500 75349 10 50 8668.4 8668.4 +0.0 8668.4 +0.0
L_R45 500 75349 10 75 16932.4 16933.8 +1.4 16933.8 +1.4
AVG 5401.27 5402.12 +0.85 5402.35 +1.08
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Figure 3.2: The average gap value of Greedy-IA on the large random graphs.

Table 3.2: Results of Greedy-IA on large instances of toroidal graphs.

Instance Greedy-IAU Greedy-IAW

Id x y Low Up K∗ Avg. Diff. Avg. Diff.
L_T1 10 10 10 25 388.0 389.6 +1.6 389.8 +1.8
L_T2 10 10 10 50 457.6 457.6 +0.0 457.6 +0.0
L_T3 10 10 10 75 504.6 504.8 +0.2 504.8 +0.2
L_T4 14 14 10 25 748.8 749.2 +0.4 749.6 +0.8
L_T5 14 14 10 50 874.4 874.4 +0.0 876.4 +2.0
L_T6 14 14 10 75 1016.2 1016.2 +0.0 1016.2 +0.0
L_T7 17 17 10 25 1102.8 1103.8 +1.0 1102.0 -0.8
L_T8 17 17 10 50 1304.4 1304.2 -0.2 1305.2 +0.8
L_T9 17 17 10 75 1498.6 1500.4 +1.8 1498.4 -0.2
L_T10 20 20 10 25 1539.6 1536.2 -3.4 1537.0 -2.6
L_T11 20 20 10 50 1795.4 1795.6 +0.2 1794.8 -0.6
L_T12 20 20 10 75 2033.0 2034.4 +1.4 2034.4 +1.4
L_T13 23 23 10 25 2034.8 2035.8 +1.0 2031.8 -3.0
L_T14 23 23 10 50 2406.4 2403.8 -2.6 2404.6 -1.8
L_T15 23 23 10 75 2697.2 2696.8 -0.4 2698.2 +1.0
AVG 1360.12 1360.19 +0.07 1360.05 -0.07

size increases (from −0.2 for L_T8 to −3.0 for L_T13). For L_T12, both versions of the

algorithm reach a solution greater +1.4 than K∗. From Figure 3.3, the AGV obtained

by Greedy-IA is less than 1.0 for instances with 100 and 196 vertices, and decreases

as the instance size increases, reaching negative values for instances with 400 and 529

vertices.
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Figure 3.3: The average gap value of Greedy-IA on the large toroidal graphs.

Table 3.3 shows the experimental outcomes for large hypercube graphs. Also, in

this case, both versions of the algorithm Greedy-IA have very similar performance

for instances with 128 and 256 vertices. Both destruction strategies achieve slightly

higher solutions than K∗, with a similar difference, except for the instance L_H4, where

Greedy-IAU obtain the best solution (−0.2). On the other hand, for instances with

512 vertices, the situation is the opposite. Greedy-IAU and Greedy-IAW achieve

the best results by improving the K∗ for all three weight ranges, with a maximum

increment of −16.4 for L_H8 obtained by Greedy-IAW. The AGV in Figure 3.4

reflects the results shown in Table 3.3. The AGV of Greedy-IA is comparable to

that obtained by MA for instances with 128 and 256 vertices, with a gap between 1.0

and 2.0, while it is negative for instances with 512 vertices.

Finally, in Tables 3.4 and 3.5 are reported the results of Greedy-IA for large

squared and not squared grid graphs. From these results it can be noted as the al-

gorithm, with both destruction strategies, significantly improves the lower bound K∗.

In particular, Greedy-IA obtains the best solution in 15 out of 15 squared grid in-

stances and in 14 out of 15 not squared grid instances. Only in one case, the algorithm

does not achieve the best solution, i.e., for L_NG2, with a difference of +0.2 for both

algorithms. For instances with 400 and 390 vertices, the biggest improvement is for
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3. Hybrid Immunological Algorithm with Reinforcement Learning

Table 3.3: Results of Greedy-IA on large instances of hypercube graphs.

Instance Greedy-IAU Greedy-IAW

Id n m Low Up K∗ Avg. Diff. Avg. Diff.
L_H1 128 448 10 25 731.8 733.8 +2.0 733.8 +2.0
L_H2 128 448 10 50 1066.8 1068.6 +1.8 1069.4 +2.6
L_H3 128 448 10 75 1161.6 1162.4 +0.8 1162.4 +0.8
L_H4 256 1024 10 25 1487.4 1487.2 -0.2 1487.8 +0.4
L_H5 256 1024 10 50 2279.6 2281.8 +2.2 2282.6 +3.0
L_H6 256 1024 10 75 2572.4 2573.2 +0.8 2573.2 +0.8
L_H7 512 2304 10 25 3119.0 3116.8 -2.2 3116.6 -2.4
L_H8 512 2304 10 50 4852.2 4842.0 -10.2 4835.8 -16.4
L_H9 512 2304 10 75 5553.4 5550.2 -3.2 5551.8 -1.6
AVG 2536.02 2535.11 -0.91 2534.82 -1.20
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Figure 3.4: The average gap value of Greedy-IA on the large hypercube graphs.

instances with weight range [10, 75], L_SG12 and L_NG12, with a difference of −27.8

and −35.8 respectively. For the other ranges, [10, 25] and [10, 50], the improvement is

smaller. Same situation for instances with 529 and 493 vertices, where the best solution

increment occurs for instances with weight range [10, 75], L_SG15 (−44.2) and L_NG15

(−72.8). From the plots in Figures 3.5-3.6, Greedy-IA obtains a negative AGV for

both kinds of graphs, with a gap from K∗ that increases as the instance size increases.

In the overall, from the results reported in Tables 3.1-3.5 and Figures 3.2-3.6,

Greedy-IA with both destruction strategies has similar performance on all tested
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3. Hybrid Immunological Algorithm with Reinforcement Learning

Table 3.4: Results of Greedy-IA on large instances of squared grid graphs.

Instance Greedy-IAU Greedy-IAW

Id x y Low Up K∗ Avg. Diff. Avg. Diff.
L_SG1 10 10 10 25 566.8 567.0 +0.2 566.6 -0.2
L_SG2 10 10 10 50 947.0 946.4 -0.6 945.8 -1.2
L_SG3 10 10 10 75 1557.8 1557.4 -0.4 1556.8 -1.0
L_SG4 14 14 10 25 1206.4 1205.0 -1.4 1204.6 -1.8
L_SG5 14 14 10 50 2007.8 2003.8 -4.0 2002.6 -5.2
L_SG6 14 14 10 75 3399.2 3393.4 -5.8 3392.8 -6.4
L_SG7 17 17 10 25 1829.4 1820.2 -9.2 1823.2 -6.2
L_SG8 17 17 10 50 3051.4 3050.8 -0.6 3051.0 -0.4
L_SG9 17 17 10 75 5071.2 5062.0 -9.2 5065.2 -6.0
L_SG10 20 20 10 25 2602.2 2594.4 -7.8 2591.6 -10.6
L_SG11 20 20 10 50 4299.8 4290.2 -9.6 4290.0 -9.8
L_SG12 20 20 10 75 7240.4 7212.6 -27.8 7215.2 -25.2
L_SG13 23 23 10 25 3453.6 3444.2 -9.4 3441.8 -11.8
L_SG14 23 23 10 50 5831.4 5820.8 -10.6 5814.2 -17.2
L_SG15 23 23 10 75 9681.0 9645.8 -35.2 9636.8 -44.2
AVG 3516.36 3507.60 -8.76 3506.55 -9.81
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Figure 3.5: The average gap value of Greedy-IA on the large squared grid graphs.

random instances, with solutions that differ from K∗ on average by +0.85 for Greedy-

IAU and +1.08 for Greedy-IAW. The same considerations can be done for toroidal

instances, where both destruction strategies are equivalent, obtaining on average res-

ults that differ slightly from K∗, +0.07 for the uniform and −0.07 for the weighted.

For the hypercube graphs, Greedy-IA obtains on average a negative AGV (−0.91 for
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3. Hybrid Immunological Algorithm with Reinforcement Learning

Table 3.5: Results of Greedy-IA on large instances of not squared grid graphs.

Instance Greedy-IAU Greedy-IAW

Id x y Low Up K∗ Avg. Diff. Avg. Diff.
L_NG1 13 7 10 25 512.2 511.6 -0.6 512.2 +0.0
L_NG2 13 7 10 50 803.4 803.6 +0.2 803.6 +0.2
L_NG3 13 7 10 75 1382.8 1382.4 -0.4 1382.0 -0.8
L_NG4 18 11 10 25 1204.6 1202.0 -2.6 1203.8 -0.8
L_NG5 18 11 10 50 2041.2 2040.4 -0.8 2038.6 -2.6
L_NG6 18 11 10 75 3417.4 3411.4 -6.0 3409.8 -7.6
L_NG7 23 13 10 25 1923.8 1919.0 -4.8 1919.6 -4.2
L_NG8 23 13 10 50 3178.2 3172.6 -5.6 3176.4 -1.8
L_NG9 23 13 10 75 5258.0 5249.0 -9.0 5252.8 -5.2
L_NG10 26 15 10 25 2522.6 2516.4 -6.2 2515.8 -6.8
L_NG11 26 15 10 50 4144.2 4142.0 -2.2 4142.6 -1.6
L_NG12 26 15 10 75 7031.4 7005.4 -26.0 6995.6 -35.8
L_NG13 29 17 10 25 3255.0 3241.2 -13.8 3246.0 -9.0
L_NG14 29 17 10 50 5410.8 5399.8 -11.0 5398.0 -12.8
L_NG15 29 17 10 75 8953.0 8886.0 -67.0 8880.2 -72.8
AVG 3402.57 3392.19 -10.39 3391.80 -10.77
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Figure 3.6: The average gap value of Greedy-IA on the large not squared grid
graphs.

Greedy-IAU against −1.20 Greedy-IAw), with a net improvement on instances with

512 vertices. Finally, Greedy-IA achieves the best results for almost all grid graphs,

with an average improvement of −9.81 and of −10.77 on squared and not squared grid

instances respectively.
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3.3 Conclusions

In this section, we have presented a generalized evolutionary framework based on a

greedy population combined with reinforcement learning techniques to solve grouping

problems. The proposed algorithm, Greedy-IA, is based on an Immunological Al-

gorithm that maintains a population of solutions generated with a randomized greedy

procedure. At each iteration, these solutions are repeatedly improved by alternating a

phase of destruction and reconstruction, while probability learning exploits useful in-

formation from visited local optima to guide the search process toward new promising

regions of the search space.

To evaluate the proposed algorithm, we have considered the Weighted Feedback

Vertex Set as a case study, a well-known combinatorial optimization problem with

several real applications. From the analysis of experimental results, the proposed

algorithm outperforms the other compared algorithms on the grid instances of the

benchmark dataset, while it has comparable performance on random, toroidal and

hypercube instances. Moreover, since the initial setting of the fundamental parameters

is arbitrary, the proposed algorithm has great room for improvement.

In future work, we plan to investigate in more detail how the updating rules affect

the probabilities of the solution components during the evolutionary process. Further-

more, we would like to apply the proposed framework to other combinatorial optimiz-

ation problems.
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4
Community Detection

In the modern interdisciplinary sciences, complex networks are a powerful interpret-

ation tool useful for the analysis and representation of a wide number of real-world

systems and are widely involved in many areas, such as for instance neuroscience,

biology, social sciences, economics, and physics. With this graph-based model, it is

possible to represent connections and interactions of the underlying entities, where

vertices are the elementary parts of the real systems, while edges represent their mu-

tual interactions [108, 18]. Complex networks may contain specific groups of highly

interconnected vertices organized in compartments or structure, where each of them

has a role and/or a function that satisfy a specific property of cohesion. In terms of

graph theory, compartments are represented by partitions of the set of nodes with high

internal links density, called communities or modules, which are loosely associated with

other groups [66, 62].

Finding compartments in a graph-theoretic context is a fundamental issue in the

study of network systems, in which often they exhibit significantly different functions

and, therefore, a global analysis of the network would be inappropriate and imprac-
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tical. A detailed analysis of individual communities, instead, may shed some light

on the organization of systems and leads to more significant insights into the roles of

individuals. This approach can also allow the visualization and analysis of large and

complex networks focused on a new higher-level structure, in which each identified

community can be compressed into a node belonging to the latter.

Community detection is one of the most important research topics in network sci-

ence and graph analysis, as it allows to understand the dynamics of a complex net-

work at different scales [66, 75, 55], such as for instance connections and interactions

between underlying entities, and, consequently, uncover important information that

become useful and crucial in many application areas. For instance, the modules detec-

ted by biological networks [9] are generally responsible for a common phenotype and

are useful in providing insights related to biological functionality. Disease phenotypes

are generally caused by the failure of groups of genes that are referred to as the disease

form. Since the genes responsible for a phenotype often have common functions, there

is a strong association between pathological and functional modules [69, 5, 8]. The

detection of modules within biological networks, generally responsible for a common

phenotype, is useful and crucial in providing insights into the biological functional-

ity of these genes. The techniques that allow the identification of modules, known as

community detection techniques, are methods that play a key role in obtaining the

functional modules which appear to be closely related to pathological forms, the re-

cognition of which would be useful for the molecular understanding and etiology of the

disease. From this would arise the development of specific drugs whose targets would

be the genes belonging to these modules.

The aim of community detection in graphs is to identify the modules and their

hierarchical organization, by using only the information encoded in the graph topo-

logy [115, 62, 105]. In particular, it refers to the division of the nodes of a network

into groups such that connections are dense within groups but sparser between them.

In other words, a cluster corresponds to a set of nodes with more edges inside the set

than to the rest of the graph. Although not all networks support such divisions, the
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existence of good divisions is often taken as evidence of underlying structure or possible

interactive behaviours, making community detection a useful tool to understand how

complex networks are structured and work.

Community detection problem gained the attention of scientist communities to

bring valuable explanations to complex network analysis. For example, in biology,

applying graph clustering methods on relations among genes or proteins, modelled by

networks (Protein-Protein Interaction Network) is possible thanks to group proteins

having the same specific patterns and mechanisms operating within the cell [32], or

through analysis of the network produced by neuron interactions, understanding the

functional architecture of the brain [51]. In the same way, it is possible to identify,

in information networks, clusters of web pages that share some common topics and

similarities in a given social network to find individuals with common interests or

friendships. However, modelling and examining complex systems is a very difficult

process because the systems used for the real-world data representation contain highly

important information: social relationships among people or information exchange

and interactions between molecular structures. It follows, then, that the study of

community structures in a network is a central issue in better understanding such

dynamics, and, for this, it has inspired intense research activities. Indeed, detecting

highly linked communities can lead to many benefits, such as understanding how the

elements of a network interact and affect each other. Informally, a community in a

network is defined as a set of elements that are highly linked within the group and

weakly linked to the outside.

A plethora of diverse algorithms and techniques have been proposed for the de-

tection of the communities in real-world networks [106, 107]. They differ from one to

the other in criteria implementations for solving community detection problem. They

differ also in defining criteria for the identification of communities. These approaches

have been applied successfully in different domains of applications and many real-world

areas (such as biological, chemical, ecological, economic, political, social, etc.).
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4.1 Modularity Optimization

Community detection is then a powerful tool for understanding the structure of com-

plex networks, and ultimately extracting useful information from them. Note that a

close connection implies a faster rate of information transmission, instead of a loosely

connected community. On the one hand, a network is represented by a number of in-

dividual nodes connected by edges, with a certain degree of interaction between some

nodes; on the other hand, communities are defined as groups of nodes, densely inter-

connected, but in sparse order with the rest of the network.

Modularity proposed by Newman et al. [109], is an evaluation measure commonly

used for assessing the quality of node partitions detected in a network. Hence, the

community detection problem can be easily summed up in finding clustering that max-

imized Q, whose decision version has been proved to be a NP-complete problem [23].

Originally defined for undirected graphs, has been subsequently extended to directed

and weighted graphs [106].

Modularity maximization is one of the most popular and widely used methods for

community partition. It detects communities by searching over possible partitions of

a graph, over which modularity is maximized. The modularity is based on the idea

that a random graph is not expected to have a community structure, therefore, the

possible existence of communities can be revealed by the difference of density between

vertices of the graph and vertices of a random graph with the same size and same

degree distribution.

Formally modularity is defined as follows: given an undirected graph G = (V, E),

with V the set of vertices (|V | = N), and E the set of edges (|E| = M), the modularity

of a community is defined by:

Q = 1
2M

⎡⎣ N∑︂
i=1

N∑︂
j=1

(︃
Aij −

didj

2M

)︃
δ(i, j)

⎤⎦, (4.1)

where A is the adjacency matrix of G, di and dj are the degrees of nodes i and j
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respectively; δ(i, j) = 1 if i and j belong to the same community, 0 otherwise.

As asserted in [23], the modularity value for unweighted and undirected graphs lies

in the range [−0.5, 1], therefore, a low Q value (close to the lower bound) reflects a

bad graph partitioning, and implies the absence of real communities; good partitions

are instead identified by a higher modularity value that implies the presence of highly

cohesive communities. For a trivial clustering, with a single cluster, the modularity

value is 0. Interestingly, the modularity has the tendency to produce large communities

and, therefore, fails in detecting communities that are comparatively small with respect

to the network [63]. Taking into account the Q modularity as an evaluation measure,

community detection can easily be seen as a combinatorial optimization problem as

the problem aims to find a clustering that maximizes Q.
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Stochastic Immunological

Algorithm

Immune-inspired computation nowadays represents a large and established family of

successful algorithms that take inspiration from the mechanisms and dynamics of the

immune system with which it protects living organisms. What makes the immune

system source of inspiration from an algorithmic perspective is its ability to detect, re-

cognize, and distinguish entities own to the organism from foreign ones, together with

its ability to learn new information and remember those foreign entities already recog-

nized. Three principal theories are at the basis of the immune-inspired algorithms: (1)

clonal selection [42, 111] (2) negative selection [64, 113]; and (3) immune networks [131].

Among these, what has proven to be quite efficient is the one based on the clonal se-

lection principle (called Clonal Selection Algorithms – CSA) [45, 44] mostly in search

and optimization applications.
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5.1 The Proposed Method

The proposed immune algorithm, Opt-IA, belongs then to this last class of algorithms,

and is based on three main immune operators: (i) static cloning, whose aim is to

generate a new population based on the highest fitness values; (ii) hypermutation, that

explores the neighbourhood of each point of the search space; and (iii) stochastic aging,

which removes solutions from the current population via a stochastic law, helping then

Opt-IA in escaping from local optima. In addition to these, some diversification

strategies have been also designed, whose aim is to keep high and proper diversity in

the population and to perform an appropriate exploration of the search space. The

Opt-IA algorithm is based on two main concepts, following the biological metaphor:

the antigen (Ag), which represents the problem to be solved, and the antibody (Ab),

or B cell that is instead a solution for the problem to be solved.

At each timestep t, Opt-IA maintains a population of size d of B cells (P (t)),

and each B cell Ab represents a subdivision of the vertices of the graph G = (V, E)

in communities. In details, if n is the cardinality of the set of vertices V , a B cell

x⃗ = {x1, . . . , xn} will be a sequence of n integers, between 1 and n, where xi = j

indicates that the vertex i belongs to the community j. A description of Opt-IA is

summarized in the pseudo-code shown in Algorithm 5.1. The proposed algorithm takes

as input: the network from which to detect the communities (G); population size (d);

the number of copies to be generated for each B cell (dup); the mutation rate (M); the

probability that an element will be removed from the population by the aging operator

(Pdie), and the maximum number of generations allowed (Tmax). It returns as output

the communities detected and the relative community number, as well as the best,

mean, worst and standard deviation (StD) of the modularity used for the comparisons.

As a first step, i.e. at the timestep t = 0, Opt-IA randomly generates d solu-

tions using the uniform distribution, creating then the initial population P (t=0) (line

3 of Algorithm 5.1): any vertex is assigned to a community, randomly chosen in the

range [1, n], with n = |V |. In this way, many communities with few assigned vertices
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Algorithm 5.1: Pseudo-code of the stochastic immunological algorithm Opt-IA.
1: procedure Opt-IA(G, d, dup, M , Pdie, Tmax)
2: t← 0
3: P (t) ← InitializePopulation(d)
4: ComputeFitness(P (t))
5: repeat
6: P (clo) ← Cloning(P (t), dup)
7: P (mut) ← Hypermutation(P (clo), M)
8: ComputeFitness(P (mut))
9: P (agi) ← StochasticAging(P (t), Pdie)

10: P (pre) ← Precompetition(P (agi))
11: P (t+1) ← (µ + λ)−Selection(P (pre), P (mut))
12: t← t + 1
13: until (termination criterion is satisfied)
14: end procedure

will be generated; it will be the task of the developed hypermutation operator (see

Section 5.1.2) to compact the communities. Once the population is initialized, the

next step is to evaluate the fitness function for each B cell x⃗ ∈ P (t) by the function

ComputeF itness(P (t)) (line 4 of Algorithm 5.1). In this research work, for each B cell

x⃗, such function simply computes the value given by Equation 4.1.

After the initialization of the population, and the computation of the fitness of each

generated solution, the artificial evolution process begins, where the key operators take

place. As in any evolutionary algorithms, Opt-IA will end its evolution process once a

termination criterion is reached, which has been fixed in our experiments to a maximum

number of generations allowed (TMax).

5.1.1 The Cloning Operator

The first immune operator to be performed is the cloning operator (line 6 of Al-

gorithm 5.1), which has the main goal of producing a new population with higher

affinities (i.e. fitness values), and together with the hypermutation perform a careful

local search. Just as it happens in nature that all those cells able to better recognize

foreign entities will generate more copies of them, the cloning operator duplicates all

those solutions that seem to be promising: simply it copies/clones dup times each ele-
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ment of the population, creating a new intermediate population P (clo) of dimensions

d × dup. It was developed a static version of the cloning operator, unlike what really

happens in biology1, because this shows the disadvantage to guide easily and quickly

the algorithm towards local optima. Furthermore, to avoid premature convergence, we

also made dup independent from the fitness function value of the B cell. In a nut-

shell, if we had chosen to increase the number of clones for high-fitness elements, we

would have achieved quickly a very homogeneous population, causing in turn a poor

exploration of the search space.

5.1.2 The Hypermutation Operator

The hypermutation operator (line 7 of Algorithm 5.1) acts on each element of the

population P (clo) performing M mutations with the main aim to explore the search

space, and the neighbourhood of all solutions found so far. Similarly to the parameter

dup, also the mutation rate M is a user-defined parameter and is not related to the

fitness function of the solution, to avoid possible premature convergence. Importantly,

unlike classical evolutionary algorithms, no mutation probability was considered. Fur-

thermore, the introduction of blind mutations produces individuals with higher affinity

(i.e. higher fitness function values), which will be then selected to form improved ma-

ture progenies. In this research work different types of mutation operators have been

developed, which can act on a single vertex in the solution, like a local operator, or

on a group of vertices, like a global operator: equiprobability, existing, total random,

destroy and fuse operators.

Equiprobability operator. This mutation operator is locally applied and tries to find

a better neighbour not yet explored. Simply, it randomly selects a vertex i, and a

community cj among those existing at that moment, and, of course, different from

the one to which i belongs (i.e. ci ̸= cj), and, then, the vertex i is moved into the

community cj.
1In nature, the number of clones produced for a B cell is proportional to its ability to detect and

recognise the Ag.
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Existing operator. This mutation operator, randomly selects a vertex i and moves

it to the community cj, where j is a randomly selected vertex belonging to a different

community of i, that is ci ̸= cj. In this way, the larger the size of community cj, the

greater the probability that vertex i will be assigned to that community.

Total Random operator. This operator, like the equiprobability operator, randomly

selects a vertex i, and a community cj among the n = |V | possible.

Destroy operator. This operator works through a more global perspective than the

first operator, as it acts directly on the communities rather than the single vertices.

It is carried out as follows: two different communities are randomly selected, ci and

cj, which are, respectively, the community from where the vertices will be moved; and

the one that will receive such vertices. In particular, ci is selected among the currently

existing communities, whilst cj is randomly assigned a value in the range [1, n], with

n = |V |. Note that this means that cj could have a value that does not correspond

to any existing community. After that, a probability is randomly chosen, between 1%

and 50%, and on the basis of this probability, every vertex in ci will move into cj. As

already said, if cj is among the existing ones, then the new vertices will increase the

community itself; otherwise, a new community is created and added to the others.

Fuse operator. This last operator has the main aim to try to reduce and compact

the communities. Thus, it chooses randomly two different communities ci and cj and

moves all vertices belonging to ci into the community cj, decreasing consequently by

one the number of communities.

The effectiveness and efficiency of these mutation operators have already been

proven in [132] through a comparative analysis (Figure 5.1). In particular, the first two

have proven useful in improving the modularity function value, and in escaping to local

optima; the fuse operator, instead, albeit does not offer good results individually, also

has been taken into account since its goal is to aggregate communities. Trying then to

take advantage of the characteristics of each operator, the equiprobability and destroy

operators are applied with the same probability, while the last with low probability for

the above reasons (around 49.5%, 49.5%, and 1%).
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Figure 5.1: A comparative analysis on the performances of some mutation operators
designed for community detection.

Finally, once the hypermutation was performed, and, then modify all the cloned

solutions, for each mutated B cell is computed its fitness value through the function

ComputeF itness(P (t)).

5.1.3 Aging, Precompetition and Selection Operators

The aging operator has the main goal of helping the algorithm in jumping out of

local optima and keep a high diversity inside the population. In this research work,

the stochastic aging operator (line 9 of Algorithm 5.1) has been developed that guides

Opt-IA to reduce premature convergences as much as possible. In detail, the elements

of the population are removed at each iteration with a Pdie probability, which is a user-

defined parameter. Diversification of solutions in a population is a crucial feature to

avoid getting trapped into local optima. However, this can also become a limitation in

carrying out a careful, and accurate exploration of their neighbourhoods, which also

plays a key role in the success of the algorithm. Thus, in order to have the right

balance between these two key features, the stochastic aging is applied only to the

P (t) population. In this way, diversity will be introduced in the population of the best

current solutions, which will then compete with their offspring in generating the new

population of the next generation; whilst the B cells in P (mut) will have the task of
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properly exploring the neighbourhoods.

After the aging operator, to strengthen heterogeneity in the population P (t), a pre-

competition step (line 10 of Algorithm 5.1) has been developed, which simply randomly

selects two different B cells from P (t): if the two solutions, although different, have the

same number of communities, then the one with lower fitness value will be removed

from P (t) with a 50% probability. This strategy allows, thus, to maintain a more

heterogeneous population during the evolutionary cycle, maintaining solutions with a

different number of communities, in order to better explore the search space.

The last operator before the end of the iteration is the creation of the new population

for the next timestep t + 1. In Opt-IA, the (µ + λ)-selection operator (line 11 of

Algorithm 5.1) has been developed, which selects the best d B cells from the two

populations P (pre) and P (mut), without fitness repetitions. This selection operator,

with µ ≤ d and λ = (d × dup), identifies the best µ = d elements from the offspring

set (P (mut)), and old parent B cells (P (pre)), therefore ensuring monotonicity in the

evolution dynamics. If two selected elements have the same fitness, then, only one of

them will be chosen randomly.

5.2 Behaviour Analysis

In this section, we study the features of Opt-IA and analyse its behaviour in order to

prove its efficiency and reliability. We start by describing the data sets, i.e. the complex

networks used for our studies and comparisons, along with the experimental protocol

adopted for all the performed tests. Likewise, we show the experimental tuning on

the population size, mutation rate and aging probability. Then, once the best setting

of Opt-IA’s parameters is determined, we show its dynamics and learning abilities.

Finally, we present the analysis of the time complexity of Opt-IA via the well-known

Time-To-Target plots, which are a classical methodology for running time analysis for

any stochastic algorithm.
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Table 5.1: Social and biological network instances used in the experiments.

Name Type |V | |E| ∆(G)
Grevy’s Zebras social-ecological 28 111 29.37%
Zachary’s Karate Club social 34 78 13.90%
Bottlenose Dolphins social-ecological 62 159 8.41%
Books about US Politics social 105 441 8.08%
American College Football social 115 613 9.35%
Jazz Musicians social 198 2742 14.06%
Cattle PPI biological 268 303 0.85%
E. coli TRN biological 418 519 0.60%
C. elegans MRN biological 453 2025 1.98%
H. pylori PPI biological 724 1403 0.54%
E. coli MRN biological 1039 4741 0.88%
S. cerevisiae PPI (1) biological 2018 2705 0.13%
S. cerevisiae PPI (2) biological 2284 6646 0.25%

5.2.1 Datasets and Experimental Protocol

The Opt-IA algorithm, presented in Section 5.1, has been tested and studied on eight

different real-world networks, which include six biological, and six social networks.

These networks are related to two different areas and are obtained from real-world

systems. Features and size of each network are detailed in Table 5.1.

More in detail, we considered six social networks: a small size network, called

Zachary’s Karate Club, and two larger ones, respectively called Books about US politics

and American College Football. The Zachary’s Karate Club network represents the

friendships between members of a university’s karate club in the US over a period of

2 years [154]. It has come to be a standard test network for clustering algorithms.

Each vertex represents a member of the club and each edge represents the relationship

between the two corresponding members of the club. The network called American

College Football was presented in [66] and represents the football match schedule for

the 2000 season. Vertices in the graph represent the teams, while edges represent

regular season games between the two corresponding teams. In the Books about US

politics network, the vertices represent the books on American politics purchased from

amazon.com, while edges connect pairs of books which are frequently co-purchased.
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The books in this network, compiled by V. Krebs [88], were classified by Newman [105]

into liberal or conservative categories, with the exception of a small number of books

without a clear ideological bias. Jazz Musicians [67] is the collaboration network

between Jazz musicians. Each vertex is a Jazz musician and an edge denotes that

two musicians have played together in a band.

We also took into consideration two different types of networks, which identify

social-ecological networks, called respectively Bottlenose Dolphins [98] and Grevy’s

Zebras [135]. Bottlenose dolphins are aquatic mammals in the genus Tursiops. The

network is built from a community of bottlenose dolphin community living in New

Zealand and observed between 1994 and 2001. Edges denote frequent association. In

the Grevy’s Zebras network, edges represent the interactions between two Equus grevyi

(vertex in the network) if they existed between them during the study.

Finally, six biological networks were also considered, namely: E. coli transcrip-

tion [129], C. elegans metabolic reaction [57], Cattle protein–protein interactions [31],

H. pylori protein-protein interactions [149, 116], E. coli metabolic reaction [123], and

two S. cerevisiae protein–protein interactions networks [153, 25]. In particular, in the

gene expression E. coli TRN network, which is a commonly used benchmark, the ver-

tices represent operons, i.e. functioning units of DNA containing a cluster of genes,

and edges are directed from a gene that encodes a transcription factor to a gene that

it directly regulates it [129].

Overall, all these networks, social and biological data in real work systems, are

well-known and commonly used datasets for evaluating the efficacy and efficiency of

designed algorithms for the community detection problem.

All the performed experiments were carried out on 30 independent runs, whilst the

considered stopping criterion was fixed at a maximum number of generations allowed

(Tmax = 4 × 103). Since Opt-IA is basically a blind search algorithm, it follows that

without knowledge about the domain and without the inclusion of any deterministic

refinement approach, obviously Opt-IA must evolve for more generations than any

hybrid/memetic approach or a hyper-heuristic. Nevertheless, the computational time
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of Opt-IA for reaching the overall best solution is, however, acceptable, as it is shown

in Section 5.2.4.

Finally, for each experiment, and then for each network, the following outcomes

were computed and shown: Best modularity found on all runs, Mean value of the best

solutions found per each run, worst modularity value found on the overall, standard

deviation (σ) and the number of communities discovered (NC).

5.2.2 Parameters Tuning

As described in Section 5.1 (see Algorithm 5.1), the crucial parameters that affect

the performances of Opt-IA are, respectively: (i) the population size (d), (ii) the

duplication factor (dup), (iii) the mutation rate (M) and (iv) the probability to remove

a B cell at each iteration (Pdie). Therefore, we need to find the best values for these

parameters.

In a preliminary work [132], a small and sparse network (almost_lattice network

with 64 vertices) was used to find the best setting for the parameter values. The network

was chosen since it shows a particular complex landscape. From this preliminary study,

the best parameter combinations obtained were, respectively, d = 8, and dup = 4,

whilst mutation rate M varied between 1 to 3. The efficacy of such a setting was

also validated by the comparison of Opt-IA with the well-known greedy optimization

method Louvain [12], one of the most popular algorithms for community detection.

The comparison, which for convenience is reported in Table 5.3 (see Section 5.3), shows

that the proposed algorithm outperforms Louvain in all networks tested.

Following these very good results, we ran Opt-IA on all the networks which are

shown in Table 5.1 using the same parameter configuration. Although the algorithm

was able to find the optimal solutions for some of the social networks, on the larger

ones, such as for instance, on the biological networks, we obtained, instead, very poor

results. In light of this, we performed a new study on the parameter tuning, but this

time we took into account the Cattle PPI biological network as a testbed, which is
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a large and sparse graph, and consequently a hard enough testbed. It is important

to highlight, also, that all experiments we conducted for the parameters tuning were

performed on 30 independent runs, to have more robust and reliable outcomes.

Based on the knowledge acquired on Opt-IA in previous research works [111, 46,

47], the population size was set to d = 100, since it is mainly related to the dimension

and complexity of the problem tackled. For all the other parameters, instead, the tuning

was determined by evaluating the fitness trend at their different values. The first step

of this study was conducted on the mutation rate parameter with five different values

(M = {1, 2, 3, 4, 5}), using the following parameter configuration settings: population

size d = 100, duplication parameter dup = 4, probability of random aging operator

Pdie = 0.02 and TMax = 4000.
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Figure 5.2: Results of the tuning for the parameter M on the Cattle PPI network.

The outcomes of these experiments are reported in Figure 5.2 where we can see

the distribution of fitness values over 30 independent runs at the varying of M on

the Cattle PPI network. By observing the graph in the figure, it is possible to assert

that by increasing the number of mutations the performance of Opt-IA decreases

considerably with respect to both the best modularity found and the mean. The best

performances are obtained using small mutation rate values, that is M = {1, 2}. It

is important to note that although for M = 1 Opt-IA reaches a better median, the

performances for M = 1 and M = 2 are however equivalent when compared to the best
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value found. For this reason, both these values for M have been taken into account for

the next experiments. The good results obtained when performing a lower number of

mutations are primarily due to the effect of the aging and precompetition operators,

which produce good heterogeneity, and consequently, require the perturbation operator

to carry out the search in the neighbourhood of the current solutions.

Once the mutation rate M = {1, 2} was set, we performed a second step of para-

meter tuning to determine the best combination of parameters dup and Pdie. In par-

ticular, the duplication parameter was varied in the set {2, . . . , 10}, whilst Pdie in

{0, 0.01, 0.02, 0.05, 0.15, 0.3, 0.5}.

From both Figures 5.3 and 5.4, it is clear that better performances are obtained

when increasing the value of dup. In particular, higher modularity values are obtained

for dup = {8, 9, 10} for both M values. In other words, having more copies of each

solution helps Opt-IA in carrying out a careful and more accurate search in its neigh-

bourhood. Focusing further the analysis only on these last three values, it is possible

to assert that for dup = 9 and dup = 10, Opt-IA finds the best modularity more often

than for dup = 8.

Inspecting now the plots from the perspective of parameter Pdie and considering

these last two values for dup, we can see that the better performances of Opt-IA were

obtained for Pdie = 0.02. With this value, indeed, the algorithm was able to find a

better mean, and a lower standard deviation (σ). Each candidate solution will have a

0.02 probability to be removed from the population and such a low probability value is

enough to produce a good heterogeneity in the population (when, of course, combined

with the precompetition operator). From these last experiments, it also emerges that

for M = 1 the performances of Opt-IA are considerably better than for M = 2, since

the algorithm reaches the best solution more often, with a better mean and standard

deviation, proving, in turn, greater robustness and soundness.

In conclusion, from the overall experimental analysis, the best parameter combin-

ation obtained is the following: d = 100, dup = {9, 10}, M = 1 and Pdie = 0.02.

Note that, although dup = 10 showed slightly better performances on the considered
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Figure 5.3: Results of tuning parameters with M = 1 on the Cattle PPI network.

network, we took into consideration both values, because their effect is also related to

the network density (see results in Section 5.3).
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Figure 5.4: Results of tuning parameters with M = 2 on the Cattle PPI network.

5.2.3 Convergence Behaviour

A right convergence behaviour together with a good learning ability is the key factor

for any successful stochastic search algorithm. Thus, we conducted a deep analysis of

the dynamic behaviour of Opt-IA as reported in this section. We used the networks
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American College Football, Cattle PPI and C. elegans MRN because, being different in

types, sizes, density (∆ in Table 5.1), and mainly complexity, they allow a more robust

analysis. As described above (Section 5.2.1), all these experiments were averaged over

30 independent runs.
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Figure 5.5: Convergence behaviour of Opt-IA on (a) American College Football, (b)
Cattle PPI and (c) C. elegans MRN networks. The figures show the average fitness
function value and the best solution versus generations.

Figure 5.5 shows the convergence curves of Opt-IA, and, in particular, the best

fitness, average fitness of the population, and average fitness of the hypermutated

population. In particular, one can see how in all three plots Opt-IA shows a very

good convergence towards the optimal solution. Indeed, the three curves grow slowly

and improve step by step until they reach the best solution. It is important to note

that initially the three curves are very close, and then begin to differentiate as they

approach the optimal solution (see inset plots). This is due to the diversification of the

solutions whose crucial impact happens mainly when the improvements are limited,

75



5. Stochastic Immunological Algorithm

and consequently when Opt-IA needs to get out of local optima.

Simply put, all three curves keep a right distance from each other, confirming the

existence of a good degree of diversity among the solutions, which is useful for avoiding

and/or escaping from local optima. Furthermore, it is also important to highlight that

the curve of the best fitness does not increase monotonically: for some generations, the

curve decreases slightly, and this corresponds to the discovery of better fitness values,

right in the next generations.

Having analysed the convergence behaviour, we performed a study on the learning

ability of Opt-IA. It is clearly very important to understand how much information

the algorithm is able to discover during the evolutionary process since it plays a crucial

role in the overall performance. To this end, we used the classical entropy function

information gain, known also as Kullback–Leibler divergence, to measure the quant-

ity of information the algorithm gains during the learning phase [89, 90]. Shannon’s

entropy [128] is the classical measure used in Information Theory and it represents a

good measure of randomness or uncertainty, where the entropy of a random variable is

defined in terms of its probability distribution. It is then used to measure the flatness

of the information distribution provided by a set of solutions. The Kullback-Leibler

divergence [89, 90] is the most frequently used information-theoretic distance measure

and indicates how different two probability distributions are.

Let B(t)
m be the number B cells that at the timestep t have fitness value m. The

candidate solutions distribution function f (t)
m is defined as the ratio of B(t)

m on the total

solutions number d, that is:

f (t)
m = B(t)

m∑︁
m B

(t)
m

= B(t)
m

d
. (5.1)

Therefore, the information gain, labelled K(t, t0), and entropy, labelled E(t), can be

defined as:

K(t, t0) =
∑︂
m

f (t)
m log

(︄
f (t)

m

f
(t0)
m

)︄
, (5.2)
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E(t) = −
∑︂
m

f (t)
m log f (t)

m , (5.3)

where, K(t, t0) is the quantity of information the system discovers during the con-

vergence process. The gain is, then, the amount of information the system learned

compared to the initial population P (t=0) which was randomly generated. Once the

learning and search process begins, the information gain monotonically increases until

it reaches a peak point after which it continues in a (roughly) steady state, consistently

with the maximum information-gain principle [82]:

dK

dt
≥ 0. (5.4)

Overall, the information gain is a useful entropy function for understanding the be-

haviour of algorithms both on-line and at run-time, and for performing an accurate

parameter tuning.

As for the convergence analysis, the same three networks were also used to evaluate

the learning ability of Opt-IA. Figure 5.6 displays the information gain curves, re-

spectively, on the American College Football in Figure 5.6a, Cattle PPI in Figure 5.6b

and C. elegans MRN in Figure 5.6c. Inspecting all three plots, we can clearly see how

Opt-IA quickly gains enough information during the first iterations, reaching regions

of search space with a good average, which proves the efficiency of the mutation oper-

ators designed to explore the search space. After that, due to the fully random search

process and without any guided search specific to the problem, the learning process

alternates in gaining or losing information, until it reaches the highest peak that cor-

responds to having reached the best overall solution. The insert plot shows the relative

standard deviations.

In Figure 5.6a it is possible to see the learning behaviour of Opt-IA on the Amer-

ican College Football network. In this plot, the algorithm shows a different learning

behaviour compared to the other two considered networks, because this network is a

little simpler in size and network density. Indeed, once the highest peak is reached

(in the generations range [20, 30]), Opt-IA begins to lose information until around
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Figure 5.6: Information gain curves of Opt-IA on (a) American College Football,
(b) Cattle PPI and (c) C. elegans MRN networks. The inset plots show the relative
standard deviations.

the 200th iteration when the curve begins to increase again, and therefore it starts to

gain again information. In the inset plot, we show the relative deviation standard (σ)

of Opt-IA, which measures the amount of dispersion (uncertainty) inside the popu-

lation. It is interesting to note, indeed, that the iteration point where the algorithm

reaches the maximum information gain corresponds exactly to the standard deviation

lowest point. Correctly, then, the maximum information gain corresponds to minimum

uncertainty. Similarly, at the point of the lowest information gain, reached before

200th generation, there is the highest standard deviation value. The information gain

curves displayed in Figures 5.6b and 5.6c show, instead, a steadier state behaviour once

the higher information value is reached. Interestingly, we can see in both plots that

after 1000 generations Opt-IA begins to discover new information, and particularly

in Figure 5.6b it reaches even the highest information gain value. This is consistent
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with the standard deviation curves, which reach their lowest values just after the 1000

generations.

In conclusion, both analyses (convergence and learning) prove the efficiency and

robustness of Opt-IA in the community detection task. More importantly, they high-

light and prove how Opt-IA needs more iterations to discover high-quality solutions

due to the strong randomness present in the developed operators.

5.2.4 Computational Time Complexity

The running time of Opt-IA for reaching the best solution is another crucial measure

to take into account for proving the efficiency of the proposed immune algorithm. We

used the time-to-target (TTT) plots [1, 59] which are a standard graphical methodology

for data analysis and for characterizing the running time of stochastic algorithms in

order to solve a specific optimization problem. They measure the CPU times to find

the target of the problem instance tackled. The basic idea behind TTT-plots is to

compare the empirical and theoretical distributions, i.e. it displays the probability

that an algorithm will find a solution as good as a target within a given running time.

A Perl program has been proposed by Aiex et al. in [2] for automatically generating

the TTT plots, which produces two different plots: a theoretical quantile-quantile

(QQ) plot with superimposed variability information, and a superimposed empirical

and theoretical distributions2.

In order to perform such an analysis, the Opt-IA algorithm is run n times on

a given instance using the achieving of a target value (i.e. achieve global optimum)

as a stopping criterion. Obviously, for every single run, a different seed is considered

for the random number generator to have independent runs. Note that the larger the

number n considered, the closer the empirical distribution will be to the theoretical

one. Therefore, following the suggestions given in [2], we set n = 200 because it

has been proven that this value gives very good approximations of the theoretical
2The Perl program can be downloaded at http://mauricio.resende.info/tttplots/tttplots.

zip.
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distributions. This analysis has been conducted on six different networks in size and

complexity: Grevy’s Zebras, Zachary’s Karate Club, Bottlenose Dolphins, Books about

US Politics, and C. elegans MRN and H. pylori PPI. For a proper analysis, it is

important to consider not easy instances, since the exponential distribution would

degenerate to a step function, due to the very small CPU times in almost all runs,

as asserted in [1]. Furthermore, these networks have been considered also because the

new stopping criterion requires that in the tackled networks/instances the success rate

is 100%.

In Figures 5.7-5.14 the TTT plots produced on the cited networks are shown. In

each figure, the left plot shows the empirical versus theoretical distribution, whilst in

right plots show the QQ plots with variability information.

Overall, by inspecting all plots for social networks in Figures 5.7-5.10, it emerges

how both empirical curves perfectly fit the theoretical ones for the first three networks,

whilst the empirical curves of Opt-IA slightly differ from the theoretical ones for the

Books about US Politics network. It is important to point out that the TTT plots

experiments on the Books about US Politics network were performed considering the

best solution found (0.5272) as target value for the stopping criterion, and Opt-IA was

able to find it in all 200 runs, although in Table 5.4 (see Section 5.3) the best and mean

values are not the same. This confirms that with a larger number of iterations the

developed search process is able to discover even better solutions until it reaches the

optimal ones, of course, with higher computational complexity time. However, from

the relative TTT plots in Figure 5.9, the empirical curve follows the same behaviour

as the theoretical one, proving consequently the efficacy of Opt-IA on this network.

For the C. elegans MRN and H. pylori PPI networks - two of the larger networks in

the dataset - two different target values were, instead, considered as stopping criteria,

since Opt-IA found better modularity than the compared algorithms (see Table 5.8),

either as best, mean and worst values. For C. elegans MRN the first experiment was

then conducted considering 0.4185 as target value (Figure 5.11), which corresponds to

the best modularity found among all compared algorithms, and specifically by HDSA.
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Figure 5.7: Time-to-target plots for Grevy’s Zebras network with target value t =
0.2768. (a) Empirical versus theoretical distributions and (b) QQ plot with variability
information.
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Figure 5.8: Time-to-target plots for Zachary’s Karate Club network with target value
t = 0.4198. (a) Empirical versus theoretical distributions and (b) QQ plot with vari-
ability information.
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Figure 5.9: Time-to-target plots for Bottlenose Dolphins network with target value
t = 0.5285. (a) Empirical versus theoretical distributions and (b) QQ plot with vari-
ability information.
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Figure 5.10: Time-to-target plots for Books about US Politics network with target
value t = 0.5272. (a) Empirical versus theoretical distributions and (b) QQ plot with
variability information.
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Moreover, because the worst modularity computed by Opt-IA is still better than

the one found by HDSA, a second TTT plots experiment was performed setting the

stopping target to 0.4221 (Figure 5.12), i.e. the worst solution of Opt-IA on such a

network (see Table 5.8).

The same experimental protocol was used for the second biological network, H.

pylori PPI. The first experiment was conducted considering 0.5086 as target value

(Figure 5.13), which corresponds to the best modularity found by HDSA, while the

second experiment was performed setting the target solution to 0.5116 (Figure 5.14).

Focusing the analysis only on the plots in Figures 5.11-5.14, that is the two different

targets considered for the C. elegans MRN and H. pylori PPI networks, it appears

clear how Opt-IA easily achieves the same maximum modularity of HDSA, whilst

(obviously) needing more time to reach larger values of modularity. However, the

empirical curve fits perfectly with the theoretical one.
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Figure 5.11: Time-to-target plots for C. elegans MRN network with target value t =
0.4185. (a) Empirical versus theoretical distributions and (b) QQ plot with variability
information.

83



5. Stochastic Immunological Algorithm

0

0.2

0.4

0.6

0.8

1

0 50 100 150 200 250 300 350 400

C
u
m
u
la
ti
ve

p
ro
b
ab

il
it
y

Time to target solution

C. elegans MRN

Empirical
Theoretical

(a)

160

180

200

220

240

260

280

300

320

340

360

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
M
ea
su
re
d
ti
m
es

Exponential quantiles

C. elegans MRN

Empirical
Estimated

+1 Std. Dev. range
-1 Std. Dev. range

(b)

Figure 5.12: Time-to-target plots for C. elegans MRN network with target value t =
0.4239. (a) Empirical versus theoretical distributions and (b) QQ plot with variability
information.
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Figure 5.13: Time-to-target plots for H. pylori PPI network with target value t =
0.5086. (a) Empirical versus theoretical distributions and (b) QQ plot with variability
information.
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Figure 5.14: Time-to-target plots for H. pylori PPI network with target value t =
0.5116. (a) Empirical versus theoretical distributions and (b) QQ plot with variability
information.

5.2.5 Precompetition Operator Effectiveness

The precompetition operator, in addition to the aging operator, plays a key role in

the performances of Opt-IA since it allows the algorithm to jump away from local

optima by introducing heterogeneity in the population. This, of course, is a crucial

characteristic, especially when addressing a hard and complex problem. Although the

usefulness and efficiency of the aging operator are well known [80, 81], little instead

is possible to assert on the efficacy of the precompetition operator, and how it affects

the performance of Opt-IA. In light of this, in this section, an analysis of the overall

effectiveness of the precompetition operator is presented, and it is shown in Table 5.2.

For this analysis four biological networks were considered (Cattle PPI, E. coli TRN, C.

elegans MRN and H. pylori PPI ), and used for inspecting the convergence behaviour

of Opt-IA, by enabling or disabling such an operator.

Looking at the outcomes reported in the table, the usefulness and efficacy of the

precompetition operator are clearly evident: it allows Opt-IA to reach better modu-

larity values not only with respect to the maximum value found but also with respect
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Table 5.2: Experimental results of Opt-IA with and without the precompetition
operator on biological networks.

Opt-IA
Network Precompetition ¬Precompetition

Cattle PPI

Best 0.7195 0.7195
Mean 0.7156 0.7151
Worst 0.7061 0.7053
StD 0.0036 0.0044
NC 40 40

E. coli TRN

Best 0.7796 0.7776
Mean 0.7711 0.7701
Worst 0.7578 0.7525
StD 0.0051 0.0055
NC 39 39

C. elegans MRN

Best 0.4490 0.4470
Mean 0.4369 0.4340
Worst 0.4239 0.4069
StD 0.0053 0.0081
NC 8 9

H. pylori PPI

Best 0.5416 0.5329
Mean 0.5249 0.5235
Worst 0.5116 0.5133
StD 0.0063 0.0055
NC 19 19

to the mean of the best found values in all independent runs, with the consequence

of allowing the algorithm to obtain lower standard deviation values. It is important

to highlight that, except for the Cattle PPI network where the best modularity is the

same for both versions, the precompetition operator allows Opt-IA to produce con-

siderably higher modularity values, proving the successful effect of this operator. The

precompetition operator, in combination with the stochastic aging, compensates for

the indirect elitism provided by the selection operator, therefore it helps to maintain

the right balance of diversity in the population.
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5.3 Experimental Results

We discuss now the overall experimental results and compare them with the results

obtained by state-of-the-art algorithms. It is important to stress first that, in a prelim-

inary work [132], Opt-IA was compared to Louvain algorithm on a set of different,

simple and small networks, which for simplicity are reported in Table 5.3. By in-

specting this table, it becomes clear how Opt-IA, based on a pure random-search,

outperforms one of the best approaches on community detection with modularity op-

timization, which is Louvain algorithm3. However, given the low complexity of these

tested networks, a deep and detailed analysis must be conducted in order to evaluate

the real performance of Opt-IA. Therefore, for these new experiments, all networks in

the data set in Table 5.1 were considered, and the experimental protocol described in

Section 5.2.1 was used. The main goal of these experiments, as well as all comparisons

made, is to prove the competitiveness and reliability of Opt-IA in terms of solution

quality found, i.e. maximizing the modularity function (Equation 4.1).

Table 5.3: Comparative results of Opt-IA and Louvain algorithm.

Louvain Opt-IA
Network |V | Q NC Q NC

Zachary’s Karate Club 34 0.4156 4 0.4198 4
Bottlenose Dolphins 62 0.5188 5 0.5285 5
UK Faculty 81 0.4488 4 0.4488 4
Huckleberry 69 0.5346 4 0.5346 4
Les Miserables 77 0.5583 6 0.5600 6
GN_benchmark2 128 0.4336 2 0.4336 2
GN_benchmark4 128 0.5393 4 0.5393 4
LFR_benchmark 128 0.1560 6 0.1980 5
almost_lattice 64 0.5279 8 0.5576 8
3mixed 128 0.3682 5 0.4297 3

To this end, the proposed Opt-IA algorithm was compared to several different

heuristics and metaheuristics (13 in the overall), each of them designed and developed
3The results of the Louvain algorithm reported in the following tables were obtained using the im-

plementation of the igraph [40] library, version 1.2.8. In this version, the vertices are always processed
in the same order resulting in the very same partition.
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as a modularity optimization approach. Specifically, the first group of algorithms

considered for the comparisons, in addition to Louvain, are:

• Bat Algorithm (BA) [4], a metaheuristic method based on the echolocation be-

haviour of bats [150];

• Gravitational Search Algorithm (GSA) [4], a metaheuristic algorithm based on

the law of gravity and mass interactions [117];

• Big Bang–Big Crunch (BB-BC) algorithm [4], an algorithm inspired by the the-

ories of the universe evolution in which, during the main phase, energy dissipation

produces disorder and randomness, whilst in a second stage the randomly dis-

tributed particles are drawn into an order, i.e. the values in the vectors of the

function to be optimized are determined [58];

• Bat Algorithm based on Differential Evolutionary (BADE) [4], an improved ver-

sion based on the combination (hybridization) of Bat Algorithm and Differential

Evolution (DE) algorithm [134, 133], where this latter is used in the popula-

tion regeneration process. Both algorithms are used together for the selection of

adjacent vertices;

• Scatter Search algorithm based on Genetic Algorithm (SSGA) [4], a Scatter

Search (SS) approach [68, 100] of the best chromosomes provided by Genetic

Algorithm (GA) [77, 70] and subjecting the population to the crossover and the

mutation processes around the best solutions;

• Hyper-heuristic Differential Search Algorithm (HDSA) [4], a hyper-heuristic

based on the migration of artificial super-organisms, where each of them in the

population migrates between the maximum or minimum solution of the problem

using the Differential Search Algorithm (DSA) [33] in the process of regeneration

of individuals.

Moreover, the second group of algorithms considered for the comparisons are:
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• MA-Net [104], a memetic algorithm based on the combination of a genetic

algorithm with a local search;

• GACD [130], a genetic algorithm that takes advantage of the efficiency of the

locus-based adjacency encoding scheme to represent a community partition;

• Clustering Coefficient-based Genetic Algorithm (CC-GA) [121], a genetic al-

gorithm that uses the clustering coefficient (CC), which is a social networks ana-

lysis measure, to generate a better initial population;

• Multi-Start Iterated Greedy (MSIG) algorithm [122], which uses a new greedy

procedure for generating the initial solutions and reconstructing the solutions,

but has the disadvantage of being computationally expensive;

• Improved Discrete Particle Swarm Optimization with Redefined Operator (ID-

PSO-RO) [27], based on particle swarm optimization, in which the update formu-

las of velocity and position are redefined according to the locus-based adjacency

representation;

• Iterated Greedy (IG) algorithm [96] based on an iterative process that combines

a destruction phase and a reconstruction phase: a complete candidate solution is

partially destructed, and afterwards a new complete candidate solution is recon-

structed via a greedy constructive heuristic.

The results reported in the following tables were taken from [4, 104, 96].

Following what was previously described, the parameters setting of Opt-IA, in all

the performed experiments, are d = 100 as population size; Pdie = 0.02 the probability

of random aging operator; mutation rate M set to 1; and TMax = 4000 as the maximum

number of generations used as stopping criterion. The duplication parameter dup

in according to the parameters tuning reported in Section 5.2.2, has been set to 4

(dup = 4) for all those instances with |V | < 100 (small social networks), whereas

for the larger ones (|V | ≥ 100) the experiments were performed with dup = 9 and

dup = 10. Every experiment has been performed on 30 independent runs.
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Table 5.4: Experimental results of Opt-IA on small social networks with dup = 4.

Network Best Mean Worst StD NC

Grevy’s Zebras 0.2768 0.2768 0.2768 0.0000 4
Zachary’s Karate Club 0.4198 0.4198 0.4198 0.0000 4
Bottlenose Dolphins 0.5285 0.5285 0.5285 0.0000 5

Table 5.5: Experimental results of Opt-IA on social and biological networks with
dup = {9, 10}.

Network dup Best Mean Worst StD NC

Books about US Politics 9 0.5272 0.5270 0.5208 0.0012 5
10 0.5272 0.5268 0.5208 0.0016 5

American College Football 9 0.6046 0.6011 0.5848 0.0052 10
10 0.6046 0.5999 0.5891 0.0050 10

Cattle PPI 9 0.7195 0.7148 0.7018 0.0044 40
10 0.7195 0.7161 0.7049 0.0039 40

E. coli TRN 9 0.7734 0.7660 0.7486 0.0050 27
10 0.7795 0.7670 0.7589 0.0049 32

C. elegans MRN 9 0.4487 0.4366 0.4221 0.0070 8
10 0.4464 0.4377 0.4231 0.0061 10

The obtained outcomes are summarized in Tables 5.4 and 5.5. Table 5.4 reports

the results of the proposed algorithm on small social networks, while in Table 5.5 we

show the results on larger social networks and biological networks. In this last table,

the best results obtained for dup = 9 or dup = 10 are also highlighted in boldface.

The different setting of the duplication parameter is obviously due to the simplicity

of the first networks (dup = 4) compared to the last ones (dup = 9 or dup = 10),

which consequently require a more targeted search, and a less wide exploration of the

solution space. Larger networks with a density ∆ ≥ 1% (see Table 5.1), do not require

a great variability in the population, and for this reason, dup = 9 seems to be the most

appropriate value. Indeed, although in the social networks there is little difference in

the results between the two dup values (dup = 9 vs. dup = 10), in C. elegans MRN,

where ∆ = 1.98%, a significant improvement is instead obtained in terms of best and

average modularity found. On the other hand, for all networks with a low density

(∆ < 1%) the parameter dup = 10 ensures good average values (Mean) in Cattle PPI
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instance and best modularity (Best) for E. coli TRN network. In these cases, a small

increase in the dup parameter, i.e. having a larger number of duplicates, allows it to

produce higher variability, and consequently enables it to work well on very sparse

networks.

Tables 5.6-5.8 report the comparisons of Opt-IA with other heuristics and meta-

heuristics. The shown results are averaged on 30 independent runs for all algorithms.

Note that, unlike other algorithms that use a maximum number of generations fixed,

MA-Net stops running just only when 30 generations are performed without any im-

provement. For each table, the best modularity values (Best), average values (Mean),

worst modularity (Worst), standard deviation (StD), and the number of communities

discovered (NC) are showed, respectively.

Table 5.6: Comparative results of Opt-IA and algorithms of the first group on social
networks.

Algorithms
Network Opt-IA Louvain HDSA BADE SSGA BB-BC BA GSA

Grevy’s Zebras

Best 0.2768 0.2768 0.2768 0.2768 0.2768 0.2768 0.2768 0.2768
Mean 0.2768 - 0.2768 0.2768 0.2768 0.2766 0.2768 0.2768
Worst 0.2768 - 0.2768 0.2768 0.2768 0.2761 0.2768 0.2768
StD 0.0000 - 0.0000 0.0000 0.0000 0.0003 0.0000 0.0000
NC 4 4 4 4 4 4 4 4

Zachary’s Karate Club

Best 0.4198 0.4189 0.4198 0.4198 0.4198 0.4198 0.4198 0.4198
Mean 0.4198 - 0.4198 0.4188 0.4198 0.4196 0.4133 0.4170
Worst 0.4198 - 0.4198 0.4156 0.4198 0.4188 0.3946 0.4107
StD 0.0000 - 0.0000 0.0018 0.0000 0.0004 0.0105 0.0037
NC 4 4 4 4 4 4 4 4

Bottlenose Dolphins

Best 0.5285 0.5285 0.5285 0.5268 0.5257 0.5220 0.5157 0.4891
Mean 0.5285 - 0.5282 0.5129 0.5200 0.5141 0.4919 0.4677
Worst 0.5285 - 0.5276 0.4940 0.5156 0.5049 0.4427 0.4517
StD 0.0000 - 0.0005 0.0120 0.0040 0.0068 0.0289 0.0155
NC 5 5 5 4 5 5 4 6

Books about US Politics

Best 0.5272 0.5205 0.5272 0.5239 0.5221 0.4992 0.5211 0.4775
Mean 0.5270 - 0.5272 0.5178 0.5203 0.4914 0.5020 0.4661
Worst 0.5208 - 0.5272 0.5137 0.5167 0.4799 0.4815 0.4558
StD 0.0012 - 0.0000 0.0042 0.0024 0.0084 0.0149 0.0079
NC 5 4 5 4 5 9 3 5

American College Football

Best 0.6046 0.6046 0.6046 0.5646 0.5330 0.5171 0.5523 0.4175
Mean 0.6011 - 0.6033 0.5513 0.5277 0.5061 0.5272 0.4032
Worst 0.5848 - 0.6019 0.5430 0.5189 0.4986 0.4742 0.3905
StD 0.0052 - 0.0009 0.0085 0.0057 0.0069 0.0325 0.0109
NC 10 10 10 11 6 10 7 5

By analysing Table 5.6, it is clear how the proposed Opt-IA considerably outper-

forms all compared algorithms, except for HDSA. Regarding this latter, however, it is

91



5. Stochastic Immunological Algorithm

possible to note how both algorithms (Opt-IA and HDSA) show identical perform-

ances on the first two networks in the table reaching the same values of Best and Mean;

whilst on the last two, HDSA outperforms Opt-IA only with respect the average val-

ues (both reach the same Best values). On the network Bottlenose Dolphins, instead,

Opt-IA strictly outperforms HDSA reaching a better mean value, and a standard

deviation value equal to zero. It is important to highlight that HDSA uses an initial

population generated with a Genetic Algorithm and a Scatter Search algorithm. It

follows obviously that this method is potentially more robust from a Mean value per-

spective. However, the difference between the values obtained by both heuristics, as

Best and Mean, is almost irrelevant, demonstrating that the two algorithms Opt-IA

and HDSA can be considered comparable in the overall.

Table 5.7: Comparative results of Opt-IA and algorithms of the second group on
social networks.

Algorithms
Network Opt-IA GACD CC-GA MSIG IDPSO-RO IG MA-Net

Zachary’s Karate Club

Best 0.4198 0.4198 0.4198 0.4198 0.4198 0.4198 0.420
Mean 0.4198 0.4198 0.4198 0.4198 0.4198 0.4198 0.419
Worst 0.4198 0.4198 0.4198 0.4198 0.4198 0.4198 -
StD 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.002
NC 4 - - - - - 4

Bottlenose Dolphins

Best 0.5285 0.5285 0.5285 0.5201 0.5285 0.5285 0.529
Mean 0.5285 0.5272 0.5275 0.5189 0.5271 0.5268 0.523
Worst 0.5285 - - - - - -
StD 0.0000 0.0020 0.0019 0.0017 0.0010 0.0014 0.004
NC 5 - - - - - 5

Books about US Politics

Best 0.5272 0.5272 0.52729 0.5232 0.5272 0.5269 0.527
Mean 0.5270 0.5257 0.5271 0.5149 0.5261 0.5269 0.526
Worst 0.5208 - - - - - -
StD 0.0012 0.0002 0.0002 0.0070 0.0021 0.0000 0.002
NC 5 - - - - - 5

American College Football

Best 0.6046 0.5879 0.5787 0.6033 0.6044 0.6046 0.605
Mean 0.6011 0.5777 0.5640 0.5954 0.5900 0.6017 0.601
Worst 0.5848 - - - - - -
StD 0.0052 0.0069 0.0093 0.0084 0.0129 0.0033 0.003
NC 10 - - - - - 10

Jazz Musicians

Best 0.4451 - - - - - 0.445
Mean 0.4449 - - - - - 0.445
Worst 0.4449 - - - - - -
StD 0.0001 - - - - - 0.000
NC 4 - - - - - 4

In Table 5.7 Opt-IA is compared with the second group of more recent meta-

heuristics methods. Also on this comparison, the proposed algorithm outperforms the
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compared algorithms in all networks. Indeed, if the comparison is inspected from a

ranking perspective with respect to the Best values, Opt-IA is always at the top,

whilst if it is analysed with respect to the Mean values, it is easy, instead, to assert

that it is always among the first two positions and very often in the first one. It is

worth emphasizing once again that, whilst these compared algorithms include determ-

inistic and sophisticated strategies, Opt-IA is fully random both in the generation of

the initial population and in the solutions search process into the search space. There-

fore, having shown better performances, it confirms the robustness and efficiency of all

designed random operators.

In Table 5.8, Opt-IA is compared with the first group of algorithms on biological

networks. Unfortunately, no results were found by the other considered algorithms on

these networks. Thus, inspecting this table, it is possible to see how Opt-IA strictly

outperforms all algorithms, including HDSA, on the C. elegans MRN and H. pylori

PPI networks compared to all evaluation metrics (Best, Mean, Worst and StD), and

detecting a smaller community value. However, on the other two networks, Opt-IA

and HDSA are comparable in Cattle PPI with respect to the best value reached,

but Opt-IA is outperformed by HDSA with respect to the mean values. Also, on

the E. coli TRN instance HDSA outperforms Opt-IA in all assessment values. It is

important to highlight that Opt-IA performs better than HDSA on larger networks.

Finally, focusing the inspection only on the comparison between Opt-IA and

Louvain it is easy to assert that the first considerably outperforms the latter, except

for the H. pylori PPI network. Overall, then, analyzing all outcomes and comparisons

performed, it is possible to assert that the proposed algorithm Opt-IA outperforms

all the compared metaheuristics, and shows comparable performances with respect

to hyper-heuristic HDSA. It is important to highlight that HDSA uses an initial

population generated with a Genetic Algorithm and improved with a Scatter Search

algorithm, Opt-IA, instead, is entirely blind to the features of the problem, and it

is based only on random-search without any deterministic guide. Therefore, taking

into account these main differences and features, and, primarily, having found results
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Table 5.8: Comparative results of Opt-IA and algorithms of the first group on social
networks.

Algorithms
Network Opt-IA Louvain HDSA BADE SSGA BB-BC BA GSA

Cattle PPI

Best 0.7195 0.7195 0.7195 0.7183 0.7118 0.7095 0.7143 0.7053
Mean 0.7161 - 0.7195 0.7138 0.7079 0.7084 0.7100 0.6983
Worst 0.7049 - 0.7194 0.7059 0.7052 0.7079 0.7063 0.6949
StD 0.0039 - 0.0001 0.0051 0.0025 0.0007 0.0035 0.0041
NC 40 40 40 41 40 48 42 43

E. coli TRN

Best 0.7795 0.7786 0.7822 0.7680 0.7507 0.7520 0.7629 0.7416
Mean 0.7670 - 0.7815 0.7621 0.7457 0.7485 0.7599 0.7375
Worst 0.7589 - 0.7808 0.7560 0.7412 0.7452 0.7542 0.7328
StD 0.0049 - 0.0006 0.0043 0.0035 0.0026 0.0034 0.0034
NC 32 40 47 58 61 71 56 61

C. elegans MRN

Best 0.4487 0.4263 0.4185 0.3473 0.3336 0.3374 0.3514 0.3063
Mean 0.4366 - 0.4074 0.3385 0.3220 0.3266 0.3438 0.3039
Worst 0.4221 - 0.3962 0.3335 0.3124 0.3194 0.3356 0.2974
StD 0.0070 - 0.0010 0.0054 0.0077 0.0074 0.0073 0.0037
NC 8 9 13 25 22 21 22 24

H. pylori PPI

Best 0.5386 0.5450 0.5086 0.4926 0.4726 0.4681 0.4900 0.4600
Mean 0.5204 - 0.5078 0.4854 0.4695 0.4660 0.4814 0.4567
Worst 0.5065 - 0.5048 0.4809 0.4659 0.4642 0.4738 0.4549
StD 0.0067 - 0.0017 0.0047 0.0021 0.0018 0.0073 0.0020
NC 17 23 52 69 70 75 62 77

comparable with those of HDSA, it is possible to confirm the efficiency and reliability

of the proposed random-search algorithm Opt-IA.

In order to study Opt-IA on large networks a further set of networks was con-

sidered and tested, and the results are reported in Table 5.9. Of course, being Opt-IA

fully based on random-search, for these experiments, a larger number of iterations

was needed. During these experiments, increasing the network size, we saw that the

combination of the developed operators guided the algorithm towards useless search,

disregarding a proper and deep exploration of specific neighbourhoods. However, such

behaviour did not happen on all previously tested networks. In light of this, to indir-

ectly guide the search to explore promising regions in the search space more intensively,

a simple modification in Opt-IA was made: allow the selection operator to also choose

elements having the same fitness. This modified version, reported in Table 5.9, is la-

belled as Opt-IAFR (Opt-IA with Fitness Repetition), whilst the original one is called

Opt-IA. Both versions are compared with the well-known Louvain algorithm. By
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Table 5.9: Comparative results of two variant of Opt-IA and Louvain algorithm
on larger biological networks.

Network Algorithm Best Mean Worst StD NC

H. pylori PPI
Opt-IA 0.5386 0.5204 0.5065 0.0067 17
Opt-IAFR 0.5416 0.5249 0.5116 0.0063 19
Louvain 0.5450 - - - 23

E. coli MRN
Opt-IA 0.3287 0.3141 0.3026 0.0074 31
Opt-IAFR 0.3629 0.3437 0.3282 0.0064 9
Louvain 0.3569 - - - 9

S. cerevisiae PPI (1)
Opt-IA 0.6387 0.6145 0.5955 0.0100 257
Opt-IAFR 0.6516 0.6344 0.6178 0.0089 386
Louvain 0.7638 - - - 216

S. cerevisiae PPI (2)
Opt-IA 0.4753 0.4606 0.4405 0.0082 288
Opt-IAFR 0.4879 0.4746 0.4473 0.0085 317
Louvain 0.5905 - - - 46

comparing the two versions, it appears clear how such a simple change allows Opt-IA

to improve the modularity values in the overall. At any rate, the results obtained by

the best version of Opt-IA still remain a bit far from the results obtained by Louv-

ain. This is explainable with the features of Opt-IA to be fully based on random

search and without any simple deterministic approach. It is very likely that by further

increasing the number of generations the gap with Louvain’s results will be substan-

tially narrowed. As expected, this is the main limitation of our proposed random-search

algorithm.

In Figure 5.15, finally, are displayed the communities detected by Opt-IA on the

Books about US Politics (Figure 5.15a), American College Football (Figure 5.15b) and

C. elegans MRN (Figure 5.15c) networks, respectively.

5.3.1 Functional Sensitivity Analysis

Although modularity is the commonly used evaluation metric, it tells very little about

how similar the detected communities are when compared to the original/target ones.

Furthermore, an important limitation in modularity optimization is that it can fail

in identifying smaller communities, due to the degree of interconnectivity of the com-
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(a) (b)

(c)

Figure 5.15: Community structures obtained by Opt-IA for (a) Books about US
Politics, (b) American College Football and (c) C. elegans MRN networks.

96



5. Stochastic Immunological Algorithm

munities [63]. To this end, we conducted a second experimental step, using synthetic

networks generated by the LFR algorithm proposed in [92, 91]. The aims of this second

experiment are to analyse the convergence behaviour of Opt-IA in different complexity

scenarios, thanks to the diverse network features which can be generated, and, most

importantly, by inspecting how good and similar are the communities uncovered by

Opt-IA with respect to the target ones. Obviously, since all networks are artificially

generated, their community structures are known. It is important to stress how this

benchmark faithfully reproduces the key features of real graphs communities, affirming

therefore its validation.

The networks generated for this experiment were respectively created with 300,

500, 1000, 2000, 3000 and 5000 vertices, each of them with average degree 15 and 20

or 20 and 25, and the maximum degree equal to 50. Furthermore, for each instance,

we set: τ1 = 2 as the exponent of the degree distribution; τ2 = 1 as the distribution

of community sizes; minc = 10 and maxc = 50, respectively, as minimum and max-

imum of the communities’ size. All experiments were conducted at the varying of the

mixing parameter µt, which identifies the relationship between the vertex’s external

and internal degree with respect to its community: the greater the value of µt, the

greater is the number of edges that a vertex shares with vertices outside of its com-

munities. In order to analyse the performances of Opt-IA on several scenarios, the

mixing parameter was made to vary in the range {0.1, 0.2, · · · , 0.8}.

Once the synthetic networks were generated, each with different features, a func-

tional sensitivity analysis was conducted using the well-known community structure

similarity metrics, such as (1) Normalized Mutual Information (NMI) [48] that meas-

ures the amount of information correctly extracted, and allows for assessing how similar

the detected communities are to real ones; (2) Adjusted Rand Index (ARI) [79], which

focuses on the pairwise agreement, that is for each possible pair of elements it evaluates

how similarly the two partitions treat them; and, finally, (3) Normalized Variation of

Information (NVI) [101], expressed using the Shannon entropy, which measures the

amount of information lost and gained in changing from one clustering to another one:
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sum of the information needed to describe C, given C ′, and the information needed to

describe C ′ given C. Note that NMI is the most used in community detection tasks. It

is important also to point out that the closer to 1 the NMI and ARI values are (closer

to 0 for the NVI value, instead), the more similar the uncovered communities are to

the target ones.

In Figure 5.16 we can see the graphics of NMI, ARI and NVI indexes for the LFR

benchmarks with 300, 500 and 1000 vertices. By analysing each plot, it is possible to

note how the NMI and ARI curves remain on high values (> 0.70) for µt ≤ 0.6 and

µt ≤ 0.5, respectively, whilst the NVI curve remains on low values for µt ≤ 0.5. This

proves that Opt-IA is able to uncover communities roughly closer to the original ones.

The two NMI and ARI curves instead begin to decrease, and the NVI curve increases,

as the graph begins to get denser (µt > 0.6); in this case, Opt-IA detects community

structures not well-defined.

In Figure 5.17, instead, it is displayed the functional sensitivity analysis conducted

on the synthetic networks with 2000, 3000 and 5000 vertices. By inspecting these

plots, it is possible to assert that, for instances with 2000 vertices, the NMI curves in

Figure 5.17a still continue to remain high for µt ≤ 0.5, whilst decrease at the increasing

of the mixed parameter, corresponding then to more complex community structure.

The ARI curves in Figure 5.17b, remain acceptable for all µt ≤ 0.4 while decreasing at

higher values of µt. As we have repeatedly said, this is obviously caused by the fully

random search at the basis of the algorithm that requires a longer time to converge

towards good solutions. The same analysis can be done also for the NVI curves in

Figure 5.17c. This is confirmed by looking at the convergence behaviours shown in

Section 5.2.3 (Figure 5.5), wherein each of them the relative convergence is represented

by a monotonically increasing curve with respect to the number of generations.

For the instance with 3000 and 5000 vertices, it is important to note that the

behaviour of the NMI curve on the plot in Figure 5.17a, where the NMI curve values

are on average high (≥ 0.55), highlights the limit of Opt-IA due to its randomness,

and, consequently, pointing out the need to have longer iterations for solving larger
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Figure 5.16: Functional sensitivity analysis of Opt-IA performed on LFR benchmark
instances with 300, 500 and 1000 vertices. (a) Normalized Mutual Information, (b)
Adjusted Rand Index and (c) Normalized Variation of Information.

networks. The same statement can be also made for plots in Figures 5.17b and 5.17c.

On the other hand, however, these high NMI curve values obtained by Opt-IA prove

the ability of the algorithm to detect communities as similar to the target ones as

possible.
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Figure 5.17: Functional sensitivity analysis of Opt-IA performed on LFR benchmark
instances with 2000, 3000 and 5000 vertices. (a) Normalized Mutual Information, (b)
Adjusted Rand Index and (c) Normalized Variation of Information.

5.4 Conclusions

A novel immune algorithm was designed and developed for community detection, which

represents one of the most influential problems in many research areas. The pro-
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posed algorithm, called Opt-IA, is inspired by the clonal selection principle, and con-

sequently is based on three main immune operators, such as cloning, hypermutation

and stochastic aging, whose combination allows the algorithm to perform in a proper

way the exploration and exploitation of the search space. The presented algorithm

is entirely blind to the features of the problem because it is mainly based on a pure

random search of the solutions combined with stochastic operators. In this way, the

algorithm can easily jump out from local optimal and perform an extensive explora-

tion thanks to the high diversity in the population produced by the several stochastic

strategies developed.

The reliability and efficiency of Opt-IA in community detection has been tested

on several social and biological networks, each of them showing different complexity

and dimensions. By inspecting the results of all the performed experiments, it clearly

emerges the efficiency and reliability of Opt-IA, as well as its robustness as proven

in the analysis of the convergence quality and learning capability. Having included a

random-search strategy in Opt-IA along with several stochastic operators, it allows

the algorithm to carry out a careful and at the same time vast exploration of the search

space. An analysis of the computational time complexity has been also conducted by

making use of the time-to-target (TTT) plots, which confirm that Opt-IA albeit it

needs more iterations compared to other algorithms (due to its pure randomness), it

reaches however the best solutions in acceptable times.

In order to assess Opt-IA with respect to the state-of-the-art in community de-

tection, the algorithm was compared against about twenty different heuristics and

metaheuristics. From these comparisons, it appears very clear how the proposed al-

gorithm strictly outperforms most of the compared algorithms, except for the hyper-

Heuristic where instead the performances can be considered comparable in the overall.

In particular, the main difference in the performances between the hyper-Heuristic

and Opt-IA is given on the values of the average of the best solutions found on 30

independent runs. However, this is reasonably foreseeable since the main feature of

hyper-Heuristic methods is the combination of several heuristics, efficient on the prob-
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lem to be tackled, in order to exploit the strength of one to overcome the weaknesses of

the others, while Opt-IA is an algorithm entirely based on random-search combined

with pure stochastic operators.

In conclusion, all the outcomes and the analysis conducted to prove the reliability

of the proposed random search, making Opt-IA comparable with sophisticated al-

gorithms, especially on networks that are not too dense, such as biological networks for

instance. Obviously, the limit of the random search, and therefore of Opt-IA, is the

need to have a large number of generations to converge to acceptable solutions when

tackling wide networks (e.g. |V | ≥ 5000). However, since the solution search process

is entirely guided by randomness and stochastic operators, and therefore without any

deterministic approach or any information on the features of the network (Opt-IA is

a fully blind algorithm), it allows, the other hand, to be easily adapted and applied in

dynamic network scenarios and situations of high uncertainty.
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6.1 The Proposed Method

Immunological Algorithms (IA) are among the most used population-based metaheur-

istics, successfully applied in search and optimization tasks. They take inspiration from

the dynamics of the immune system in performing its job of protecting living organ-

isms. One of the features of the immune system that makes it a very good source of

inspiration is its ability to detect, distinguish, learn, and remember all foreign entities

discovered [64]. Hybrid-IA [41] uses a deterministic local search, based on rational

choices that refine and improve the solutions found so far and belongs to the special

class Clonal Selection Algorithms (CSA) [111, 47], whose efficiency is due to the three

main immune operators: (i) cloning, (ii) hypermutation, and (iii) aging. Furthermore,

this algorithm is based on two main concepts: antigen (Ag), which represents the prob-

lem to tackle, and B cell, or antibody (Ab) which represents a candidate solution, i.e.

a point in the solution space.

At each time step t, the algorithm maintains a population of d candidate solutions:
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each solution is a subdivision of the vertices of the graph G = (V, E) in communities.

Let N = |V |, a B cell x⃗ is a sequence of N integers belonging to the range [1, N ], where

xi = j indicates that the vertex i has been added to the cluster j. The population

is initialized at the time step t = 0 randomly assigning each vertex i to a group j,

with j ∈ [1, N ]. Just after the initialization step, the algorithm evaluates the fitness

function of each generated element (x⃗ ∈ P (t)), i.e. Equation 4.1, using the procedure

ComputeFitness(P (t)). Hybrid-IA ends its evolution once the halting criterion is

reached, which was fixed to a maximum number of generations (Tmax). The pseudo-

code of Hybrid-IA is described in Algorithm 6.1.

Algorithm 6.1: Pseudo-code of the hybrid immunological algorithm Hybrid-IA.
1: procedure Hybrid-IA(d, dup, ρ, τB)
2: t← 0
3: P (t) ← InitializePopulation(d)
4: ComputeFitness(P (t))
5: repeat
6: P (clo) ← Cloning(P (t), dup)
7: P (mut) ← Hypermutation(P (clo), ρ)
8: ComputeFitness(P (mut))
9: (P (t)

a , P (mut)
a )← Aging(P (t), P (mut), τB)

10: P (sel) ← (µ + λ)−Selection(P (t)
a , P (mut)

a )
11: P (t+1) ← LocalSearch(P (sel))
12: t← t + 1
13: until (termination criterion is satisfied)
14: end procedure

Cloning is the first immune operator to be carried out, which simply copies dup

times each B cell producing an intermediate population P (clo) of size d× dup. A static

version was considered for avoiding premature convergences, which can instead occur

using the proportional one. Indeed, if a number of clones proportional to the fitness

value are produced, preferring the cloning of the best through a higher number of clones,

already in the first iterations is very likely that a population of B cells very similar

to each other is obtained, with the outcome to cannot perform a proper exploration

of the search space, and thus getting easily trapped in local optima. Once a clone is

created, Hybrid-IA assigns an age to it that determines how long the clone/solution

104



6. Hybrid Immunological Algorithm

can live inside the population: from such assigned age until it reaches the maximum

age allowed τB (user-defined parameter). Specifically, a random age chosen in the range

[0 : 2
3τB] is assigned to each clone. In this way, each clone is guaranteed to stay in the

population for at least a fixed number of generations (1
3τB in the worst case). The age

assignment and the aging operator (described below) play a crucial role in Hybrid-IA

performances, and any evolutionary algorithm in general, because they are able to keep

the right amount of diversity among the solutions, helping thus the algorithm to avoid

premature convergences [54].
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Figure 6.1: Impact of the mutation shape ρ on the probability α of mutation operator,
with respect to the normalized modularity value.

The aim of the hypermutation operator is to generate new elements, acting on each

clone in P (clo), with the main purpose of efficiently and carefully exploring the search

space. Just as happens in the natural immune system, the number of changes on each

clone, called mutation rate, is determined through an inversely proportional law to the

fitness function value of the B cell considered: better the fitness value of the solution,

smaller the relative mutation rate will be. In particular, let x⃗ be a cloned B cell, the

mutation rate α = e−ρf̂(x⃗) is defined as the probability to move a vertex from one
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community to another one, where ρ is a user-defined parameter that determines the

shape of the mutation rate, and f̂(x⃗) is the fitness function normalized in the range

[0, 1]. In Figure 6.1 are displayed the curves of the mutation rate behaviour at the

varying of the ρ parameter. It is therefore shown how the ρ mutation shape affects the

probability α, at different fitness function values. Indeed, it is possible to observe how

low fitness values (which represent not good solutions) correspond to high α values,

which means that a high number of vertices will be moved from one community to

another; vice versa, at high fitness values (i.e. the best solutions), correspond low α

values, and that is only a low number of vertices will be moved.

Formally, it works as follows: for each B cell, two integers ci and cj (ci ̸= cj) are ran-

domly chosen, which represent respectively two communities (see description of solution

representation above). The first one is chosen among the existing communities, whilst

the latter is randomly chosen in the range [1, N ]. Then, all vertices in ci are moved in

cj with a probability given by α. Note that, however, cj might not match with any

currently existing community; in this case, a new community will be created and added

to the existing ones. Depending on the cj value, two different mutation approaches can

occur: merging and splitting. In the first, a subset of vertices of community ci will

be moved and therefore merged with another existing community cj; in the second,

instead, a community ci will be divided into two communities: ci itself, and a new one

cj. In figure 6.2 is reported a simple example of how these two approaches work (mer-

ging in Figure 6.2a and splitting in Figure 6.2b) for better comprehension. The main

idea behind the hypermutation operator is to create and discover new communities

by moving a variable percentage of vertices from existing communities. This search

method balances the effects of local search (described below), allowing the algorithm

to avoid premature convergences towards local optima.

The static aging operator is the one that plays a central role in the efficiency and

reliability of Hybrid-IA, particularly when it is applied to complex and large problems.

It simply acts on each mutated B cell by removing older ones from the two populations

P (t) and P (mut). Let τB be the maximum number of generations allowed for every B cell
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(a) (b)

Figure 6.2: Result of mutation operator in terms of community structure changes of
the current partition. (a) A subset of vertices from community ci will be merged to an
existing community cj. (b) A subset of vertices from community ci will be divided to
create a new community cj.

to stay in the population; once the age of a B cell exceeds τB, it will be removed from

the relative population, independently from its fitness value. However, an exception

may be done for the best current solution, which is kept alive even if its age is older

than τB. Such variant is called elitist aging operator. The purpose of this operator

is, then, to allow the algorithm to escape and jump out from local optima, assuring a

proper turnover between the B cells in the population, and producing, consequently,

high diversity among them.

The last operator to be performed within the evolutionary cycle is the (µ + λ)-

Selection operator, with µ = d and λ = (d× dup), which has the aim to select the best

d survivors from both populations P (t)
a and P (mut)

a , producing a temporary population

P (sel), on which the local search will be performed later. Basically, it identifies the best

d elements among the set of offspring and the parent B cells (those that survived the

aging step), ensuring monotonicity in the evolutionary dynamics.

The local search designed and introduced is the key operator to properly speed

up the convergence of the algorithm, and, in a way, drive it towards more promising

regions. Furthermore, it intensifies the search and explores the neighbourhood of each

solution using the well-known Move Vertex (MV) approach [86]. The basic idea of

the proposed LS is to assess deterministically if it is possible to move a vertex from
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its community to another one within its neighbours. The MV approach takes into

account the move gain that can be defined as the variation in modularity produced

when a vertex is moved from one community to another. Before formally defining the

move gain, it is important to point out that the modularity Q, defined in Equation

(4.1), can be rewritten as:

Q(c) =
k∑︂

i=1

⎡⎣ ℓi

M
−
(︄

di

2M

)︄2
⎤⎦ , (6.1)

where k is the number of the found communities; c = {c1, . . . , ci, . . . , ck} is the set of

communities that is the partitioning of the set of vertices V ; li and di are, respectively,

the number of links inside the community i, and the sum of the degrees of vertices

belonging to the i community. Thus, the move gain of a vertex u ∈ ci is the modularity

variation produced by moving u from ci to cj, that is:

∆Qu(ci, cj) =
lcj

(u)− lci
(u)

M
+ dV (u)

[︄
dci
− dV (u)− dcj

2M2

]︄
, (6.2)

where lci
(u) and lcj

(u) are the number of links from u to vertices in ci and cj respectively,

and dV (u) is the degree of u when considering all the vertices V . If ∆Qu(ci, cj) > 0,

then moving vertex u from ci to cj produces an increment in modularity, and therefore

a possible improvement. Consequently, the goal of MV is to find a vertex u to move

to an adjacent community in order to maximize ∆Qu:

argmax
v∈Adj(u)

∆Qu(i, j), (6.3)

where u ∈ ci, v ∈ cj and Adj(u) is the adjacency list of vertex u.

For each solution in P (select), the Local Search begins by sorting the communities

in increasing order with respect to the ratio between the sum of inside links and the

sum of the vertex degrees in the community. In this way, poorly formed communities

are identified. After that, MV acts on each community of the solution, starting from

vertices that lie on the border of the community, that is, those that have at least an
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outgoing link. In addition, for communities, the vertices are sorted with respect to

the ratio between the links inside and the vertex degree. The key idea behind LS is

to deterministically repair the solutions which were produced by the hypermutation

operator, by discovering new partitions with higher modularity values. Equation 6.2

can be calculated efficiently because M and dV (u) are constants, the terms lci
and dci

can be stored and updated using appropriate data structures, while the terms lci
(u)

can be calculated during the exploration of all adjacent vertices of u. Therefore, the

complexity of the move vertex operator is linear on the dimension of the neighbourhood

of vertex u.

6.2 Networks Data Set

In this section, the different social and biological networks used during the tests are

summarized, and for which the communities were identified. They are grouped into

five types, where three of them, described below, refer to biological interactions and

main molecular networks.

6.2.1 Social Networks

Social networks are a classical example of networks with a community structure, as

people tend to form groups within their work environment, family, and friends. The

instances that have been considered in this work are well-known networks used for the

community detection problem. Grevy’s Zebra [135] is a network created by Sundaresan

et al. in which a link between vertices indicates that a pair of zebras appeared together

at least once during the study. In Zachary’s Karate Club [154] network, collected by

Zachary in 1977, a vertex represents a member of the club and an edge represents a

tie between two members of the club. Bottlenose Dolphins [98] is an undirected social

network of dolphins where an edge represents a frequent association. Books about US

Politics [88] is a network of books sold, compiled by Krebs, where edges represent

frequent co-purchasing of books by the same buyers. Another network considered is
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American College Football [66], a network of football games between colleges. Jazz

Musicians [67] is the collaboration network between Jazz musicians. Each vertex is a

Jazz musician and an edge denotes that two musicians have played together in a band.

6.2.2 Protein-Protein Interaction Networks

The physical interaction between the proteins has always been an important consider-

ation for gene function. Proteins are the main participants in a variety of biological

processes inside cells, including signal transduction, homeostasis control, maintenance

of internal balance and developmental processes [155]. They rarely function independ-

ently but form protein complexes [73]. The mathematical representation of the physical

contacts between proteins inside the cell can be obtained through a non-direct binary

physical PPI network [97], in which vertices represent proteins and whose edges con-

nect pairs of interacting proteins. By considering the spatial and temporal aspects of

interactions, networks can help understand the general organization of protein-protein

connections and discover the principles of their organization within the cell. These

have a fundamental role in all biological processes and in all organisms [142], there-

fore a complete knowledge of PPIs and their protein interconnections, would allow the

understanding of cell physiology in pathogenic (and normal) states. This would have

a great impact on disease diagnosis, disease genes often interact with other disease

genes [69], as well as for drug discovery and disease treatment [103, 140, 56]. In this

work, two small Cattle PPI [31] and Helicobacter pylori PPI Protein-Protein interac-

tions [149, 116] and two large networks (with a number of vertices > 2000), related

to Yeast PPI instances [153, 25] have been considered. All networks in question are

related to the data of interactions between proteins in the three different organisms

mentioned before (cattle, helicobacter pylori and yeast) where each vertex represents

a protein and they are linked if they interact physically within the cell.
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6.2.3 Metabolic Networks

With the technological advancement and the sequencing of whole genomes, as well as

it has been possible to reconstruct the protein-protein interaction networks described

above, it has also been possible to obtain the networks of biochemical reactions in

many organisms. Metabolic networks are powerful tools to represent and study a

complete set of relationships between metabolites, small chemical compounds, and

proteins/enzymes. They describe the set of processes and reactions that determine

the biochemical and physiological properties of a cell, including the chemical reactions

of metabolism, the metabolic pathways and regulatory interactions that drive these

reactions. Metabolic networks make it possible to detect diseases given an enzymatic

defect in a reaction that can affect flows in subsequent reactions. These defects often

cause cascading effects responsible for associated metabolic diseases [93]. Therefore,

this type of network can be used to understand if metabolic disorders are linked due

to their related reactions [119]. In order to investigate this functional information, it

is necessary to identify the functional modules in it [152]. Identifying the communit-

ies in the metabolic networks will help in understanding the pathways and cycles in

metabolic networks [62]. In the two considered real networks, the metabolic network of

Caenorhabditis elegans [57] and E. coli bacteria [123], each vertex represents a meta-

bolite, and each direct link a reaction between them that binds the metabolite with

the reaction product.

6.2.4 Transcriptional Regulatory Networks

Understanding the mechanisms underlying the regulation of gene expression is the main

goal of contemporary biology. Important cellular processes, such as cell differentiation,

cell cycle and metabolism are controlled by the complex biological mechanism of gene

regulation. However, the relationship between structure and regulatory function is

not easy to observe experimentally. Therefore, a Systems Biology-based approach is

needed. In this regard, network theory is useful for understanding the activity behind
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these complex transcriptional regulatory mechanisms [7]. The transcriptional network

can be represented as a direct graph, composed of transcription factors (TFs) and target

genes (TGs) which are regulated in a tightly coordinated way. Within the network,

each vertex represents a gene (or operon, in the case of prokaryotic organisms) and

the edges represent direct transcriptional regulation. Each edge is directed from a

gene (or operon) that encodes a transcription factor to a gene (or operon) that is

regulated by that transcription factor. Transcription factors are modular proteins that

regulate the gene expression of other proteins by binding to specific sites in the DNA

(promoter sites) and allowing (or preventing) the synthesis of mRNA. The relationships

between TFs and their targets (TGs) determine a given phenotype [118]. Moreover, in

transcription regulatory networks, modules (or communities) correspond to sets of co-

regulated genes [26, 99, 148, 159]. For this reason, the problem of community detection

plays a relevant role [139]. Escherichia coli and Saccharomyces cerevisiae are two well-

known organisms often used as a model for studying gene regulation. In this work, two

transcriptional regulatory networks, E. coli TRN [129] and Yeast TRN [102] have been

considered, constituted by transcription factors and target genes, where each edge in

the network is directed from an operon that encodes a TF to an operon that it directly

regulates.

6.2.5 Synthetic Networks

In addition to real biological networks, artificial instances were also taken into account

in the experimental phase. These synthetic networks can be generated with different

characteristics and with a known community structure. Using these kinds of networks

allows for testing of the algorithms on different scenarios and gives the possibility of

evaluating the goodness of the detected communities. The algorithm used to generate

these synthetic networks is the LFR benchmarks, proposed in [92, 91]. The algorithm

assumes that both the distributions of degree and community size are power laws, with

exponents τ1 and τ2, respectively. The mixing parameter µt, identifies the relationship
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between the vertex’s external and internal degree. In particular, each vertex of the

networks shares a fraction 1−µt of its edges with the other vertices of its community and

a fraction µt with other vertices outside of its community. Also, the LFR benchmarks

can be used to generate directed and weighted synthetic networks with overlapping

communities. More details on the LFR algorithm about key parameters and how to

generate benchmark instances can be found in [92, 91].

6.3 Experimental Results

For evaluating the efficiency and reliability of Hybrid-IA, many experiments have

been performed on all biological networks described above (see Section 6.2). In each

experiment Hybrid-IA maintains a population of d = 100 B cells; uses a duplication

parameter dup = 2; keeps a solution for at most τB = 5 generations within the pop-

ulation, and uses ρ = 1.0 as mutation shape. This parameter setting comes out from

preliminary experimental results performed, and from previous knowledge learned.

6.3.1 Convergence Behaviour

In the initial part of the experimental phase, the analysis has been focused on the

convergence behaviour and learning rate in order to inspect the efficiency of Hybrid-

IA. For this study, artificial networks have been taken into account as benchmark

instances, which have been generated by the LFR algorithm [92, 91] and described in

Section 6.2.5. In particular, networks with 1000 vertices and average degree 15 and

20, and networks with |V | = 5000 and average degree 20 and 25 have been generated.

For each of these networks generated, the maximum degree was set to 50, while the

exponents of the power laws, which control the degree and community sizes distribution

(τ1 and τ2), have been set to 2 and 1, respectively. A minimum of 10 vertices to a

maximum of 50 have been set as sizes of the communities. The mixing parameter µt was

fixed to 0.5. Finally, for these experiments, a maximum number of generations Tmax =

100 was set, and 5 random instances were generated for each network parameters
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configuration.
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Figure 6.3: Convergence behaviour of Hybrid-IA on LFR benchmark instances
with 1000 and 5000 vertices. Average and best fitness value versus generations on
(a) LFR(1000,15,0.5) and LFR(1000,20,0.5), and on (b) LFR(5000,20,0.5) and
LFR(5000,25,0.5).

In Figure 6.3a is shown the convergence plot on the LFR instances with 1000 vertices

and average degree k of 15 and 20. The two curves represent the best and average fitness

of the population and both are averaged over 100 independent runs. From this plot can

be noted how the two curves of the best fitness have the same trend for both values of

k: reach a high value of modularity in the early generations and then improves slowly.

The improvement for k = 20 compared to the first generations is minimal, while for

k = 15 the increase in modularity is slightly more significant. Instead, the average

fitness curves have a similar trend in the first generations, but subsequently decrease

and then gradually increase. From these two curves can be seen how the population

maintains a good degree of diversity within the population, favouring thus a better

exploration of the search space.

A similar situation can be also observed on the LFR instances with 5000 vertices.

The plots in Figure 6.3b show the best and average fitness of the population for k = 20

and k = 25. For k = 25, Hybrid-IA obtains a high value of modularity in a few

generations, and after that it stays in a steady state for the rest of the execution,

reaching a high-modularity plateau [71]. On the other hand, for k = 20 the algorithm

has a growth much more constant and linear, both in terms of the best solution and
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the average of the population. Also, in this case, the two curves of best and average

fitness are well separated, indicating that the algorithm maintains a good diversity of

solutions within the population.
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Figure 6.4: Learning ability of Hybrid-IA on LFR benchmark instances with 1000
and 5000 vertices. Information gain and standard deviation versus generations on
(a) LFR(1000,15,0.5) and LFR(1000,20,0.5), and on (b) LFR(5000,20,0.5) and
LFR(5000,25,0.5).

Once analyzed the convergence behaviour, an investigation on the learning ability

of Hybrid-IA has been performed as well, using the information gain that measures

the quantity of information the algorithm gains during the evolutionary process [89,

90], that is the amount of information learned compared to the randomly generated

initial population. At each generation t, let B(t)
m be the number of the B cells that have

the fitness function value to m; the candidate solutions distribution function f (t)
m can

be defined as the ratio between the number B(t)
m and the total number of candidate

solutions:

f (t)
m = B(t)

m∑︁
m B

(t)
m

= B(t)
m

d
. (6.4)

It follows that the information gain K(t, t0) can be calculated as:

K(t, t0) =
∑︂
m

f (t)
m log

(︄
f (t)

m

f
(t0)
m

)︄
. (6.5)

The plots in Figures 6.4a and 6.4b show the information gain obtained by the

algorithm during its running in different scenarios. For both values of |V |, Hybrid-IA
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Figure 6.5: Convergence behaviour and learning ability of Hybrid-IA on the E. coli
MRN network. (a) Average and best fitness value of the population versus generations.
(b) Information gain and standard deviation versus generations.

is able to learn information step by step, showing thus an increasing curve until it

reaches a steady state, which is exactly when the modularity of all solutions begins

to become similar. The monotonically increasing of the information gain curve until

reaching a steady state is consistent with the maximum information-gain principle:
dK
dt
≥ 0. In the overall, the convergence behaviour and learning process analyzed

(Figures 6.3 and 6.4), suggest that Hybrid-IA finds very quickly good solutions in

networks with medium/high density (i.e. k = 20 for 1000 vertices and k = 25 for 5000),

as the community structure is well-defined. On the other hand, on sparse networks,

with an unclear community structure, the algorithm converges more slowly.

In addition, a convergence analysis on the network E. coli MRN [123] was carried

out, which presents a very low density (less than 1%). In Figures 6.5a and 6.5b are

shown the plots relative to the run in which Hybrid-IA has reached its best solution.

Again, after the initial climb, the algorithm begins its exploration around the solutions

found, gradually improving. In some places (inset plot of Figure 6.5a) the algorithm

seems to stagnate in some local optima but, thanks to the aging operator, manages to

escape, finding better solutions. During these phases, the population tends to reduce

its diversity, being almost entirely composed of solutions of equal quality.

Finally, the experimental analysis has been focused on the inspection of the effi-

ciency of Hybrid-IA with respect to Opt-IA, in terms of convergence and solution
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quality found. In Figure 6.6, the convergence behaviour of both Opt-IA and Hybrid-

IA on the Books about US Politics network is shown. In this plot, the curves represent

the evolution of the best and average fitness of the population; the standard deviation

of the fitness values of the population is superimposed onto the average fitness and

gives an idea about how heterogeneous the elements in the population are.
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Figure 6.6: Comparative convergence behaviour of Opt-IA and Hybrid-IA on the
Books about US Politics network.

From Figure 6.6, one can note how Opt-IA converges more slowly towards the

best solution, as expected, always keeping a certain variability within the population.

This allows the algorithm to better explore the search space. When the population

is composed of very different elements, i.e., when the standard deviation is high, the

algorithm discovers new solutions, significantly improving the current best solution.

However, after about 250 generations, Opt-IA reaches the optimal solution and the

curves (best and average fitness) tend to overlap. Moreover, the achievement of the

optimal solution helps the creation of better clones, reducing the variability of the

population. Unlike Opt-IA, Hybrid-IA converges easily thanks to the local search

applied to the elements after the selection phase. As can be noted from the inset plot in

Figure 6.6, Hybrid-IA reaches the optimal solution after a few generations. Even in
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this case, once the best solution is reached, the population follows the same trend of the

curve of the best fitness, and both curves continue (almost) as a single line. If on one

hand, the local search helps to quickly discover good solutions, on the other, it reduces

the diversity inside the population, reducing then the exploration of the search space.

In particular, as demonstrated by the worst value found in the Jazz Musicians network,

reported in Table 6.2, Hybrid-IA prematurely converges towards local optima, from

which it will hardly be able to get out. At the end of the analysis of Figure 6.6, it

is possible to conclude that the stochastic operators designed in Opt-IA guarantee

an excellent and large exploration of the search space, but with the disadvantage of

requiring a longer evolution time; however, the local search developed in Hybrid-IA,

and relative sorting criteria, allow for quickly discovering good solutions to exploit

during the evolutionary process.

6.3.2 Results

In this section, the outcomes obtained by Hybrid-IA on the social and biological

networks, described above and summarize in Table 6.1, are presented and analyzed.

For proving the competitiveness and reliability of Hybrid-IA with respect to the state

of the art and assessing its performance in general, the algorithm was compared to other

well-known metaheuristics, each based on a modularity optimization approach.

In particular, it was compared with an effective Hyper-Heuristics Differential Search

Algorithm (HDSA) [4, 33] based on the migration of artificial superorganisms; an im-

proved Bat Algorithm (BADE) [4, 150, 133] based on Differential Evolution algorithm;

a Scatter Search (SSGA) [4, 68, 100] algorithm based on the Genetic Algorithm; a

modified Big Bang–Big Crunch (BB-BC) [4, 58] algorithm; the original Bat Algorithm

(BA) [4, 150] based on echolocation behaviour of bats adapted for community detec-

tion; and the original Gravitational Search Algorithm (GSA) [4, 117], re-designed for

solving the community detection problem. Further, the Louvain algorithm [12], a

greedy optimization method that attempts to optimize the modularity, was also con-
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Table 6.1: Social and biological network instances used in the experiments.

Name Reference |V | |E|

Grevy’s Zebras [135] 28 111
Zachary’s Karate Club [154] 34 78
Bottlenose Dolphins [98] 62 159
Books about US Politics [88] 105 441
American College Football [66] 115 613
Jazz Musicians Collaborations [67] 198 2742
Cattle PPI [31] 268 303
E. coli TRN [129] 418 519
C. elegans MRN [57] 453 2025
Yeast TRN [102] 688 1078
H. pylori PPI [149, 116] 724 1403
E. coli MRN [123] 1039 4741
Yeast PPI (1) [153] 2018 2705
Yeast PPI (2) [25] 2284 6646

sidered for the comparison1.

The parameter configuration used by Hybrid-IA is the same as described above,

whilst the number of generations (Tmax) considered depends on the size of the network

tested: for social instances, Tmax was set to 100, for biological instances with less than

1000 vertices, Tmax was set to 1000, while for the ones with more than 1000 vertices,

Tmax is 2000. It is important to highlight that in all compared algorithms the results

have been taken from [4].

The comparison performed on all social networks is reported in Table 6.2, where

we show for each algorithm (where possible) the best, mean, and worst values of the

Q modularity; standard deviation, and, finally, the created communities number (k).

Furthermore, whilst the experiments for Hybrid-IA, Opt-IA and Louvain were

performed on 100 independent runs, for all other compared algorithms, only 30 inde-

pendent runs have been considered. Obviously, all algorithms optimize the same fitness

function reported in Equation 4.1 and rewritten in a simpler way in Equation 6.1.

From Table 6.2, it is possible to note that all algorithms reach the optimal solu-

tion in the first two networks Grevy’s Zebras and Zachary’s Karate Club; on all the
1For these experiments we used the C++ source code of Louvain algorithm that can be downloaded

from this link: https://perso.uclouvain.be/vincent.blondel/research/louvain.html.

119

https://perso.uclouvain.be/vincent.blondel/research/louvain.html


6. Hybrid Immunological Algorithm

Table 6.2: Comparative results of Hybrid-IA and other algorithms on social net-
works. The results are calculated over 100 independent runs for Hybrid-IA, Opt-IA
and Louvain, while over 30 runs for the rest.

Name Hybrid-IA Opt-IA Louvain HDSA BADE SSGA BB-BC BA GSA

Grevy’s Zebras

k 4 4 4 4 4 4 4 4 4
Best 0.2768 0.2768 0.2768 0.2768 0.2768 0.2768 0.2768 0.2768 0.2768
Worst 0.2768 0.2768 0.2768 0.2768 0.2768 0.2768 0.2761 0.2768 0.2768
Mean 0.2768 0.2768 0.2768 0.2768 0.2768 0.2768 0.2766 0.2768 0.2768
StD 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0003 0.0000 0.0000

Zachary’s Karate Club

k 4 4 4 4 4 4 4 4 4
Best 0.4198 0.4198 0.4188 0.4198 0.4198 0.4198 0.4198 0.4198 0.4198
Worst 0.4198 0.4198 0.3854 0.4198 0.4156 0.4198 0.4188 0.3946 0.4107
Mean 0.4198 0.4198 0.4156 0.4198 0.4188 0.4198 0.4196 0.4133 0.4170
StD 0.0000 0.0000 0.0064 0.0000 0.0018 0.0000 0.0004 0.0105 0.0037

Bottlenose Dolphins

k 5 5 5 5 4 5 5 4 6
Best 0.5285 0.5285 0.5185 0.5285 0.5268 0.5257 0.5220 0.5157 0.4891
Worst 0.5220 0.5268 0.5176 0.5276 0.4940 0.5156 0.5049 0.4427 0.4517
Mean 0.5273 0.5285 0.5203 0.5282 0.5129 0.5200 0.5141 0.4919 0.4677
StD 0.0009 0.0003 0.0032 0.0005 0.0120 0.0040 0.0068 0.0289 0.0155

Books about US Politics

k 5 5 4 5 4 5 9 3 5
Best 0.5272 0.5272 0.5205 0.5272 0.5239 0.5221 0.4992 0.5211 0.4775
Worst 0.5246 0.5063 0.5102 0.5272 0.5137 0.5167 0.4799 0.4815 0.4558
Mean 0.5270 0.5267 0.5261 0.5272 0.5178 0.5203 0.4914 0.5020 0.4661
StD 0.0005 0.0028 0.0027 0.0000 0.0042 0.0024 0.0084 0.0149 0.0079

American College Football

k 10 10 10 10 11 6 10 7 5
Best 0.6046 0.6046 0.6046 0.6046 0.5646 0.5330 0.5171 0.5523 0.4175
Worst 0.6031 0.5736 0.5963 0.6019 0.5430 0.5189 0.4986 0.4742 0.3905
Mean 0.6039 0.5989 0.6038 0.6033 0.5513 0.5277 0.5061 0.5272 0.4032
StD 0.0007 0.0078 0.0018 0.0009 0.0085 0.0057 0.0069 0.0325 0.0109

Jazz Musicians

k 4 4 4 - - - - - -
Best 0.4451 0.4451 0.4451 - - - - - -
Worst 0.4446 0.4449 0.4346 - - - - - -
Mean 0.4450 0.4449 0.4422 - - - - - -
StD 0.0002 0.0001 0.0027 - - - - - -

other network instances, both Opt-IA and Hybrid-IA outperform all other com-

pared algorithms, matching their best values only with HDSA. It is important to

point out, which proves, even more, the efficiency of the proposed immunological al-

gorithm, how the mean values obtained by Opt-IA and Hybrid-IA, on all tested

networks, are better than the best modularity found by the other algorithms, such as

BADE, SSGA, BB-BC, BA, and GSA; even on the Bottlenose Dolphins and Amer-

ican College Football networks, the worst modularity value obtained by Opt-IA is

equal to or greater than the best one obtained by the same algorithms. On the Bot-

tlenose Dolphins network, Opt-IA reaches a better mean value than Hybrid-IA and

HDSA, since, because of its random/blind exploration of the search space, it jumps

out from local optima more easily than the other three. The opposite behaviour of

Opt-IA occurs when the size and complexity of the networks increase. In such a case,
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it obviously needs more generations to converge towards the optimal solutions and

this is highlighted by the mean value and the standard deviation obtained for Books

about US Politics and American College Football. Note that, with longer generations,

Opt-IA finds roughly the same mean values as Hybrid-IA.

Hybrid-IA shows more stable results on all tested networks than Opt-IA, obtain-

ing lower standard deviation values in all instances. On Bottlenose Dolphins network,

Hybrid-IA has a mean value slightly lower than Opt-IA and HDSA, while in Books

about US Politics lower only than HDSA. As described above, this is due to the local

search that leads the algorithm to a premature convergence towards local optima, ob-

taining the lowest worst value. Furthermore, HDSA is a hyper-heuristic which uses

a genetic algorithm and scatter search to create the initial population for the differ-

ential search algorithm, speeding up the convergence of the algorithm, and reducing

the spread of results. In Jazz Musicians network, both Opt-IA and Hybrid-IA al-

gorithms obtain similar results, better than those obtained by Louvain. Finally, if

we focus on the comparison with only the Louvain algorithm, both immunological

algorithms outperform it in almost all networks (5 out of 6).

Table 6.3 displays the detailed results of Hybrid-IA in comparisons to the others,

and presents, for each algorithm, the best values of the Q modularity (Best) found, the

average of the values (Mean), the worst modularity (Worst), the standard deviation

(StD) and the number of community structures (k) detected by the best solution.

Noticeably, the proposed Hybrid-IA algorithm outperformed all metaheuristics in

terms of both the value of modularity obtained and mean value, except HDSA in the

E. coli TRN biological network, although it still provides an upper limit very close

to that obtained. It is important to highlight that Hybrid-IA results underline the

efficiency of the proposed algorithm, also proved by the fact that the average values

obtained on Cattle PPI, E. coli TRN, C. elegans MRN and H. pylori PPI networks

are better than the Best modularity values obtained by the other algorithms, with the

exception of the Hyper-heuristic Differential Search Algorithm (HDSA).

Furthermore, from the analysis of the results obtained by the Louvain algorithm,
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Table 6.3: Comparative results of Hybrid-IA and other algorithms on biological
networks. The results are calculated over 100 independent runs for Hybrid-IA, Opt-
IA and Louvain, while over 30 runs for the rest.

Name Hybrid-IA Opt-IA Louvain HDSA BADE SSGA BB-BC BA GSA

Cattle PPI

k 40 40 40 40 41 40 48 42 43
Best 0.7195 0.7195 0.7195 0.7195 0.7183 0.7118 0.7095 0.7143 0.7053
Worst 0.7011 0.7049 0.7181 0.7194 0.7059 0.7052 0.7079 0.7063 0.6949
Mean 0.7154 0.7161 0.7193 0.7195 0.7138 0.7079 0.7084 0.7100 0.6983
StD 0.0037 0.0039 0.0005 0.0001 0.0051 0.0025 0.0007 0.0035 0.0041

E. coli TRN

k 43 32 41 47 58 61 71 56 61
Best 0.7785 0.7795 0.7793 0.7822 0.7680 0.7507 0.7520 0.7629 0.7416
Worst 0.7563 0.7589 0.7747 0.7808 0.7560 0.7412 0.7452 0.7542 0.7328
Mean 0.7701 0.7670 0.7779 0.7815 0.7621 0.7457 0.7485 0.7599 0.7375
StD 0.0049 0.0049 0.0011 0.0006 0.0043 0.0035 0.0026 0.0034 0.0034

C. elegans MRN

k 10 8 10 13 25 22 21 22 24
Best 0.4506 0.4487 0.4490 0.4185 0.3473 0.3336 0.3374 0.3514 0.3063
Worst 0.4321 0.4221 0.4216 0.3962 0.3335 0.3124 0.3194 0.3356 0.2974
Mean 0.4437 0.4366 0.4365 0.4074 0.3385 0.3220 0.3266 0.3438 0.3039
StD 0.0040 0.0070 0.0049 0.0010 0.0054 0.0077 0.0074 0.0073 0.0037

Yeast TRN

k 33 - 26 - - - - - -
Best 0.7668 - 0.7683 - - - - - -
Worst 0.7363 - 0.7489 - - - - - -
Mean 0.7569 - 0.7607 - - - - - -
StD 0.0050 - 0.0033 - - - - - -

H. pylori PPI

k 51 19 24 52 69 70 75 62 77
Best 0.5359 0.5416 0.5462 0.5086 0.4926 0.4726 0.4681 0.4900 0.4600
Worst 0.5104 0.5116 0.5356 0.5048 0.4809 0.4659 0.4642 0.4738 0.4549
Mean 0.5240 0.5249 0.5410 0.5078 0.4854 0.4695 0.4660 0.4814 0.4567
StD 0.0056 0.0063 0.0025 0.0017 0.0047 0.0021 0.0018 0.0073 0.0020

E. coli MRN

k 13 9 8 - - - - - -
Best 0.3817 0.3629 0.3734 - - - - - -
Worst 0.3598 0.3282 0.3450 - - - - - -
Mean 0.3695 0.3437 0.3583 - - - - - -
StD 0.0042 0.0064 0.0058 - - - - - -

Yeast PPI (1)

k 353 386 213 - - - - - -
Best 0.7002 0.6516 0.7648 - - - - - -
Worst 0.6602 0.6178 0.7519 - - - - - -
Mean 0.6798 0.6344 0.7609 - - - - - -
StD 0.0078 0.0089 0.0022 - - - - - -

Yeast PPI (2)

k 159 317 46 - - - - - -
Best 0.5796 0.4879 0.5961 - - - - - -
Worst 0.5524 0.4473 0.5870 - - - - - -
Mean 0.5652 0.4746 0.5925 - - - - - -
StD 0.0052 0.0085 0.0019 - - - - - -

the only deterministic algorithm included in the comparison, it is clear how Hybrid-IA

performs well equating the modularity value in the Cattle PPI dataset, and exceed-

ing it in the C. elegans MRN and E. coli MRN networks. For these datasets, the

Figures 6.7a, 6.8a, 6.8b show the detected community structures by Hybrid-IA. Fig-

ure 6.7b shows the communities generated for E. coli TRN network. For the other

instances considered, the modularity is however close to the optimal one. Finally, as
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will be explained in detail in the next section, although Louvain manages to achieve

a better maximization of the modularity value than the ones achieved by Hybrid-IA,

the latter reveals a higher number of communities. This is due to the different nature

of the two algorithms, where Louvain algorithm tends to aggregate communities.

(a) (b)

Figure 6.7: Community structures identified by Hybrid-IA on (a) Cattle PPI and
(b) E. coli TRN networks.

(a) (b)

Figure 6.8: Community structures identified by Hybrid-IA on (a) C. elegans MRN
and (b) E. coli MRN networks.
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6.3.3 Functional Sensitivity of Community Detection

In order to uphold the efficiency and reliability of Hybrid-IA in detecting strong

communities, a new evaluation metric has been considered. Thanks to the advantages

offered by the synthetic networks (see Section 6.2.5), the Normalized Mutual Informa-

tion (NMI) [48] has been taken into account, which is a widely used measure to compare

community detection methods as it discloses the similarity between the genuine com-

munity (target) and the detected community structures. While the modularity allows

for getting the measure of how cohesive the detected communities are, the NMI allows

for assessing how similar they are concerning the real ones. Moreover, a more in-depth

functional sensitivity analysis was conducted based on two other community structure

similarity metrics: Adjusted Rand Index (ARI) [79], which is based on pairs counting for

measuring the similarity, and Normalized Variation of Information (NVI) [101], which

is based on the Shannon entropy and measures the lost and the gained information in

changing from one clustering to another one. It is worth recalling that whilst in NMI

and ARI the values as close as 1 indicate a strong similarity between the community

detected and the real one (1 means identical communities), the NVI values, on the

other hand, tend to 0 as the similarity between the compared communities increases (0

means identical communities). For this analysis, a new dataset of LFR instances has

been generated, with the mixing parameter µt that ranges from 0.1 to 0.8. The three

measures of functional sensitivity were computed on synthetic networks with 1000,

5000 and 10000 vertices.

In Tables 6.4-6.6, the Hybrid-IA outcomes on these new synthetic datasets are

reported and compared to the ones obtained by Louvain. The features of the LFR

networks tested are shown in the first column; for each of these parameters, 5 random

instances have been generated. The values of modularity Q and clustering measures

have been computed over 100 independent runs for both algorithms.

Analyzing the comparison, it is possible to see how Louvain outperforms Hybrid-

IA in almost all networks with 1000 vertices with respect to the Q modularity metric,
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Table 6.4: Functional sensitivity analysis of Hybrid-IA and Louvain on synthetic
networks with 1000 vertices. NMI, ARI and NVI were considered as community struc-
ture similarity metrics.

Hybrid-IA Louvain
(|V |, k, µt) Q NMI ARI NVI Q NMI ARI NVI

(1000, 15, 0.1) 0.8608 0.9951 0.9873 0.0098 0.8608 0.9918 0.9785 0.0161
(1000, 15, 0.2) 0.7621 0.9894 0.9716 0.0209 0.7623 0.9807 0.9483 0.0377
(1000, 15, 0.3) 0.6646 0.9862 0.9567 0.0271 0.6651 0.9716 0.9175 0.0550
(1000, 15, 0.4) 0.5654 0.9836 0.9490 0.0322 0.5660 0.9691 0.9104 0.0598
(1000, 15, 0.5) 0.4670 0.9847 0.9467 0.0301 0.4688 0.9462 0.8274 0.1019
(1000, 15, 0.6) 0.3688 0.9612 0.8664 0.0742 0.3718 0.9113 0.7368 0.1627
(1000, 15, 0.7) 0.2712 0.5467 0.2379 0.6220 0.2675 0.4977 0.2168 0.6664
(1000, 15, 0.8) 0.2415 0.1600 0.0219 0.9130 0.2354 0.1536 0.0218 0.9167
(1000, 20, 0.1) 0.8606 0.9980 0.9948 0.0040 0.8607 0.9931 0.9842 0.0135
(1000, 20, 0.2) 0.7622 0.9964 0.9918 0.0071 0.7622 0.9914 0.9782 0.0170
(1000, 20, 0.3) 0.6656 0.9921 0.9771 0.0156 0.6658 0.9830 0.9525 0.0332
(1000, 20, 0.4) 0.5668 0.9910 0.9707 0.0179 0.5676 0.9656 0.8961 0.0664
(1000, 20, 0.5) 0.4685 0.9829 0.9426 0.0337 0.4700 0.9491 0.8363 0.0968
(1000, 20, 0.6) 0.3688 0.9748 0.9038 0.0491 0.3712 0.9263 0.7641 0.1370
(1000, 20, 0.7) 0.2714 0.9244 0.7561 0.1399 0.2737 0.8230 0.5403 0.3002
(1000, 20, 0.8) 0.2169 0.1708 0.0288 0.9064 0.2069 0.1793 0.0300 0.9012

and in all instances with 5000 and 10000 vertices. On the other hand, though, Hybrid-

IA outperforms Louvain in all networks with respect to the NMI index, except just

for one (1000, 20, 0.8).

This gap is due to the combination between the random search and local search

that, together with the diversity produced by the immune operators, requires a longer

convergence time than Louvain. Indeed, Louvain is a multilevel algorithm that

although obtains good modularity values, aggregates too much the communities by-

passing, then, the real community structures of the networks. These results prove,

therefore, a better ability of the hybrid immune algorithm proposed in detecting com-

munities closer to the true ones, than the greedy optimization algorithm. Importantly,

although modularity assesses the cohesion of the communities detected, maximizing Q

might not correspond to detecting true communities. Indeed, as also asserted in [63],

in maximizing modularity is possible to fail to identify smaller communities due to the

degree of interconnectedness of the communities.
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Table 6.5: Functional sensitivity analysis of Hybrid-IA and Louvain on synthetic
networks with 5000 vertices. NMI, ARI and NVI were considered as community struc-
ture similarity metrics.

Hybrid-IA Louvain
(|V |, k, µt) Q NMI ARI NVI Q NMI ARI NVI

(5000, 20, 0.1) 0.8923 0.9988 0.9940 0.0024 0.8934 0.9586 0.8194 0.0794
(5000, 20, 0.2) 0.7927 0.9965 0.9816 0.0070 0.7949 0.9394 0.7302 0.1142
(5000, 20, 0.3) 0.6929 0.9965 0.9808 0.0070 0.6960 0.9252 0.6678 0.1392
(5000, 20, 0.4) 0.5931 0.9948 0.9711 0.0104 0.5976 0.9065 0.5941 0.1709
(5000, 20, 0.5) 0.4936 0.9951 0.9728 0.0098 0.5003 0.8779 0.4959 0.2177
(5000, 20, 0.6) 0.3939 0.9966 0.9797 0.0068 0.4030 0.8474 0.4048 0.2648
(5000, 20, 0.7) 0.2932 0.9927 0.9539 0.0145 0.3056 0.8145 0.3327 0.3130
(5000, 20, 0.8) 0.2084 0.3285 0.0176 0.8027 0.2102 0.2634 0.0195 0.8481
(5000, 25, 0.1) 0.8922 0.9993 0.9966 0.0013 0.8925 0.9770 0.8928 0.0449
(5000, 25, 0.2) 0.7925 0.9988 0.9935 0.0024 0.7936 0.9527 0.7821 0.0902
(5000, 25, 0.3) 0.6929 0.9986 0.9921 0.0029 0.6948 0.9348 0.7026 0.1225
(5000, 25, 0.4) 0.5931 0.9987 0.9915 0.0027 0.5966 0.9125 0.6158 0.1609
(5000, 25, 0.5) 0.4934 0.9955 0.9747 0.0089 0.4983 0.8907 0.5366 0.1970
(5000, 25, 0.6) 0.3939 0.9950 0.9666 0.0100 0.4008 0.8621 0.4473 0.2424
(5000, 25, 0.7) 0.2940 0.9951 0.9653 0.0097 0.3037 0.8285 0.3604 0.2927
(5000, 25, 0.8) 0.1872 0.6067 0.0667 0.5607 0.1942 0.5654 0.1065 0.6058

By analyzing these tables it is possible to assert the same statement made for

NMI for the other two evaluation metrics, as well. Indeed, appears clear as Hybrid-

IA achieves better metric values than Louvain in all three sensitivity measures. It

follows therefore that, albeit Louvain achieves slightly better modularity values in

almost all networks considered (mainly on the larger ones), Hybrid-IA instead is able

to detect communities strongly similar to the real ones outperforming Louvain in all

three sensitivity metrics. It is worth pointing out how Hybrid-IA obtains NMI and

ARI values close to 1 in almost all tested networks, with particular reference to the

largest one (|V | = 10000).

In Figures 6.9a are shown the curves of the NMI, ARI and NVI indices for all LFR

benchmarks with 1000 vertices. From these plots can be observed that the two curves

have the same trend: for low values of µt (≤ 0.3), both algorithms obtain similar results,

and the NMI curves grow as a common line, while as the µt parameter increases, the

gap between Hybrid-IA and Louvain begins to be more consistent. However note
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Table 6.6: Functional sensitivity analysis of Hybrid-IA and Louvain on synthetic
networks with 10000 vertices. NMI, ARI and NVI were considered as community
structure similarity metrics.

Hybrid-IA Louvain
(|V |, k, µt) Q NMI ARI NVI Q NMI ARI NVI

(10000, 20, 0.1) 0.8938 0.9995 0.9982 0.0010 0.8945 0.9686 0.8874 0.0609
(10000, 20, 0.2) 0.7938 0.9981 0.9925 0.0037 0.7951 0.9538 0.8198 0.0883
(10000, 20, 0.3) 0.6940 0.9980 0.9925 0.0040 0.6960 0.9407 0.7563 0.1119
(10000, 20, 0.4) 0.5941 0.9977 0.9900 0.0045 0.5972 0.9202 0.6682 0.1478
(10000, 20, 0.5) 0.4942 0.9988 0.9945 0.0024 0.4986 0.8982 0.5793 0.1847
(10000, 20, 0.6) 0.3943 0.9996 0.9974 0.0008 0.4004 0.8720 0.4872 0.2269
(10000, 20, 0.7) 0.2909 0.9847 0.8556 0.0301 0.3013 0.8287 0.3737 0.2925
(10000, 20, 0.8) 0.2064 0.2621 0.0085 0.8491 0.2094 0.1704 0.0079 0.9068
(10000, 25, 0.1) 0.8937 0.9995 0.9984 0.0010 0.8940 0.9792 0.9253 0.0407
(10000, 25, 0.2) 0.7940 0.9993 0.9968 0.0014 0.7947 0.9627 0.8524 0.0719
(10000, 25, 0.3) 0.6941 0.9990 0.9955 0.0020 0.6955 0.9497 0.7946 0.0958
(10000, 25, 0.4) 0.5942 0.9992 0.9969 0.0015 0.5964 0.9320 0.7179 0.1273
(10000, 25, 0.5) 0.4944 0.9982 0.9917 0.0036 0.4978 0.9083 0.6199 0.1679
(10000, 25, 0.6) 0.3943 0.9984 0.9897 0.0032 0.3989 0.8841 0.5313 0.2077
(10000, 25, 0.7) 0.2941 0.9981 0.9860 0.0038 0.3008 0.8516 0.4299 0.2584
(10000, 25, 0.8) 0.1849 0.4316 0.0227 0.7245 0.1867 0.3352 0.0247 0.7985

that, when the mixing parameter assumes higher values, the generated LFR networks

have community structures not well-defined, resulting, then, in low NMI values for

both algorithms. In Figures 6.10a and 6.11a, instead, are shown the NMI curves for

the LFR networks with 5000 and 10000 vertices. For these instances, on the other

hand, the difference between Louvain and Hybrid-IA is much more substantial, and

it is evident even at low values of µt.

6.4 Local Search Position Analysis

Evolutionary computation represents today a consolidated and established class of al-

gorithmic methodologies able to tackle hard and complex optimization problems mainly

thanks to their ability to be easily applied to new and unknown problems, and, in gen-

eral, to all those problems whose knowledge about their features and structures is very

limited. Among the evolutionary computation methodologies, the immune-inspired
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Figure 6.9: Comparative evaluation of the performances of Hybrid-IA and Louvain
on the LFR instances with 1000 vertices and average degree 15 and 20. The plots show
(a) the Normalized Mutual Information, (b) the Adjusted Rand Index and (c) the
Normalized Variation of Information as function of the mixing parameter. Each point
corresponds to an average over 5 graph realizations and 100 runs.
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Figure 6.10: Comparative evaluation of the performances of Hybrid-IA and Louv-
ain on the LFR instances with 5000 vertices and average degree 20 and 25. The plots
show (a) the Normalized Mutual Information, (b) the Adjusted Rand Index and (c)
the Normalized Variation of Information as function of the mixing parameter. Each
point corresponds to an average over 5 graph realizations and 100 runs.
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Figure 6.11: Comparative evaluation of the performances of Hybrid-IA and Louv-
ain on the LFR instances with 10000 vertices and average degree 20 and 25. The plots
show (a) the Normalized Mutual Information, (b) the Adjusted Rand Index and (c)
the Normalized Variation of Information as function of the mixing parameter. Each
point corresponds to an average over 5 graph realizations and 100 runs.
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algorithms represent a powerful algorithmic class, which takes inspiration from the

principles and dynamics of the biological immune system (IS). What makes the IS very

interesting and a source of inspiration from a computational perspective is its ability

in learning, detecting, and recognizing foreign and dangerous entities [64].

However, although many methodologies inspired by biology and nature have been

developed, and applied effectively in many combinatorial optimization problems, it

clearly emerges from the literature that just on these kinds of problems their hybridiza-

tion, that is their combination with concepts and/or components of other optimization

techniques (e.g., Local Search algorithms), turns out to be much more efficient and

successful, thus proving to be very powerful search algorithms [13]. The basic idea of

this combination is to exploit the strengths of one to overcome the weaknesses of the

other: random search performs an excellent exploration of the search space (thanks

to its stochastic nature), whilst the deterministic approach, for instance, is useful for

refine and improve the current solutions found. There are many different ways to gen-

erate hybrid methods, but the most common and popular is to combine evolutionary

algorithms and local improver methods (such as Local Search, Hill-Climbing, etc.),

which are applied one after another, using the output of the former as input for the

latter. Furthermore, it is also common in this case that the revised and improved

individual, by the local improver method, replaces the original one in the population.

In this section, we want to investigate when is better to perform the Local Search

(LS), and if, in the overall, replacing the original solution with the revised one by

LS is the best choice. In light of this Hybrid-IA (described in Section 6.1) has

been taken into account in an attempt to answer these questions. Hybrid-IA has

been considered as it was successfully applied in several and various combinatorial

optimization problems [43, 46, 47, 41]. Thus, the effect of the local search on the

performances of Hybrid-IA has been investigated, considering three different positions

in the evolutionary cycle in which to run the local improver method: (1) acting and

refining the best solutions found so far (to be run just after selecting the best elements

for the next generation); (2) acting on the perturbed elements and replacing them (to

131



6. Hybrid Immunological Algorithm

be run after the hypermutation operator, see Algorithm 6.1); and, finally, (3) acting

always on the perturbed elements but producing a new population, whose individuals

will compete to the selection of the new population for the next generation.

The main idea behind the Local Search operator is to refine and improve in a

deterministic way the solutions produced by the stochastic mutation operator. In this

study, the effect and impact of the position where to run the local search within Hybrid-

IA are inspected (see Section 6.1 and Algorithm 6.1). Specifically, three approaches

have been taken into account:

• Method A: applying the local search operator just after the selection operator,

acting, consequently, on the individuals already selected to produce the new

population for the next generation. In this way, the local search is always applied

to the best solutions, intensifying the exploration in their relative neighbourhood.

• Method B: applying LS to the population generated by the hypermutation op-

erator, where each revised individual replaces the hypermutated one, maintaining

the same population. In this way, it is applied to a wider set of solutions gen-

erated from the current ones through mutation allowing a better exploration of

the search space. Of course, the computational complexity is higher than in the

previous case because it is applied to a population of d× dup.

• Method C: applying LS to the hypermutated individuals, as in the previous

method, but producing a new temporary population, which will compete with

the other populations to the selection for the next generation. In this way, the

algorithm keeps the memory of the discoveries made via random search, which

generates diversity in the population, and, at the same time, it carries out a

careful exploration of their neighbourhood via local search. Computational com-

plexity is the same as the previous method.
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6.4.1 Results

In this section, all experiments performed are presented in order to inspect what is the

best position where to run the local search within the evolutionary cycle of Hybrid-

IA. For this study [125], community detection has been considered as the test problem,

and, specifically, several artificial networks have been taken into account as benchmark

instances. These networks were generated by the LFR algorithm, proposed in [92, 91],

and have been used because they allow us to perform our study on different complexity

scenarios thanks to their diverse features. Note that the validity of this benchmark is

given by faithfully reproducing the key features of real graph communities. In partic-

ular, networks with number of vertices 300, 500, 1000, and 5000 have been generated,

with average degree 15, 20, and 25, and maximum degree 50. Further, for all |V | values,

the exponent of the degrees distribution was set to τ1 = 2, whilst the distribution of

community sizes to τ2 = 1. The minimum and maximum of the communities’ size for

such artificial networks were considered, respectively, minc = 10 and maxc = 50. The

mixing parameter µt, which identifies the relationship between the vertex’s external

and internal degree with respect to its community, was instead set to 0.5: greater is

the value of µt, greater is the number of edges that a vertex shares with vertices outside

of its communities. For each network parameters configuration, 5 random instances

have been generated.

For all experiments performed on all tested networks the following parameters set-

ting have been used for Hybrid-IA: B cells population size d = 100; the number of

generated clones dup = 2; ρ and τB, respectively, to 1.0 and 5. All these parameters

have been identified both from the knowledge learned by previous works [111, 47, 41],

and from preliminary experiments carried out. The maximum number of generations

has been considered as stopping criterion and was set to MaxGen = 100. 50 inde-

pendent runs were also performed. In order to assess which of the three methods is

the most efficient and reliable, in addition to the convergence behaviour analysis and

solution (modularity) quality obtained by each method, also the Information Gain as
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Figure 6.12: Convergence behaviour of the three methods on the LFR(1000,15,0.5)
instance. (a) Average and (b) best fitness value of the population versus generations.
(c) Information gain and standard deviation.

been considered as evaluation metric. This entropic function measures the quantity of

information the system discovers during the learning phase (see [89, 90, 43]).

For all network instances, the convergence analysis was carried out for the three

methods. Due to the space limit, only the most significant ones are reported. In

Figures 6.12 and 6.13 are shown the convergence plots for the LFR instances with 1000

vertices and average degree k of 15 and 20 respectively. From these plots can be noted

that method A reaches high modularity values in the first 10 generations, afterwards

improving very slowly.

The same trend is also visible in the average fitness of the population, with a peak

in the first generations and a slow growth for the rest of the run. Methods B and C,

on the other hand, have a growth much more constant and linear, both in terms of the

best solution and the average of the population. The average fitness curve is very close
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Figure 6.13: Convergence behaviour of the three methods on LFR(1000,20,0.5)
instance. (a) Average and (b) best fitness value of the population versus generations.
(c) Information gain and standard deviation.

to the curve of the best solution, indicating a population composed of solutions with

values of modularity very similar to each other and consequently very homogeneous.

This is also supported by the information gain curve, in which the peak is reached in

the earliest generations, after that, it stays in a steady state for the rest of the execution

(Figures 6.12c and 6.13c), while method A needs more generations to converge to the

same value reached by the other two methods.

The same situation is obtained in the networks with 5000 vertices and average

degree k equal to 20 and 25 (Figures 6.14 and 6.15). Also in these plots, method A

has a much slower convergence than the other two methods and maintains a certain

degree of diversity within the population, demonstrated by the distance between the

two curves: best solution, and average fitness of the population. In this case, in both

methods B and C, the two curves have a higher slope, which suggests that with more
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generations they could achieve better solutions.
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Figure 6.14: Convergence behavior of the three methods on LFR(5000,20,0.5) in-
stance. (a) Average and (b) best fitness value of the population versus generations. (c)
Information gain and standard deviation.

The greater diversity introduced by methods B and C, allows to better explore

the search space and to find solutions with a higher modularity value. Table 6.7

shows the results of the experiments of the three methods carried out on benchmark

instances. In particular, in the table are reported the maximum value of modularity

(Q), the average number of communities (K) and computational time, all averaged over

5 random instances. From these results, can be noted that on the networks with 300

vertices, all three methods reach what is most likely the maximum modularity value,

detecting the same number of communities. On the other hand, for the instances with

500 vertices, only for k = 20 method A reaches the same modularity value of methods

B and C, while for k = 15 reaches a slightly lower modularity value, about 1.79×10−4,

which leads to a different number of communities detected (17.6 for method A versus
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Figure 6.15: Convergence behavior of the three methods on LFR(5000,25,0.5) in-
stance. (a) Average and (b) best fitness value of the population versus generations. (c)
Information gain and standard deviation.

16.8 for both method B and C). The difference in modularity becomes greater as the

number of vertices increases. For the instances with 1000 vertices, method A reaches

a lower modularity value than the other two methods (about 10−3 on average for both

instances), as observed in the respective convergence plots. The other two methods,

B and C, reach the best modularity value for k = 20 and k = 15 respectively, with a

minimum difference between each other.

The same results can be observed for the network with 5000 vertices, where method

A is behind the other two methods in terms of modularity, although with a lower gap

with respect to the instances with 1000 vertices (about 4 × 10−4), while methods B

and C achieve the best modularity value for k = 25 and k = 20 respectively. Moreover,

unlike smaller instances (300, and 500 vertices), on the networks with 1000 and 5000

vertices, the number of communities found by methods B and C is different. Finally,
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Table 6.7: Comparative results of the three methods on LFR benchmark instances.
The results are averaged on 5 random instances and calculated over 100 independent
runs.

A B C
Instance K Q Time K Q Time K Q Time
(300, 15, 0.5) 11.6 0.392061 8.3 11.6 0.392061 14.5 11.6 0.392061 15.5
(300, 20, 0.5) 11.2 0.386560 9.4 11.2 0.386560 16.9 11.2 0.386560 17.9
(500, 15, 0.5) 17.6 0.436989 13.7 16.8 0.437168 24.6 16.8 0.437168 26.1
(500, 20, 0.5) 17.0 0.430526 16.3 17.0 0.430526 29.7 17.0 0.430526 31.3
(1000, 15, 0.5) 34.4 0.467073 28.0 30.0 0.468122 51.2 30.4 0.468205 53.9
(1000, 20, 0.5) 37.0 0.468532 33.8 33.0 0.469451 62.6 32.2 0.469442 65.2
(5000, 20, 0.5) 196.4 0.493532 182.4 190.2 0.493985 346.0 189.4 0.493994 353.5
(5000, 25, 0.5) 193.0 0.493379 228.8 185.4 0.493741 438.1 184.6 0.493740 427.1

from the computational time point of view, methods B and C, as expected, take about

90% more time than method A, but they allow a better exploration of the search space

obtaining solutions with higher modularity values.

In order to consolidate the outcomes obtained so far and make them more reli-

able, an extended further analysis has been performed at the varying of the mixing

parameter (µt), on all three methods, whose outcomes are reported in Tables 6.8

and 6.9. As described above, the mixing parameter µt identifies the relationships

between the communities, that is the ratio between the vertex’s degree internal to the

community, and the external one. In this way, it is possible to carry out a comparat-

ive analysis in different scenarios, each of which was designed as realistic as possible

(µt = {0.1, 0.2, . . . , 0.8}). Table 6.8 reports the experimental results obtained by the

three methods on networks with 300 and 500 vertices. Focusing on the first one, that is

the network with 300 vertices, it is possible to note how the three methods are equival-

ent in all those instances where the external links are below, or around, the threshold of

50% (µt ≤ 0.5). By increasing this threshold, instead, methods B and C significantly

improve method A, both in terms of the modularity values and number of communities

discovered. A similar behaviour can be observed also on the network with 500 vertices,

although the threshold, where the three methods are equivalent, decreases to µt ≤ 0.4

when the average degree k of the vertices is 15. What is more interesting to note is

that the method C considerably outperforms not only the method A, which is to be
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Table 6.8: Comparative results of the three methods on synthetic networks with 300
and 500 vertices.

A B C
Instance K Q Time K Q Time K Q Time

|V | = 300

(300, 15, 0.1) 10.2 0.766602 3.8 10.2 0.766602 6.5 10.2 0.766602 7.4
(300, 15, 0.2) 12.0 0.673573 4.5 12.0 0.673573 7.9 12.0 0.673573 8.7
(300, 15, 0.3) 13.0 0.583192 5.3 13.0 0.583192 9.3 13.0 0.583192 10.1
(300, 15, 0.4) 11.2 0.484404 5.9 11.2 0.484404 10.5 11.2 0.484404 11.3
(300, 15, 0.5) 11.6 0.392061 8.3 11.6 0.392061 14.5 11.6 0.392061 15.5
(300, 15, 0.6) 11.0 0.305655 6.9 10.6 0.306509 12.4 10.6 0.306509 13.2
(300, 15, 0.7) 8.0 0.241728 7.1 6.6 0.247123 12.8 6.8 0.247811 13.5
(300, 15, 0.8) 7.8 0.232779 7.0 6.8 0.240292 12.7 6.8 0.239547 13.4
(300, 20, 0.1) 8.6 0.754457 4.5 8.6 0.754457 7.8 8.6 0.754457 8.7
(300, 20, 0.2) 11.8 0.670396 5.2 11.8 0.670396 9.3 11.8 0.670396 10.1
(300, 20, 0.3) 12.0 0.577310 6.1 12.0 0.577310 11.0 12.0 0.577310 11.8
(300, 20, 0.4) 12.6 0.496497 7.0 12.6 0.496497 12.7 12.6 0.496497 13.5
(300, 20, 0.5) 11.2 0.386560 9.4 11.2 0.386560 16.9 11.2 0.386560 17.9
(300, 20, 0.6) 11.0 0.288503 8.4 10.8 0.288713 15.4 10.8 0.288713 16.2
(300, 20, 0.7) 8.6 0.223786 8.5 7.8 0.227081 15.5 7.6 0.227327 16.2
(300, 20, 0.8) 7.6 0.202636 8.7 6.2 0.207970 15.8 6.4 0.207610 16.5

|V | = 500

(500, 15, 0.1) 18.6 0.820874 6.1 18.6 0.820874 10.4 18.6 0.820874 11.6
(500, 15, 0.2) 20.4 0.724672 7.4 20.4 0.724672 13.0 20.4 0.724672 14.2
(500, 15, 0.3) 18.6 0.626449 8.7 18.4 0.626457 15.5 18.4 0.626457 16.7
(500, 15, 0.4) 17.0 0.529800 9.9 17.0 0.529800 18.0 17.0 0.529800 19.2
(500, 15, 0.5) 17.6 0.436989 13.7 16.8 0.437168 24.6 16.8 0.437168 26.1
(500, 15, 0.6) 16.6 0.336580 12.0 14.6 0.337333 22.0 14.8 0.337325 23.2
(500, 15, 0.7) 11.0 0.248666 12.1 8.8 0.256057 22.2 8.2 0.256795 23.3
(500, 15, 0.8) 10.2 0.237794 11.9 8.0 0.245876 21.8 7.6 0.246542 22.8
(500, 20, 0.1) 19.2 0.817709 7.1 19.2 0.817709 12.6 19.2 0.817709 13.8
(500, 20, 0.2) 17.6 0.721416 8.8 17.6 0.721416 15.9 17.6 0.721416 17.1
(500, 20, 0.3) 19.2 0.629277 10.4 19.2 0.629277 19.0 19.2 0.629277 20.2
(500, 20, 0.4) 18.6 0.533117 11.9 18.4 0.533150 22.1 18.4 0.533150 23.3
(500, 20, 0.5) 17.0 0.430526 16.3 17.0 0.430526 29.7 17.0 0.430526 31.3
(500, 20, 0.6) 17.4 0.338484 14.2 17.0 0.338712 26.5 17.0 0.338712 27.7
(500, 20, 0.7) 13.2 0.241751 15.0 11.2 0.245852 27.6 10.4 0.246251 28.6
(500, 20, 0.8) 9.0 0.211891 14.3 7.4 0.218448 26.3 7.0 0.218741 27.4

expected based on the previous results but also the method B, especially when the

average degree is k = 20 and the external links grow (µt ≥ 0.6). This is due to the

fact that as the vertices average degree and, primarily, the number of external links

increases, the problem becomes harder and, consequently, to have two different pop-
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ulations competing with each other (the ones produced by the random search and by

the refinement one) produce more heterogeneity and therefore higher diversity in the

population, which helps the algorithm to carry out a better exploration in the search

space, avoiding thus being trapped in local optima.

Table 6.9: Comparative results of the three methods on synthetic networks with 1000
and 5000 vertices.

A B C
Instance K Q Time K Q Time K Q Time

|V | = 1000

(1000, 15, 0.1) 38.8 0.860777 12.3 38.0 0.860833 21.2 38.2 0.860826 23.4
(1000, 15, 0.2) 37.0 0.762139 15.1 35.8 0.762252 27.0 35.8 0.762255 29.2
(1000, 15, 0.3) 36.6 0.664539 17.6 35.2 0.664881 32.0 34.0 0.664966 34.2
(1000, 15, 0.4) 34.8 0.565415 20.6 33.0 0.565756 37.8 33.2 0.565726 40.0
(1000, 15, 0.5) 34.4 0.467073 28.0 30.0 0.468122 51.2 30.4 0.468205 53.9
(1000, 15, 0.6) 33.2 0.368714 25.1 28.2 0.370871 46.7 27.6 0.370888 48.9
(1000, 15, 0.7) 24.4 0.270108 25.3 16.8 0.279350 47.0 16.4 0.279087 49.1
(1000, 15, 0.8) 17.0 0.241944 23.9 9.0 0.249147 44.2 9.0 0.250582 46.2
(1000, 20, 0.1) 39.2 0.860630 14.2 37.8 0.860694 25.0 38.0 0.860692 27.3
(1000, 20, 0.2) 38.0 0.762173 17.9 36.2 0.762229 32.5 36.6 0.762228 34.8
(1000, 20, 0.3) 38.2 0.665545 21.2 36.0 0.665768 39.1 36.4 0.665732 41.5
(1000, 20, 0.4) 40.4 0.566834 24.3 35.6 0.567383 45.3 35.8 0.567336 47.6
(1000, 20, 0.5) 37.0 0.468532 33.8 33.0 0.469451 62.6 32.2 0.469442 65.2
(1000, 20, 0.6) 36.4 0.368643 30.1 29.4 0.370331 56.7 29.4 0.370210 59.0
(1000, 20, 0.7) 32.0 0.271142 31.6 26.2 0.275290 59.6 26.4 0.275260 62.0
(1000, 20, 0.8) 11.8 0.215022 29.4 8.2 0.222399 54.7 8.8 0.221720 56.8

|V | = 5000

(5000, 20, 0.1) 199.8 0.892274 71.4 193.8 0.892360 129.3 193.0 0.892371 139.4
(5000, 20, 0.2) 200.4 0.792707 90.6 194.4 0.792857 167.7 194.4 0.792848 177.7
(5000, 20, 0.3) 191.0 0.692909 108.4 186.4 0.693102 203.3 185.2 0.693111 213.5
(5000, 20, 0.4) 190.4 0.593117 127.1 186.6 0.593357 240.5 184.0 0.593378 251.0
(5000, 20, 0.5) 196.4 0.493532 182.4 190.2 0.493985 346.0 189.4 0.493994 353.5
(5000, 20, 0.6) 196.6 0.393921 160.3 187.8 0.394428 306.1 186.0 0.394455 316.5
(5000, 20, 0.7) 203.8 0.292948 176.2 192.8 0.293851 337.3 191.0 0.294002 347.9
(5000, 20, 0.8) 87.2 0.209471 158.8 74.8 0.212451 299.5 73.6 0.212407 307.7
(5000, 25, 0.1) 173.8 0.892187 85.3 170.2 0.892213 156.9 170.2 0.892212 167.8
(5000, 25, 0.2) 184.6 0.792506 109.8 177.2 0.792600 205.6 176.6 0.792608 216.5
(5000, 25, 0.3) 190.2 0.692853 133.5 180.6 0.693021 252.5 179.8 0.693028 263.8
(5000, 25, 0.4) 203.6 0.593075 157.5 192.6 0.593369 300.6 191.0 0.593358 311.9
(5000, 25, 0.5) 193.0 0.493379 228.8 185.4 0.493741 438.1 184.6 0.493740 427.1
(5000, 25, 0.6) 195.6 0.393853 199.4 186.8 0.394274 383.5 184.2 0.394325 395.3
(5000, 25, 0.7) 198.4 0.293983 219.1 190.0 0.294451 421.9 186.6 0.294483 434.2
(5000, 25, 0.8) 136.8 0.187554 213.6 128.2 0.189877 409.5 121.0 0.189884 419.8

From Table 6.9, where are showed the experimental results on the networks with
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1000 and 5000 vertices, appears even more obvious how the method A achieves worst

performances than the other two, in all instances considered. On the other hand,

analyzing the results obtained with the two methods B and C, it is possible to note

that the improvements of one over the other are minimal, except in some few instances,

in which the difference in the results is more consistent, but in any case, there is no

one method that outperforms the other.

Finally, at the conclusion of the analysis conducted, also on these experiments

emerges that the methods B and C seem to be more suitable than method A for

solving this kind of task, dues to their feature of producing higher diversity in the

population.

6.4.2 Functional Sensitivity Analysis

As the last step of this work, in this subsection, the investigation of the sensitivity of

the three community detection methods is reported from a functional perspective. The

main aim of this analysis is to measure the similarity between the detected communities

and the original ones. For doing this, commonly used community structure similarity

metrics have been considered: (1) Normalized Mutual Information (NMI) [48], mostly

used in community detection, which measures the amount of information correctly ex-

tracted, and allows for assessing how similar the detected communities are concerning

to real ones; (2) Adjusted Rand Index (ARI) [79], which focuses on the pairwise agree-

ment: for each possible pair of elements it evaluates how similarly the two partitions

treat them; and (3) Normalized Variation of Information (NVI) [101], expressed using

the Shannon entropy, which measures the amount of information lost and gained in

changing from one clustering to another one: sum of the information needed to describe

C, given C ′, and the information needed to describe C ′ given C.

The results of the sensitivity analysis are displayed in Table 6.10 (only for 1000 and

5000 vertices). From this investigation, clearly appears that the method A outperforms

the other two in almost all tests performed, uncovering, consequently, more similar
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Table 6.10: Comparative evaluation of the performances of the three methods on the
LFR instances.

NMI ARI NVI
Instance A B C A B C A B C

|V | = 1000

(1000, 15, 0.1) 0.995076 0.993003 0.993406 0.987372 0.981960 0.982767 0.009774 0.013864 0.013076
(1000, 15, 0.2) 0.989911 0.986152 0.986299 0.972978 0.961779 0.962704 0.019958 0.027290 0.026998
(1000, 15, 0.3) 0.986682 0.982557 0.978907 0.959832 0.947997 0.938800 0.026279 0.034215 0.041232
(1000, 15, 0.4) 0.984039 0.977067 0.978024 0.951622 0.928518 0.931673 0.031354 0.044819 0.042942
(1000, 15, 0.5) 0.980926 0.964332 0.966406 0.929535 0.880768 0.887543 0.037157 0.068856 0.064955
(1000, 15, 0.6) 0.962855 0.941986 0.938977 0.878173 0.810258 0.807698 0.071483 0.109514 0.114978
(1000, 15, 0.7) 0.566374 0.570550 0.561501 0.255813 0.267680 0.267179 0.602756 0.598517 0.607492
(1000, 15, 0.8) 0.153777 0.141303 0.133809 0.018578 0.020726 0.018665 0.916663 0.923923 0.928225
(1000, 20, 0.1) 0.997058 0.994186 0.994506 0.992727 0.986538 0.986870 0.005859 0.011530 0.010894
(1000, 20, 0.2) 0.996428 0.991117 0.992519 0.991809 0.977045 0.981142 0.007108 0.017577 0.014826
(1000, 20, 0.3) 0.992238 0.986079 0.987491 0.975973 0.960172 0.964767 0.015342 0.027357 0.024658
(1000, 20, 0.4) 0.991002 0.975938 0.976641 0.969473 0.924002 0.927008 0.017786 0.046974 0.045641
(1000, 20, 0.5) 0.981394 0.966023 0.963240 0.938705 0.887424 0.878358 0.036511 0.065719 0.070864
(1000, 20, 0.6) 0.983971 0.955068 0.956729 0.938273 0.844614 0.854032 0.031441 0.085971 0.082923
(1000, 20, 0.7) 0.900786 0.883085 0.889212 0.697262 0.647438 0.661896 0.179480 0.208653 0.198344
(1000, 20, 0.8) 0.188565 0.169013 0.178392 0.032102 0.030706 0.032586 0.895656 0.907590 0.901889

|V | = 5000

(5000, 20, 0.1) 0.998699 0.995858 0.995852 0.993303 0.979368 0.981182 0.002598 0.008249 0.008261
(5000, 20, 0.2) 0.997220 0.994302 0.994357 0.985554 0.970421 0.970917 0.005540 0.011330 0.011222
(5000, 20, 0.3) 0.995626 0.993126 0.992399 0.978385 0.963591 0.959471 0.008707 0.013653 0.015086
(5000, 20, 0.4) 0.994701 0.992059 0.990630 0.971258 0.953632 0.945201 0.010541 0.015756 0.018565
(5000, 20, 0.5) 0.994329 0.989973 0.989782 0.965862 0.935363 0.936114 0.011278 0.019852 0.020225
(5000, 20, 0.6) 0.995598 0.989923 0.989166 0.967716 0.932997 0.931082 0.008751 0.019952 0.021435
(5000, 20, 0.7) 0.994403 0.988913 0.990555 0.962057 0.914500 0.931269 0.011110 0.021893 0.018713
(5000, 20, 0.8) 0.331168 0.311846 0.285959 0.017992 0.017609 0.014301 0.801519 0.815065 0.832675
(5000, 25, 0.1) 0.999453 0.997549 0.997604 0.997325 0.988301 0.988875 0.001094 0.004889 0.004780
(5000, 25, 0.2) 0.998614 0.994864 0.994512 0.992296 0.974097 0.972542 0.002767 0.010219 0.010916
(5000, 25, 0.3) 0.998593 0.993634 0.993192 0.991259 0.966756 0.963601 0.002809 0.012650 0.013523
(5000, 25, 0.4) 0.998201 0.992714 0.991784 0.988323 0.959321 0.954605 0.003589 0.014465 0.016297
(5000, 25, 0.5) 0.994865 0.989942 0.989864 0.970057 0.937639 0.940216 0.010211 0.019912 0.020066
(5000, 25, 0.6) 0.995162 0.989456 0.987228 0.967998 0.930606 0.914103 0.009626 0.020867 0.025219
(5000, 25, 0.7) 0.995383 0.989142 0.988225 0.967148 0.922344 0.924432 0.009187 0.021477 0.023274
(5000, 25, 0.8) 0.623561 0.622423 0.602764 0.080319 0.078396 0.069817 0.543574 0.544915 0.565846

communities to the target/real ones, in opposite to the outcomes obtained with respect

to the modularity evaluation metric. This is caused by the limitation in the modularity

optimization which can fail to identify smaller communities; this limitation can depend

on the degree of interconnectedness of the communities [63].

6.5 Conclusions

Being able to efficiently analyze complex networks is one of the most crucial and central

issue in many areas, including systems biology, since through them is possible to under-

stand and identify the dynamics and structures of molecular interactions. In general,
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disease phenotypes are generally caused by the failure of modules of genes that often

have similar biological roles. In light of this, being able to detect elements of a net-

work that have characteristics in common, or similar functions, plays a key and useful

role in providing insights into the biological functionality of these elements. Therefore,

developing efficient and robust algorithmic methods able to uncover such elements in

biological networks may help in detecting those groups of genes that are the cause of

disease, and, consequently, useful in the development of specific and targeted drugs.

The problem to identify modules in a network is known as community detection.

A Hybrid Immune Algorithm, called Hybrid-IA, was designed for the community

detection problem and was tested on several large biological networks. The strength

of Hybrid-IA is given not only by the immune operators (cloning, hypermutation

and aging) but also by a specially designed Local Search, which aims to speed up

the convergence of Hybrid-IA towards promising regions. Basically, it attempts de-

terministically to move a vertex from the belonging community to another within its

neighbours with the purpose to refine and improve the solutions discovered.

For assessing the robustness of Hybrid-IA, a comparison with other metaheur-

istics, hyper-heuristics and the well-known algorithm Louvain has been performed.

Such a comparison has been conducted based on modularity function maximization.

However, due to the limitation of the modularity optimization in detecting communit-

ies that are comparatively small, the Hybrid-IA performances have been also evalu-

ated with respect to the Normalized Mutual Information (NMI), Adjusted Rand Index

(ARI) and Normalized Variation of Information (NVI), which are evaluation metrics

commonly used in community detection that simply assess how similar the communit-

ies discovered are with respect to the real ones. Inspecting, in the overall, all outcomes

obtained and all comparisons performed clearly emerges how Hybrid-IA outperforms

all metaheuristics and hyper-heuristics compared in terms of best and mean modularity

values. Focusing only on the comparison with Louvain is possible to assert that al-

though Hybrid-IA finds slightly lower modularity values, it is still able to detect more

similar communities to the real ones with respect to those discovered by Louvain.
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Moreover, three different positions where run the local search within Hybrid-IA,

have been investigated in order to ascertain which of the three acts best on the al-

gorithm’s performance. A comparison between the three methods has been conducted

with respect to the solution quality found and the learning process quality. Several

artificial networks were generated (|V | ∈ {300, 500, 1000, 5000, 10000}) through which

was possible to inspect the three methods in various complex scenarios. The obtained

outcomes highlight that running the local search just after the hypermutation operator

is the best choice for this kind of optimization problem because in this way higher

diversity is produced that helps the algorithm, especially on larger and complex net-

works.
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7
Multi-level Optimization

The multi-level approach is an optimization technique used to improve a community de-

tection algorithm, both in terms of the objective function and computational cost. This

approach consists in creating a new graph in which the vertices are the communities

of the partial solution found by the base algorithm, while edges between communities

are merged together with a weight given by the sum of the edges between vertices in

the corresponding two communities. Edges between vertices in the same community

are translated in self-loops in the new graph. In this way, the modularity value for the

partition does not change in the new graph [3]. In Figure 7.1 is shown the creation of a

new level starting from the partition found on the current graph. The reduced graph is

then passed as input to the base algorithm to compute the next solution. These steps

are repeated until no further improvement can be achieved or for a certain amount of

time. At each iteration, the size of the reduced graph decreases and consequently the

efficiency of the base algorithm is greatly improved.

In a metaheuristic algorithm, the implementation of multi-level optimization could

lead to wrong solutions, because some parts of the solution would be locked and any fur-

145



7. Multi-level Optimization

1

2
4

3

5

6

7
8

9

10

11

12

MULTI-LEVEL
2

2

2

6 C1

C2

C3

C4

Figure 7.1: Creation of the community network by the multi-level optimization.
Communities will be translated in vertices in the next level, while edges are merged
together with a weight that is the number of edges that those communities share. Self-
loops identify internal edges.

ther improvement to the solution would be done only by fusing together the remaining

vertices. After a few iterations, the graph will be reduced to a small number of vertices

where any combination between them would not result in a modularity improvement,

but the solution would remain of low quality. In light of this, in the following sections

we propose two multi-level approaches: the first one uses a backtracking mechanism to

give the underlying base metaheuristic algorithm a chance to improve specific parts of

the global solution; the second one uses a heuristic to merge vertices together.

7.1 Random and Smart Explosion

The first approach proposed consists of the classical multi-level optimization with a

backtracking mechanism that brings the algorithm back to a previous level when there is

no improvement of the modularity value for a certain number of levels. Then to the base

algorithm, we provide the graph of the level with the best partition found in which some

vertices, that represent communities, are disaggregated from the original graph. This

allows freeing vertices that had been blocked in an earlier wrong solution trying to repair

communities not well-formed. The communities which explode are randomly selected

from those in the best partition and the number is given by a user-defined parameter

Ne. Usually, the number of communities to disaggregate is kept low in order to avoid

degrading too much the current solution and letting the underlying base algorithm

focus mainly on those vertices that are now free. After the roll-back to a previous

146



7. Multi-level Optimization

level, the multi-level approach continues in a classical way until a new stagnation of

the modularity value occurs. Then the back-tracking mechanism is applied again and

this process is repeated a certain number of times. Finally, the algorithm stops and

returns the best solution found.

A complete disaggregation of one or more communities affects the performance of

the base algorithm, disrupting correct parts of the current solution and increasing the

number of vertices to evaluate. A further improvement of this approach consists in a

smart explosion of the communities, in which only a subset of vertices is disaggregated.

In this way, the method disaggregates only critical vertices, that is the vertices that lie

on the boundary of the community. Critical vertices are identified using the internal-

total degree ratio:
kint

i (C)
ki

< Te, (7.1)

where kint
i (C) is the sum of the weights of edges that vertex i shares with other vertices

belonging to the same community C, ki is the sum of weights of all incident edges of

vertex i and Te is a user-defined threshold. In Figure 7.2 is shown the application of

the smart explosion approach.
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Figure 7.2: Multi-level with smart explosion approach. In this case, vertices 5 and 6
have an internal-total degree ratio less or equal than 0.5 and the method disaggregates
them from their own community in order to let the base algorithm relocate them to a
better community.
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7.2 Smart Merge

A naive multi-level approach, that blindly merges all vertices in their respective sup-

posed communities, could lead to wrong associations vertex-community, as described

before. The second proposed approach modifies the multi-level optimization introdu-

cing a quality-based aggregation. In particular, during the aggregation phase, only those

vertices belonging to the same community and with a high internal-total degree ratio

(Equation 7.1) will be merged together. In this way, the vertices that are supposed to be

already associated with the correct community and that will not change in subsequent

iterations will be merged together, reducing the size of the graph and the complexity

of the base algorithm. On the other hand, critical vertices are kept free and can be

moved to the correct community by the underlying base algorithm. In Figure 7.3 is

shown how the multi-level with smart merge mechanism works. This approach is useful

and efficient with a base algorithm that finds good partitions in a relatively small time.

Algorithms that tend to converge slowly starting from low-quality solutions, do not

receive a significant improvement by this approach because the aggregation heuristic

used in the smart merge (that depends on the threshold Tm) decreases the graph size

slowly, affecting the overall computational time.

However, although this approach allows reaching high values of modularity, by in-
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Figure 7.3: Creation of the network of the next level by the multi-level optimization
with smart merge mechanism. In this case vertices 5 and 6 are kept free because they
share a number of links with other communities greater than or equal to those they
share with their own community.
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specting the graphical representation of the detected communities (Figure 7.4a), it is

possible to note how a single community is composed by elements disconnected from

each other (see inset plot in Figure 7.4a). This happens because these disconnections

are disregarded by smart merge approach, as it asserts the goodness of a vertex by

checking only if its links are inside or outside. In light of this, to overcome this limita-

tion, it was enough to add a control on the communities detected by the basic version of

the algorithm (Hybrid-IA), which divides the clusters into their connected compon-

ents. Through this simple check, the detected communities appear to be more compact

graphically (Figure 7.4b), as well as reaching higher modularity values (see Table 7.3,

Section 7.3). This variant is called smart merge + check connect.

(a) (b)

Figure 7.4: Communities detected on Power network by (a) the smart merge ap-
proach and (b) the smart merge considering the connected components.

7.3 Experimental Results

To assess the robustness and efficiency of the proposed multilevel approaches, three

well-known benchmark networks were used, which are reported in Table 7.1. Obviously,

the comparison with the relative basic versions is also presented in this section to check

the improvements produced by the proposed approaches. In particular, Random-IA

has been considered as the basic algorithm for the random and smart explosion ap-
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proaches due to its stochastic nature; in this way, it can repair a small region of the

network disaggregated by the explosion mechanism. On the other hand, as described in

Section 7.2, Hybrid-IA has been used as underlying metaheuristic for the smart merge

approach, because this algorithm reaches in just a few iterations solutions with high

modularity value. Consequently, the backtracking approaches developed in random

and smart explosion, if applied on Hybrid-IA should disaggregate a high number of

communities at each stagnation of modularity, and then correct/repair all communit-

ies, increasing however the network size, and therefore considerably slowing down the

convergence of the entire algorithm.

Table 7.1: The benchmark networks used in the experiments.

Name Description |V | |E|
Email [74] University e-mail network 1133 5451
Yeast [25] Protein-protein interaction network in budding yeast 2284 6646
Power [146] Topology of the Western States Power Grid of the US 4941 6594

For all the experiments, both versions use the same parameter configurations, spe-

cifically a population of d = 100 solutions, a duplication factor dup = 2, τB = 20

as the maximum age allowed, and a mutation shape ρ = 1.0. Due to the different

algorithmic structures of the two versions, a different number of iterations MaxGen

was considered. In particular, for Random-IA we set MaxGen = 1000 for each level,

while in Hybrid-IA the number of iterations is related to the size of the network:

MaxGen starts from 50 iterations and progressively decreases proportionally to the

size of the network, to a minimum of 10 iterations.

For the multi-level optimization process, the random explosion reverts just Ne = 1

community to the original network, while the smart explosion approach disaggregates

Ne = 2 communities using a threshold Te = 0.5. The multi-level optimization with

the smart merge mechanism instead uses a Tm = 0.5 to construct the network for the

next level. Although multi-level optimization can stop its execution when it detects a

modularity stagnation, for an easier comparison all algorithms were run 30 times for

each instance and for a prefixed CPU time. In particular, in random explosion and
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smart explosion, which use Random-IA as basic algorithm, the CPU time limit was

fixed, respectively, to 1200 seconds for Email, 2400 seconds for Yeast and 3600 seconds

for Power. In smart merge approach, which uses Hybrid-IA as the underlying basic

algorithm, the CPU time limit was fixed to 120 seconds for Email, 900 seconds for

Yeast and 3600 seconds for Power.

7.3.1 Results

The first analysis of this research work focused on investigating the impact that the

two random and smart explosion approaches have on the basic version (Random-IA),

and how much they positively affect its overall performances. Figure 7.5 therefore

shows the convergence behaviour of the proposed multi-level approaches compared

with Random-IA. In particular, the three convergence curves of (1) Random-IA,

(2) Random-IA with random explosion, and (3) Random-IA with smart explosion

are displayed, from which it is possible to analyze how much improvement the two

proposed multi-level approaches produce compared to the basic version. With regard

to the larger benchmark networks, it can be clearly seen how the improvements pro-

duced by the two multi-level approaches are remarkably reaching significantly higher

modularity values. Inspecting only the comparison between the two multi-level ap-

proaches it is possible to assert: (a) on the Email network the random explosion shows

an initially slower convergence than smart explosion, whilst, afterwards, the two curves

join showing the same convergence behaviour. However, towards the end of the run,

random explosion is able to improve and reach a slightly higher modularity value than

smart explosion; (b) on the Yeast and Power networks, instead, smart explosion clearly

outperforms random explosion, especially on the larger network (Power), where the

distance between the curves is quite significant and clear in favour of smart explosion.

In Table 7.2 we can see, respectively, the best modularity found, the mean of

the best, and the standard deviation (mean±σ), for all three benchmark networks

considered. The outcomes shown in the table confirm what was asserted from the
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Figure 7.5: Convergence analysis over time of Random-IA, Random-IA with ran-
dom explosion, and Random-IA with smart explosion on the benchmark networks (a)
Email, (b) Yeast and (c) Power.

convergence plots, that the random explosion works better on the smaller networks

(i.e. Email), whilst smart explosion on the other two. With regard to the Power

network, which is the larger and then the most significant from the multi-level approach

perspective, the modularity value found by smart explosion is way better than the

others, especially with respect to the basic version that instead finds low values of

modularity (0.1260). This points out, then, how the multi-level approach designed in

smart explosion helps the random-search algorithm (Random-IA) in revealing good

community structures.

Table 7.2: Comparative results of random and smart explosion and Random-IA.
Best modularity found, mean and standard deviation (σ) as comparison measures.

Email Yeast Power
Algorithm best mean±σ best mean±σ best mean±σ

Random-IA 0.3841 0.3465± 0.0186 0.4411 0.4089± 0.0171 0.1260 0.1200± 0.0026
Random-IA+RE 0.5627 0.5416± 0.0142 0.5388 0.5210± 0.0091 0.5791 0.5568± 0.0124
Random-IA+SE 0.5539 0.5282± 0.0160 0.5538 0.5404± 0.0092 0.7532 0.7364± 0.0093

The same analysis was conducted to understand how the smart merge approach

affects the performance of Hybrid-IA, which is the basic version on which it is applied.
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In Figure 7.6 is therefore shown the convergence behaviour of the multi-level approach

compared to the basic one. By inspecting the three plots, it can be seen how smart

merge and the smart merge + check connect variant are similar on the Email network,

whilst in the Yeast one the connected-components version is shown to be slightly better

than the smart merge version alone. It is important to point out that both multi-level

versions improve in any case the performance of the basic algorithm, although such

improvements are moderate.
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Figure 7.6: Convergence analysis over time of Hybrid-IA, Hybrid-IA with smart
merge, and Hybrid-IA with smart merge + check connect on the benchmark networks
(a) Email, (b) Yeast and (c) Power.

The improvements produced by the smart merge and smart merge + check connect

approaches are best seen on the larger network Power, where the gap between the three

curves is clear and marked. In particular, the variant smart merge + check connect

produces sharply best performance, reaching considerably higher modularity values

than the basic version, and the smart merge one.

These improvements are also confirmed by the results reported in Table 7.3, both

in terms of best and average modularity value found. Indeed, by inspecting the table,
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Table 7.3: Comparative results of smart merge and Hybrid-IA. Best modularity
found, mean and standard deviation (σ) as comparison measures.

Email Yeast Power
Algorithm best mean±σ best mean±σ best mean±σ

Hybrid-IA 0.5782 0.5690± 0.0049 0.5858 0.5710± 0.0057 0.7202 0.7065± 0.0063
Hybrid-IA+SM 0.5824 0.5801± 0.0018 0.5929 0.5845± 0.0045 0.8125 0.7964± 0.0099
Hybrid-IA+SM+C 0.5813 0.5782± 0.0019 0.5998 0.5940± 0.0033 0.9321 0.9294± 0.0015

it clearly appears that, due to the high-quality solutions produced by Hybrid-IA on

networks not excessively large, the effects and improvements produced by the multi-

level approach are limited, while instead on the large one, where the basic algorithm

struggles to reach high modularity values, the improvement contribution given by the

multi-level approach is notable and mainly relevant (0.7202 vs 0.9321).

Finally, Table 7.4 reports the comparisons between the smart merge + check connect

variant (being the best approach) and the state-of-the-art: SS+ML, a multi-level

algorithm based on a single-step greedy coarsening and fast greedy refinement [110];

MSG-VM, a multistep greedy algorithm with vertex mover [124]; Louvain, a fast

multi-level greedy algorithm [12]; CNTS, a combined neighbourhood tabu search [65];

and CNTS-ML, the multi-level version of the CNTS algorithm [65]. It is possible to

see how the proposed multilevel approach is competitive with the community detection

state-of-the-art on the first two benchmark networks, a little less on the Power one.

However, on this last network, the results obtained by Hybrid-IA with smart merge

+ check connect are not so far from the compared ones.

Table 7.4: Comparative results of Hybrid-IA with smart merge and state-of-the-art
algorithms.

Network MSG-VM SS+ML Louvain CNTS CNTS-ML Hybrid-IA+SM+C
Email 0.5746 0.5813 0.5758 0.5820 0.5815 0.5813
Yeast 0.5948 0.6068 0.5962 0.6053 0.6055 0.5998
Power 0.9381 0.9392 0.9371 0.9380 0.9392 0.9321
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7.4 Conclusions

The multi-level models we propose for community detection on quite large networks and

which are based on two variants of an immune-inspired algorithm were experimentally

shown to be very competitive and efficient. Yet, still trailing some state-of-the-art

methodologies, especially on extremely large networks. Given such promising initial

results, as future work, we plan to tackle even larger networks, in particular biological

and online social networks. We will focus our research direction on implementing

mechanisms, such as reinforcement and probabilistic learning, to better guide the level

construction phase of the multi-level approaches to further improve both the objective

function and convergence.
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Conclusions

In this thesis work, some research contributions in the field of hybrid metaheuristics

have been presented. In particular, combinatorial optimization problems on graphs

have been analyzed, such as vertex/arc removal or grouping problems, using an im-

munological algorithm combined with local search techniques in the first phase, and

reinforcement learning components in the second step.

Initially, I focused my attention on designing a hybrid immunological algorithm,

called Hybrid-IA, to address the problem of Feedback Vertex Set, a well-known com-

binatorial optimization problem that finds application in many real problems. The

proposed algorithm has been tested on a dataset of over 800 instances with different

characteristics. The results of an initial preliminary experimental phase have shown

that the proposed algorithm has performance comparable to results obtained by other

metaheuristic algorithms. Moreover, tuning the parameters has allowed adapting the

search process of the algorithm to the features of the input instance, further improving

the results, especially on large instances of the benchmark dataset.

In parallel, a completely random immunological algorithm guided by stochastic
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operators was developed to solve the problem of Community Detection on social, bio-

logical and synthetic networks. The results of the experimental phase and the analysis

conducted show the reliability of the proposed algorithm. But the limits of this type of

search process are the large number of generations needed to converge towards accept-

able solutions for large instances of the problem. In light of this, this algorithm has

been extended by introducing a local search procedure, which aim is to locally max-

imizes the modularity function in a greedy way. The results obtained by the proposed

algorithm have been analyzed with respect to three similarity measures, showing the

ability of Hybrid-IA to detect a community structure more similar to the real one on

synthetic networks. Also, for this problem, it was investigated whether the location of

the local search procedure within the immunological algorithm affects its performance,

both in terms of solution quality and learning process. Analysis of the results has

shown that a high diversity of the population allows the algorithm to discover better

solutions.

Furthermore, two multi-level approaches have been proposed to tackle large in-

stances of the community detection problem. The first approach is based on a back-

tracking mechanism, while the second one is on a quality-based aggregation method.

Both multi-level optimization approaches have been applied using two different immun-

ological algorithms as an underlying heuristic. From the experimental analysis emerges

that the two proposed models help the underlying algorithms to significantly improve

their performances from both quality of solutions found and the computational point

of view.

Finally, I focused my research on designing a general-purpose framework for combin-

atorial optimization problems. The proposed algorithm combines a population-based

greedy metaheuristic with reinforcement learning techniques to extract useful inform-

ation from the local optima discovered during the search. The framework employs a

randomized greedy algorithm to construct new solutions and a probability learning

component to learn which solution components are more promising. The Feedback

Vertex Set problem has been considered as a case study. The results on the benchmark

157



8. Conclusions

dataset have shown that the proposed framework reaches better solutions than the com-

pared algorithms on squared and not squared grid graphs while obtaining comparable

results on random, toroidal and hypercube graphs.

Other contributions, not included in this document, concern experimental analysis

of how different strategies on an Ant Colony Optimization (ACO) algorithm affect

the optimization efficiency of the entire colony, in an unknown and dynamic environ-

ment [39, 38]. Furthermore, the ant colony optimization has been used to hybridize

an agent-based model to evaluate the effects of different behaviours in crowd simula-

tions [37, 36, 35], with respect to three evaluation metrics: the number of agents that

reach the goal and the time and cost required to reach it.

Currently, my research work is focused on an extension of the Construct, Merge,

Solve & Adapt (CMSA) framework, initially proposed in [15, 14]. The main idea is to

introduce a learning component to guide the construction of new solutions, similarly

as shown in Chapter 3. Some initial experiments have shown promising results on the

Weighed Vertex Cover.

In future work, I plan to investigate more in detail the probability updating proced-

ure of the framework proposed in Chapter 3 and to study some mechanisms to reduce

solution components probabilities periodically in order to forget some earlier decisions.

Additionally, I plan to apply the proposed algorithm to other types of combinator-

ial optimization problems. Moreover, starting from the idea proposed in Section 7.2,

I would like to develop a smart merge approach with probability learning within an

iterated multi-level optimization algorithm.
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Appendix

A.1 Parameter Tuning Results

In this section are reported the outcomes of the parameter tuning of Hybrid-IA for

the Weighted Feedback Vertex Set described in Section 2.2.3. For each value of ρ the

box-plots in Figures A.1–A.10 represents the distribution of the results over 10 runs

on instances of the training set, grouped by number of vertices, density (number of

edges) and weight range. The box represents the distribution between the first and the

third quartile, with a horizontal line to denote the second quartile (the median), while

the two vertical lines reach the minimum and the maximum values respectively. The

cross-shaped point represents the average value.
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Figure A.1: Tuning results for different values of the mutation shape ρ on random
instances with n = 100, m = 247, weight range [10, 50] (a) and [10, 75] (b), and on
random instances with n = 100, m = 841, weight range [10, 50] (c) and [10, 75] (d).
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Figure A.2: Tuning results for different values of the mutation shape ρ on random
instances with n = 200, m = 796, weight range [10, 50] (a) and [10, 75] (b), and on
random instances with n = 200, m = 3184, weight range [10, 50] (c) and [10, 75] (d).
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Figure A.3: Tuning results for different values of the mutation shape ρ on random
instances with n = 300, m = 1644, weight range [10, 50] (a) and [10, 75] (b), and on
random instances with n = 300, m = 7026, weight range [10, 50] (c) and [10, 75] (d).
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Figure A.4: Tuning results for different values of the mutation shape ρ on random
instances with n = 400, m = 2793, weight range [10, 50] (a) and [10, 75] (b), and on
random instances with n = 400, m = 12369, weight range [10, 50] (c) and [10, 75] (d).
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Figure A.5: Tuning results for different values of the mutation shape ρ on random
instances with n = 500, m = 4241, weight range [10, 50] (a) and [10, 75] (b), and on
random instances with n = 500, m = 19211, weight range [10, 50] (c) and [10, 75] (d).
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Figure A.6: Tuning results for different values of the mutation shape ρ on squared
grid instances with x = 10, y = 10, weight range [10, 50] (a) and [10, 75] (b).
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Figure A.7: Tuning results for different values of the mutation shape ρ on squared
grid instances with x = 14, y = 14, weight range [10, 50] (a) and [10, 75] (b).
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Figure A.8: Tuning results for different values of the mutation shape ρ on squared
grid instances with x = 17, y = 17, weight range [10, 50] (a) and [10, 75] (b).
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Figure A.9: Tuning results for different values of the mutation shape ρ on squared
grid instances with x = 20, y = 20, weight range [10, 50] (a) and [10, 75] (b).
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Figure A.10: Tuning results for different values of the mutation shape ρ on squared
grid instances with x = 23, y = 23, weight range [10, 50] (a) and [10, 75] (b).
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