DEPARTMENT OF PHYSICS

PH.D. SCHOOL IN
PHYSICS, ASTROPHYSICS AND APPLIED PHYSICS
CYCLE XXXVI

Time-Resolved Probing
of Magneto-Elastic Excitations
in Magnetic Materials

Disciplinary Scientific Sector FIS/03

Ph.D. Thesis of:
Pietro Carrara

Director of the School: Prof. Matteo Paris
Supervisor of the Thesis: Prof. Giorgio Rossi

Co-supervisor of the Thesis: Dr. Riccardo Cucini

A.Y. 2022-2023



Commission of the final examination:
External Referees:
Prof. Renato Torre & Prof. Em. Danilo Pescia

External Members:
Prof. Renato Torre & Prof. Stefano Bonetti

Internal Member:
Prof. Giorgio Rossi

Final examination:

22nd January 2024
Dipartimento di Fisica, Universita degli Studi di Milano, Italy



3

0 6¢ avelétaotog Blog
00 Biwtog avipmne

life without questions
is not livable for man

Plato, Apology 38a



Cover illustration:

Umberto Boccioni, Elasticitia, Museo del 900, Milano
Internal illustrations:

P. Carrara

Design:

A.D. Copia, Copiae

MIUR subject:
FIS/03



Contents

Abstract vii
Introduction ix
Thesis overview xi
Part I: Building bricks 1
1 Elasticity and Magnetism in solid-state: a quick overview 3
1.1 Acoustic waves 3
1.2 Magnetic excitations in solids 9
1.3 Magneto-elastic coupling 17
2 Transient-Grating spectroscopy 25
2.1 All-optical excitation and detection of acoustic and magnetic transients 25
2.2 Transient-Grating spectroscopy 30
2.3 Some examples 41
2.4 TG spectroscopy at NFFA-SPRINT 46
Part II: A TG approach to magneto-acoustic waves 53
3 All-optical generation and time-resolved polarimetry of magneto-elastic reso-
nances via TG spectroscopy 55
3.1 Sample growth and characterization 56
3.2 Experimentals 58
3.3 TG-pumped dynamics 62
3.4 Comparison to FMR results 65
3.5 Conclusions 72
Part III: A model platform for magnon-phonon hybridization 75
4 One-dimensional magnonic-phononic crystals: a model platform for MEC 77
4.1 The sample 78



4.2 A time-resolved approach to investigate magneto-acoustic modes 79

4.3 Exploring the modes 88
5 Coherent and dissipative coupling in a one-dimensional magneto-mechanical
system 99
5.1 Hybrid magnonics: an overview 99
5.2 Experimental approach 101
5.3 Analysis of a PM-MEC1 crossing 106
5.4 Conclusions and look-outs 112
Conclusions 115
Appendices 117
A Beyond uniform excitation 119
B Nonlinear optics approach to TG 123
C Characterization of Ni films 125
D Literature overview on NW samples 131
E Demagnetizing factors for orthorombic NWs 141
Bibliography 147
List of Publications 164
Acknowledgments 167

vi



Abstract

This booklet collects the results of my work as a doctoral student of the Ph.D. School
in Physics, Astrophysics and Applied Physics at Universita degli Studi di Milano, that
has been carried out since November 2020 at Istituto Officina dei Materiali of Consiglio
Nazionale delle Ricerche (IOM-CNR) and within the framework of Nanoscale Foundries
and Fine Analysis (NFFA) consortium.

My experimental activity addressed the coupling of magnetic and acoustic degrees
of freedom in transition-metal ferromagnetic systems. Within the NFFA-SPRINT labo-
ratory, hosted in the premises of the facility FERMI@Elettra (Elettra-Sincrotrone Trieste),
I developed a setup to perform optical Transient-Grating spectroscopy, and correlative
time-resolved optical spectroscopies (time-resolved reflectivity and polarimetry). Via
sub-picosecond optical pulses, acoustic and magnetic transients are impulsively gen-
erated: their intertwined evolution and decay are monitored via time-resolved optical
probing.

In a first experiment, a Ni thin film was investigated via Transient-Grating spec-
troscopy. Acoustically-driven magnetization precession was observed at the condition
of crossing of phononic and magnonic dispersions, at finite wavevector. With the aid of
correlative ferromagnetic resonance measurements the boundary of applicability of the
proposed experimental approach was established.

In a second experiment, time-resolved magneto-optical polarimetry was employed
to investigate magneto-acoustic waves excited in a ferromagnetic nanostructured array.
The details of the magnon-phonon mode crossing allowed to identify experimental fea-
tures which qualify the degree of coherence in the coupling; a Hamiltonian model was
proposed to account for the observations.
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Introduction

Low-energy excitations in the solid state naturally arise as a consequence of spontaneous
symmetry breaking and the onset of ordered phases. In the case of the ferromagnetic
transition, the rotational symmetry of a paramagnet is broken upon crossing the Curie
temperature: the ferromagnetic phase sets in, characterized by a finite magnetization M
as order parameter. Excitations of M are modulations of the magnetization direction that
can propagate in the form of waves: they are called Spin Waves (SWs) or magnons. Their
dispersion relation contains information on the fundamental interaction that drives the
phase transition, namely the exchange constant in the case of SWs [1]. Similarly, acoustic
phonons in solids arise as low-energy excitations in the low-symmetry crystalline phase;
the elastic parameters define their dispersion relation [2]. This general observation calls
for investigation tools to address the finite wavevector range of low-energy excitations
in the solid state.

Moreover, in correlated systems the rich ground-state phase diagram is determined
by correlations and interactions that coexist at similar low energy [3]. Their energy
competition can be addressed via spectroscopy of excited states, whence light on the
phase boundaries can be shed. Purposely enhanced population of low-energy modes can
also alter the ground-state equilibrium, driving phase transitions across the boundaries:
pump-probe experiments inducing transient order parameters ultimately stem from this
concept [4, 5].

To address these systems, it is of great help to conceptually separate a solid into dif-
ferent reservoirs: the electrons, the spin, the orbitals, the lattice. Each of these reservoirs
behaves as a closed thermodynamical subsystem, with its own thermal capacity. Inter-
subsystem coupling (electron-lattice, spin-lattice...) occurs at specific time and energy
scale. With the aid of the reservoirs approximation, it is possible to visualize how energy
is injected into the system, where it is dissipated, and which coupling channels are at
play [6]. Low-energy excitations are at the very core of thermal equilibrium in materials,
as they are the primary channels of inter-subsystems energy exchange.

Time-resolved experiments are an efficient approach, as they allow to visualize the
timescale at which phenomena occur, and thus the energies involved, as dictated by
the time-energy uncertainty. Ultrafast pulses [optical lasers, Extreme Ultraviolet (EUV)
and X-ray Free Electron Lasers (FELs), ultrarelativistic electron bunches] are the typical
sources employed: they are the fastest tool ever engineered by mankind, now mature to
go routinely in the sub-femtosecond regime. !

!While I am writing this thesis, Pierre Agostini, Ferenc Krausz and Anne L'Huillier are awarded the Nobel

ix



X Thesis overview

Typically, ultrafast optical lasers are tuned to inject energy into the electron subsys-
tem: then a de-excitation path starts, involving energy redistribution and finally thermal
equilibration. This is the case for a striking phenomenon investigated since 1996: magne-
tization quenching in Ni at the 100 fs timescale, with subsequent recovery in the picosec-
ond timescale [7]. This observation raised a complementary question: as magnetization
is intimately linked to angular momentum, a decrease of M must be accompanied by a
transfer of angular momentum at the same timescale. So, where is angular momentum
going in 100 fs? This question prompted intensive research in ultrafast magnetization
dynamics (or femtomagnetism) during the last thirty years, nicely accounted for in Ref.[8].
In recent experiments [9, 10] concurrently to magnetization quenching the generation of
circularly polarized phonons and strain waves was observed: they are suggested as the
sought-after sub-picosecond sink of angular momentum.

Complementary approaches have been pursued. If the ultrafast laser is in the Mid
Infrared (MIR) or terahertz range, light effectively couples to dipole-active phonons. In
the reservoirs model, the energy is injected into the lattice subsystem, whence it spreads
to the other reservoirs. Optical phonons have been observed to tickle the magnetiza-
tion and possibly to drive metastable phases [11]; or THz-driven circularly polarized
phonons to generate an effective magnetic field via spin-orbit coupling [12]. These ex-
amples suggest the pivotal role of low-energy excitations for the investigation of the
details of the interactions responsible for the onset of material phases.

Most of the reported examples involve excitation at zero wavevector: then what
about finite-wavevector excitations? Of course, this is a meaningful question only for
dispersive excitations: optical phonons, for instance, feature a basically flat dispersion,
and there is probably no reason to excite them at finite wavevector. For other excita-
tions, the possibility to drive and exploit the finite-wavevector range opens new possi-
bilities, starting from the quantification of the parameters of the underlying interactions,
as stated above. Furthermore, at finite wavevector crossing of different modes can take
place. In these configurations, coupling enhancement is expected between the two in-
volved reservoirs: for instance, hybrid magnon-phonon waves could enhance energy
(and angular momentum) transfer between the spin and lattice degrees of freedom. At
mode crossing, the coupling can take place coherently, with intriguing possibilities for
coupling engineering. Finally, finite-wavevector modes often propagate: one could en-
vision local driving of a transient order parameter, which is then allowed to propagate as
sustained by the excited mode.

This is the general framework in which this thesis is developed. The coupling be-
tween lattice and spin subsystems was tackled with time-resolved and finite-wavevector
optical techniques, mostly with the aid of an experimental optical setup for Transient-
Grating (TG) spectroscopy designed and commissioned during the thesis. Optically-
excited acoustic phonons and SWs, and their mutual interaction, were investigated in
ferromagnetic 3d systems (thin films or periodic nanostructures). The basic observa-
tion is that coherent magneto-elastic dynamics is observed in the configuration of mode
degeneracy, so at finite wavevector, upon application of suitable boundary conditions
(magnetic field strength, angle to anisotropy axis). These features find a natural place
in the context of acoustically-driven magnetization dynamics, often investigated for its
interesting technological fallouts: for instance, phonon-driven control of magnetization
allows to envision fast and energy-efficient next-generation magnetic storage platforms

Prize in Physics for experimental methods that generate attosecond pulses of light for the study of electron dynamics in
matter; https:/ /www.nobelprize.org/prizes/physics /2023 /press-release/.
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[13]. Framing the reported observations in the context of finite-wavevector excitation
of the order parameter opens the door to extension to more complex cases, which only
waits to be tackled with this approach.

Thesis overview

The present thesis reports experimental results on the coupling between acoustic and
magnetic low-energy excitations in ferromagnetic systems. The systems were tackled
mainly via optical spectroscopy, in a time-resolved fashion.

Part I aims at providing the building bricks, namely the theoretical and experimental
details needed to understand the performed experiments.

Chapter 1 gives a quick overview on elastic and magnetic properties in the solid
state: after a general introduction of the relevant terminology, the phenomenology of
excitations that can be addressed is presented. The details of magneto-elastic coupling,
with emphasis on the cases relevant for the experimental results, is then provided.

In Chapter 2 the experimental approach employed is described. The fundamental
aspects of excitation and detection of acoustic and magnetic transients via optical ultra-
fast pulses are briefly described. Then the working principles of TG spectroscopy are
provided: this technique by-design allows to address finite-wavevector excitations, and
as such can be the tool of choice in the context presented above. The details of the exper-
imental setup built during this thesis are then explained.

Part II (Chapter 3) collects the experimental results obtained on ferromagnetic reso-
nance driven by surface acoustic waves in a Ni thin film. The simplicity of the tackled
system allowed to investigate the limit of applicability of the proposed TG approach,
also in connection with complementary characterization via photon-driven ferromag-
netic resonance.

Part III reports experimental observation of magnon-phonon coupling in a one-di-
mensional artificial crystal. In this case the sample is on-purpose engineered to enhance
interaction of acoustic and spin waves: the periodic modulation of magnetic and elastic
properties defines it as a magnonic-phononic crystal, where non-traveling modes are
hosted and effectively interact.

In Chapter 4 the sample is described, together with the adopted experimental ap-
proach. Discussion of the observed signal proceeds together with supporting measure-
ments and simulations. Some insights into the sample magnetic and acoustic dynamics
are then reported.

In Chapter 5 the main analysis on the magnonic-phononic crystal results is reported.
The observed details at the crossing of a magnon and phonon modes prompted the de-
velopment of a Hamiltonian model for the interacting quasi-particles. The model (and
the observational details that led to it) are suggested as a phenomenological indicator
for general cases of hybridizing particles.
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CHAPTER 1

Elasticity and Magnetism in solid-state: a quick overview

The experimental work reported in this thesis addresses the interplay of acoustic and
magnetic low-energy excitations, both impulsively excitated via ultrafast optical laser
pulses. This calls for an introductory overview on the modeling of acoustic and mag-
netization waves in solids, to make clear the employed terminology, and to provide a
broader view of the context in which this project fits. The focus is on surface modes, as
the experiments mostly address excitations at the free surface of solid samples. The ap-
proach of this chapter is mainly on the results of the employed models, while few details
on their derivation are given: reference literature is suggested for each topic.

This chapter is organized as follows: the basics of acoustic dynamics in bulk solids
and surfaces is presented in Sect.1.1; the general framework to describe magnetization
dynamics, and the spectrum of low-energy excitations in ferromagnets are discussed in
Sect.1.2; the theoretical modeling of magneto-elastic coupling is the content of Sect.1.3.

1.1 Acoustic waves

The focus of this section is on acoustic excitations at the surface of a solid sample, in
the form of Surface Acoustic Waves (SAWs). ! Only acoustic waves with wavelength
A much longer than the unit cell of the investigated material are considered. This limit
is appropriately modeled in the continuum approximation, where the discrete nature of
materials at the atomic level is averaged into a continuous elastic system; quantization
effects are correspondingly negligible. The concept of phonon naturally arises upon quan-
tization of ionic motion, while in the continuum usually one speaks of acoustic waves;
this is just a matter of nomenclature, and throughout this thesis I will speak of phonons
and of acoustic (or elastic) waves with equal meaning. The continuum approximation
is usually valid for A > 10~® m, which typically means for frequencies f < 1 THz [14].
For acoustic waves in the continuum approximation, the dispersion relation is linear, and
the phase velocity does not depend on the frequency. Details on the continuum elasticity
theory can be found in Ref.[14-16]. The discussion develops with the following steps: (i)
how to describe deformations and forces in an elastic continuum, and how propagating
acoustic waves arise as solutions of the Newton equation; (ii) special wave-like solutions
at the free surface of a solid; (iii) phenomenology of acoustic excitation in thin films, both
free-standing and supported.

IThroughout this thesis, the terms acoustic and elastic waves are used with the same meaning, as long as
no confusion with the category of elastic/inelastic processes is possible. Strictly speaking, acoustics refers to
wave-like dynamical processes (sound waves), while elasticity indicates deformations that could be present
also without any acoustic wave. As the physical mechanisms at the basis of both are the same, the distinction
is not relevant here.
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Figure 1.1: Deformation of the infinitesimal volume dV for (a) ez« # 0 (longitudinal strain) or (b)
€z 7 0 (shear strain).

Acoustic waves in bulk solids

The mechanical deformation of an elastic body in the continuum model is encoded in
the displacement field. Consider a point located at r in the relaxed configuration; when
the deformation is applied, the point moves to ¥’ = r + u(r). The displacement is u(r) =
Xty (1) +Yuy, (r)+Zu, (r). The movement of each material point, possibly with explicit time
dependence, is fully specified by the displacement field u(r, ¢). This quantity is nonzero
also for rigid translations and rotations: for this reason, to quantify the deformation it is
appropriate to consider the derivatives of u(r), which are nonzero only for non-uniform
displacement. Only six components are independent, and constitute the strain tensor ¢;;
(not to be confused with the dielectric constant ¢;;):

_ Ouy _ Ouy _ Ou,
€xz = Oz Cyy = 872,/ €2z = 0z
1 /0u ou 1 /0u ou 1 (0u ou

V=3 (aé” 6yz> e =3 ( ot a;> oy =3 ( By +3xy) - (12)
The diagonal components refer to longitudinal deformation (compression or expansion)
and result in volume change of the unit cell; the off-diagonal symmetric components
refer to transverse deformation (shear) and only result in change of the relative angles of
the body, with no volume change (see Fig.1.1).

Now consider an infinitesimal volume dV of the solid, in cubic shape for simplicity.
The forces at play in elastic deformation are ultimately due to the electronic bonding in
the material, and they are as such short-range forces: the resultant of the external forces
acting on dV can be expressed as the sum of forces acting at the surfaces of the cube.
This concept is encoded in the stress tensor o;;. It quantifies the force along direction
J applied on a unit surface whose external normal is along ¢, with i,j = z,y,2. In
analogy with the strain, the diagonal components quantify traction forces, and the off-
diagonal components quantify shear forces. Stress always involves equal and opposite
forces on opposite surfaces of dV: if instead a force is applied to a single face, the cube
accelerates or starts rotating. This also fixes ¢,. = 0.,, and similar for the other off-
diagonal components.

In the linear elastic regime, stress and strain are in linear relation via the Hooke law:

(1.1)

Oi5 = Uijki€kl €ij = OijklOkl , (1-3)
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where C;;i; and S,y are the stiffness and compliance tensors, respectively. 2 Symmetry of
the crystals lowers the number of independent components [14]. For cubic crystals and
isotropic solids, the stiffness reads

Ci1 Ci2 Cyo 0 0 0

Ci2 C11 Cig 0 0 0

Cia Ci2 Cii O 0 0
0 0 0 Cyu 0 0 ’ 14
0 0 0 0 Cyu 0
0 0 0 0 0 Cu

where the Voigt notation has been employed to group indexes in pairs: zz — 1, yy — 2,
zz = 3,yz = 4, zx — 5, zy — 6. In the case of an isotropic solid 2Cyy = Ci1 — Cia:
thus only two elastic parameters are required to characterize the isotropic solid. Often,
instead of C; and C3 the Young modulus F and the Poisson ratio v are given, as they
are more accessible experimentally. Any elastic parameter can be obtained combining
two other parameters [17].

The net force acting on dV" along x is

0020 00y 004 )
Fx—< B + By + R )dV, (1.5)

similar relations hold along y and z. After some manipulation [18], the Newton equation
per unit volume reads
82@67; —C 32 Uk
P = ik Oz;0z;
where p is the average density. The displacement u propagates in the material in the
form of a wave.

Consider a plane-wave propagating along the (100) direction in a cubic solid (the
same holds for an isotropic solid at arbitrary propagation direction). Three independent
solutions exist, identified by their polarization [19]: a longitudinal wave, where only €, is
nonzero, propagates via local compression/expansion with velocity vy, = \/Ci1/p; two
orthogonal transverse waves, where either ¢,, or €,. are nonzero, propagate via shear
strains with velocity vr = y/Ca4/p. For other propagation directions, as well as for other
crystal structures, more complicated combinations of the compliance coefficients deter-
mine the velocity; moreover the polarization states can be not well defined, resulting in
a mixture of longitudinal and transverse character [14]. Note that the velocity in this
derivation does not depend on the wavevector: the dispersion relation is linear.

(1.6)

Acoustic waves in semi-infinite media

At the free surface of a semi-infinite solid half of the short-range restoring forces are
missing: the acoustic modes are modified accordingly. Consider the free surface as the
(x,y) plane, the propagation direction of the surface wave being along z; the (x, z) plane
is dubbed sagittal plane. The boundary condition at the free surfaceis o,, = 0., = 0y, =
0, namely no stress is applied from the vacuum.

2For isotropic solids, this linear relation reads e = o/ E, where FE is the Young modulus, and both stress and
strain are referred to the same axis. This means that 1/FE = S1111; however, E # C1111 as a matrix inversion
has to be performed.
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Figure 1.2: (a) Schematic strain and particle displacement for a RSAW. Adapted from [22]. (b-c)
Displacement [panel (b)] and strain [panel (c)] associated with a RSAW in soda lime glass as a
function of the depth into the bulk; the depth is measured in units of A, as well as the displace-
ments u;,Norm = ui/A. Typical displacements are in the angstrom range. Adapted from [23].

Plane-wave solutions to Eq.1.6 with this boundary condition result in a new acous-
tic mode, known as Rayleigh Surface Acoustic Wave (RSAW) [20, 21]; see Fig.1.2(a).
This mode is a surface mode: the displacement is exponentially confined at the surface,
meaning that its amplitude decays along z with the analytic dependence u,(z) oc e~ 74I*l.
The decay length is approximate equal to the wavelength: 1/, ~ A. Solving Eq.1.6
for RSAW, the details of the associated displacement field are obtained. Both u, and
u, are simultaneously oscillating, leading to a mixed polarization state, partially lon-
gitudinal and partially transverse along z. The two components are 7/2 out of phase:
the resulting motion is elliptical, confined in the sagittal plane [Fig.1.2(a-b)]. In terms
of strain, the only non-zero components are €., €,,, and ¢,,. The leading component
is €5, at least close to the surface [Fig.1.2(c)]: this is of large relevance for the mod-
eling of magneto-elastic coupling involving RSAW. The approximate phase velocity is
vrsaw ~ (1—1/24)vp, thus lower of any bulk acoustic velocity; typical velocities for met-
als and oxides are in the range 2 — 4 km/s [18]. The RSAW is linearly dispersing in the
low-wavevector range, as for other acoustic excitations; at the boundary of the Brillouin
zone deviation from the linear trend is observed [20]. Finally, the presented charac-
teristics hold for a cubic crystal or isotropic solid. For other anisotropic crystals, three
displacements are in general mixed, so that the motion is not restricted to the sagittal
plane; moreover, the velocity depends on the propagation direction, and the amplitude
decay in the bulk of the sample does not follow a simple exponential trend.

Supported and unsupported films

When a suspended membrane or a thin film on a substrate are considered, the topic
of acoustic dynamics becomes increasingly complex. Specialized literature is available
[16, 21]: here some general characteristics are reported, that help in understanding the
experiments reported in the following chapters.

¢ Instead of only the RSAW, in a film a whole spectrum of surface acoustic modes
exists, differing in frequency and spatial distribution of the displacements; if they
have similar polarization to RSAW, they are named pseudo-RSAW, or Sezawa
modes.

* A new class of waves appears, dubbed Love waves; they are in-plane shear waves,
with strain confined in the surface plane. An infinite spectrum of Love waves
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Figure 1.3: (a) Dispersion relation for RSAW for 10 um of ZnO on Si: the dispersion is approxi-
mately linear in the small- and large-wavevector limits. From [21]. (b-c) Phase velocity of the first
10 modes in a polymeric thin film as a function of the product hk; the film is deposited on Si [panel
(b)] or free-standing [panel (c)]. The phase velocities of the bare substrate or film determine the
limit values of the modes. The red dashed line in panel (b) indicates the threshold of leaky modes.
Adapted from [16].

(f)
T

only is supported if transverse velocity of the film v:’ is smaller than that of the

substrate v&f ) [21]. 3

* The velocity vsaw of SAWSs (and thus also the frequency) only depends on the prod-
uct hk, where h is the film thickness and k£ = 27 /A is the acoustic wavevector.

* The dispersion relation of these modes is no more linear, featuring variations as a
function of the wavevector as shown in Fig.1.3(a).

* A residual stress al@ is often present, especially for film produced via epitaxy on
crystalline substrate; this affects the low-wavevector spectrum [16].

In Fig.1.3(b-c) the dependence of vsaw on the product hk is reported for the first
ten acoustic modes. The addressed system is an isotropic polymer, but the observed
phenomenology can be extended to different materials. In panel (b) the results when the
polymer is deposited on Si substrate are shown: the lowest mode is the RSAW, the others
are Sezawa modes. For small hk (A large compared to the film thickness) the lowest

mode approaches the RSAW of the unloaded substrate ”r(<ss)Aw5 strictly speaking, only

this mode is surface-bounded in this limit. The other modes become leaky (see below)

if their velocity approaches the substrate transverse velocity véf ): in this configuration

they couple to bulk modes and start radiating away from the surface [21]. In this limit

3In isotropic overlayer/substrate systems RSAW and Love waves are completely decoupled; in the general
anisotropic case surface excitations with mixed polarization are present.
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the thin film basically does not affect the elastic properties of the substrate. For large hk
(A small compared to the film thickness) the lowest mode converge to the RSAW of the

bare film material vé&w, while the Sezawa modes converge to the transverse velocity

of the film v(Tf ). In this limit the substrate has a negligible effect: the acoustic dynamics
entirely takes place in a region far away from the buried interface. The dependence for
intermediate values depends on the details of the elastic properties of substrate and film

materials; generally a knee is observed when crossing the longitudinal film velocity v(Lf ),

(f)
T

Note that in the discussed case vy’ < v:(lf ): this is known as substrate loading condition.

In the opposite case vgﬂf ) > vgf ), known as substrate stiffening condition, the RSAW

exists only for low hk, while Sezawa modes are not present. The RSAW velocity is equal
to UI%)AW at hk = 0, increases with hk until it reaches vgs ). in this condition the wave
becomes leaky and is no more a confined surface wave at larger hk.

In panel (c) the case of a free-standing film is shown. In this case all the modes are
strictly guided, since no energy is radiated away; in this configuration the modes are

known as Lamb waves. For large hk again the lowest mode converges to the RSAW of

a thick slab of the material; the higher modes converge to the transverse velocity U(Tf ),

In this limit, the system can be seen again as a semi-infinite medium. For small hk the

lowest mode approaches the value 4/ ag) /p- This corresponds to the sound velocity

for a tensioned drumhead, as expected (while if no residual stress is present, this mode
approaches zero velocity). *

As mentioned above, in some configurations a mode can become leaky, meaning that
it is only approximately bounded to the surface (or interface). Leakage to the bulk takes
place for specific combinations of wavelength, frequency, polarization, and propaga-
tion direction that match a bulk acoustic mode, while not allowing a genuine solution
to Eq.1.6 with the surface boundary conditions. The coupling can be enhanced at spe-
cific leakage angles with respect to the surface [24]: for this reason, the leaky modes are
known also as surface skimming modes. Surface leaky modes and the respective bulk
modes are basically indistinguishable, as they share the same characteristics (polariza-
tion, frequency, dispersion). A leaky wave decades exponentially upon propagation, not
only as a consequence of ordinary losses, but also as due to penetration into the bulk.

For what concerns the experiments in the following chapters, the thickness of the
films investigated is much smaller than the acoustic wavelength: hk < 0.05 in all cases.
Thus the observed acoustic dynamics is solely determined by the elastic properties of
the substrates employed. Moreover, simple configurations are studied, namely isotropic
systems (both for film and substrate) or cubic crystals with acoustic excitation along a
(100) direction: thus only the fundamental RSAW wave is expected, out of the rich
zoology of SAWSs here presented. Also a surface skimming wave was observed (see
Ch.3), degenerate to a bulk longitudinal wave.

A special discussion is required for nanostructured systems. Considering an array of
nanostructures deposited on a substrate, the acoustic properties are largely hybridized
between localized modes within each nanostructure and extended modes involving the
substrate. The boundary between these two cases is not sharp; this will be discussed in
more detail in Ch.4 and 5, in connection to surface phononic crystals.

#This discussion naturally extends to buried interfaces: localized interface acoustic modes are supported,
whose displacement is exponentially confined in both the adjacent half spaces. These waves are dubbed Stone-
ley waves at solid-solid interface and Scholte waves at liquid-solid interface. Peculiar dispersion, amplitude
decay and polarization are exhibited [21].
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1.2 Magnetic excitations in solids

In magnetic excitations the quantization of the modes is likewise superseeded by a con-
tinuum approximation that is appropriate when addressing small wavevector dynam-
ics; the excitations will be dubbed interchangeably as SWs or magnons. Throughout
this thesis, SI units are used; note that large part of the scientific community working
on ferromagnets and resonance phenomena elaborates in cgs units. > To make clear
the starting point, the constitutive equation linking the magnetic fields and the magne-
tization is B = o (H + M), where yg is the vacuum permeability, M is the magnetic
moment per unit volume and H is the magnetic field; also the field B will be dubbed as
the magnetic field, even though it is strictly the magnetic flux density. ® Below the Curie
temperature T, a ferromagnetic material exhibits spontaneous ordering of the elemen-
tary magnetic moments, resulting in a finite value for M even in absence of any external
field. In 3d ferromagnets, which are considered in this work, the elementary magnetic
moment m is primarily due to the spin angular momentum via m; = —gsups, where
pwB = qeh/(2me) ~ 9.3 - 1072* Am? is the Bohr magneton, gs ~ 2 is the Landé factor
for electron spin and s is the spin angular momentum (adimensional as it is assumed
as measured in units of 7). For the orbital motion (largely quenched in 3d ferromagnets
[2]), a similar expression holds: m; = —g;ugl, with g; = 1 and 1 the orbital angular
momentum.

For both spin and orbital magnetic moment, angular momentum is at the very core of
magnetic properties of materials: for this reason the fundamental dynamical process for
a magnetic moment is precession. The magnetization M in a magnetic field H is subject
to a torque T = oM x H which determines precession around the field axis following

the mechanical equation

dM
o —YuoM x H | (1.7)

where v = g,pip/h = ¢egs/(2me) is the magnetomechanical ratio for an electron spin
(v/2m ~ 28 GHz/T). The precession frequency, known as the Larmor frequency, is wy, =
~ypoH; to give an order of magnitude, a Bohr magneton in a 1 T field completes a full
precession in 36 ps.

Eq.1.7 implicitly assumes a macrospin approximation: the elementary magnetic mo-
ments are averaged in a volume much larger than the unit cell, and the resulting dy-
namics is assumed as due to the cumulative magnetic moment. This approximation
also holds for non-uniform and time-dependent magnetization dynamics, as long as (i)
small enough portions of the sample can be identified, where the magnetization can
be assumed as homogeneous, and (ii) the addressed timescale is much longer than the
spin-spin exchange interaction, which is typically in the tens of femtoseconds range; in
other words, the magnetic moments feature collective dynamics described with a clas-
sical averaged magnetic moment if each spin site has enough time to feel any variation
of the neighbour, and to adequate its direction accordingly [1, 25]. Throughout this the-
sis, these conditions are largely met. The macrospin approximation is at the basis of the
calculations of magnetization dynamics via micromagnetic models [26].

A summary of the energy terms relevant to magnetization dynamics is now given;
further details can be found in literature [1, 2, 27].

5The book from Stéhr and Siegmann [1] employs SI units but with a different definition of the magnetic
moment m = polAf, with I, A, and i indicating current, loop area, and surface normal, respectively; in SI
units usually the factor 110 is omitted, thus some discrepancies in the displayed equations can be found.

They are all axial vectors likewise angular momentum L, and are parity even and time-reversal odd.
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* Exchange interaction. It is the interaction at the basis of the formation of sponta-
neous magnetic order below T in metallic 3d ferromagnets. The resulting Heisen-
berg Hamiltonian can be written as Hexe = — ), ; Jij8i - 8;. In ferromagnets it
couples neighbouring spins s; via a coupling J;; > 0: collinear configuration is
favoured. This interaction is isotropic, as the only variable is the relative angle
between the spins. In a macrospin framework it results in a free energy density
contribution [26] Fexe = A/M, [(VM,)? + (VM,)? + (VM.)?], where M is the
saturation magnetization and A is the exchange stiffness, measured in energy per
length (relations between A, J;; and the spin wave stiffness Ds,, are given in [28]).
A typical value is A = 10 pJ/m, resulting in energy density 103 — 10° kJ/m?3, or
equivalently 0.1 — 10 meV/atom.

* Magneto-Crystalline Anisotropy (MCA). This term sets a preferential axis for M
given the crystal structure of the material. Ultimately it stems from the Spin-Orbit
Coupling (SOC), which gives a preferential direction to the magnetic moments de-
pending on the anisotropy of the orbitals. Typically the free energy density is indi-
cated as Fyica = —K/Ms (M - ﬁ)2 in the case of a magnetization Easy Axis (EA)
identified by the unit vector @; K, is the uniaxial MCA constant. More involved ex-
pressions containing combinations of the director cosines are required to generally
describe MCA in crystals; in polycrystalline samples, it can be usually neglected
as the energy contribution averages to zero for random orientation of the grains.
Note that the anisotropy constants strongly depend on temperature. Hard perma-
nent magnets like SmCo alloys have strong MCA around 10* kJ/m?, i.e. about
1 meV/atom; typical values for 3d metals are much lower, around 5 kJ/ m? (0.5
peV /atom) for Ni, somewhat larger (400 kJ/m3, 40 peV /atom) for Co along the ¢
axis [28, 29].

* Shape anisotropy. At the boundary of a medium, the field H is discontinuous:
this sets the magnetization at the boundary as sources of a demagnetizing field Hy
acting inside the solid and antiparallel to M [1, 2]. Basically this is a self-interaction
of M with dipolar origin, generally complicated to be solved (a special case is dis-
cussed in Ch.4). The result is that an anisotropy builds up, strongly dependent on
the shape of the sample: in thin films an easy magnetization plane in the film sur-
face results, while in prolate cylindrical systems an EA along the cylinder axis re-
sults. The involved energy depends on the dimension of the object, becoming more
and more relevant as the size lowers. Generally speaking the shape anisotropy
gives an energy term Fy, = —uoM - Hy; the detailed expression depends on the
explicit form (if it exists!) for Hy.

* Zeeman energy. This is the usual energy term arising from magnetostatic interac-
tion with an external magnetic field: Fz = —p1oM - Hex. The equilibrium condition
corresponds to alignment of the magnetization to the field. For an order of magni-
tude, Zeeman energy for a Bohr magneton in a 1 T field is about 50 peV.

* Dipolar interaction. Besides the demagnetizing field, if M is not uniform long
range dipole-dipole interactions come at play, which decay with the cube of the
distance. This interaction only is present if V - M # 0, namely when there is a
spatial modulation in the magnetization.

* Magneto-Elastic Coupling (MEC). Interaction between the magnetic and elastic
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degrees of freedom adds a further energy term. This is the main subject of this
thesis, and it will be discussed in details in the next section.

¢ Other terms. In specific materials, other contributions can intervene. For example,
the Dzialoshinskii-Moriya interaction is an antisymmetric exchange favouring or-
thogonal alignment of adjacent spins: in competition with the other interactions, it
possibly stabilizes complicated spin structures like spin helices and skyrmions. In
some crystal classes, a sizeable magneto-electric coupling arises, whereas an elec-
tric field acts on the magnetization state [18]. In magnetic oxides superexchange
and double exchange contributions can be the relevant coupling mechanism, while
in metallic ultrathin heterostructures Ruderman-Kittel-Kasuya—Yoshida (RKKY)
interaction can play a relevant role [1]. All these terms are absent in the experi-
ments discussed in this thesis.

Each of these terms can contribute to the overall free energy density F'. The ground
magnetic state is obtained by minimizing F'. It is useful to condense all the contributions
into a single effective magnetic field, obtained from F' with a thermodynamical approach:

Hest = —i% . (1.8)
Precession dynamics in the case of different coexisting interactions is described inserting
this field into Eq.1.7.

It is common experience that a magnetized body tends to align to a magnetic field:
a compass needle oriented along x changes orientation if a magnetic field along z is
switched on. This requires the introduction of dissipation. In the alignment of the com-
pass needle there is variation of energy (it lowers for proper alignment) and of angu-
lar momentum, recalling that the magnetization is always accompanied by a coaxial
angular momentum. These dissipations are phenomenologically accounted for in the

Landau-Lifshitz-Gilbert (LLG) equation:

dM « dM
E = —7YHo (M X Heff) + M (M X dt) 5 (19)

where a (adimensional) is the so-called Gilbert damping. 7 Few comments follow.

* Dissipation is modeled via adding a frictional torque (second term at right-hand
side of Eq.1.9). While the Larmor torque points towards the precession plane, the
frictional torque at any instant points towards the equilibrium axis [see Fig.1.4(a-
b)]: thus it effectively describes the tendency of the magnetization to align to Hegs.
The frictional torque is proportional to the precession velocity, just like a frictional
force in dynamics is proportional to the linear velocity; this means that the quan-
tity « is a proper material-dependent quantity, while the actual decay time 7 for
a precessing motion depends on the Larmor frequency. In a thin film with out-of-
plane (OOP) magnetization (so that demagnetizing field plays no role), the relation
is 7 = 1/awr. More complicated relations hold in other cases [30].

7 An almost equivalent form is

dM Ac
—_— == M x Heg) — —
o Yo off) M2
where )¢ is a Gilbert relaxation frequency. This formulation is much easier to implement numerically as it
appears already in normal form. The simulated behaviour shown in Fig.1.4 has been calculated with this form.

M x (M x Heg) (1.10)
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Figure 1.4: (a-b) Dynamics of the magnetization according to the LLG equation (Eq.1.9). The
magnetization M (blue arrow) precesses around an external magnetic field Hex (red arrow) under
the action of the Larmor torque (o« M x Hey:, orange arrow). Because of dissipation, a frictional
torque [x M x (M x Hex), light blue arrow] forces M to describe a spiralling trajectory [dotted
line in panel (a)] until it aligns to the field. (c-d) Dynamics of the magnetization adding a radio-
frequency oscillating term H;¢ (green arrow) orthogonal to the static field. The additional torque
(o< M x Hy, yellow arrow) balances the frictional torque and, after an initial transient, M keeps
precessing on a stationary orbit. This is the principle of magnetic resonance spectroscopy with the
width (in frequency) of the resonance peak representing the dissipative terms.

¢ In the phenomenological coefficient «, all the interactions responsible for dissi-
pation of energy and angular momentum are included: scattering with defects,
emission of finite-wavevector modes, magnetic-dipole radiation in free space etc.

* H.s depends on M (see Eq.1.8): this means that during the precession He changes
as well. Thus the LLG equation is only meaningful if it is within a thermodynami-
cal limit, as discussed in connection with the macrospin approximation. Seen from
a computational point of view, it must be meaningful to compute at any instant
Hc in a given configuration, then apply Eq.1.9 to make M evolve, then compute
again the new Heg etc.

Ferromagnetic resonance

If the external field Hey is not static but also contains a time-dependent component, the
framework does not change: Hg is computed via Eq.1.8 and the dynamics is obtained
solving Eq.1.9. A special condition occurs when the time-dependent contribution is a
harmonic field H,¢ at angular frequency wy, typically in the radio-frequency (rf) range.
In this case a resonance phenomenon takes place, as the additional torque supplied by
H,¢ points away from the z axis [see Fig.1.4(c-d)]: the magnetization can be set into stable
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precession, with perfect balance of the frictional Gilbert torque and the externally sup-
plied torque. The torque is maximized if the rf field is orthogonal to the static component
of Heg. This is the condition of Ferromagnetic Resonance (FMR), a technique largely ap-
plied to investigate the magnetostatic properties of ferromagnetic materials and nanos-
tructures [31, 32]. Extensions of FMR exist, such as electron paramagnetic resonance
(EPR) appropriate for non-ferromagnetic systems and capable of precise quantification
of impurities and investigation of local field environment; Spin Wave Resonance (SWR),
which is basically FMR extended to standing SW modes across the thickness of a ferro-
magnetic slab; nuclear magnetic resonance (NMR), where all this started from, which
employs sometimes different concepts (and of course probes different interactions) but
it basically shares the same conceptual framework.

Experimentally, two approaches are employed. In the first case, a rf electromagnetic
cavity is employed; via a waveguide, a rf wave providing H; is injected and resonates
with narrow bandwidth at a single cavity mode. The sample is placed in a cavity antin-
ode, and Hey is tuned in strength until the sample is observed to strongly absorb the
rf intensity, meaning that wy, has been swept to the same frequency of the cavity mode.
In the second case, Hey is fixed, and the sample is mounted on a rf chip that allows
generations of tunable rf magnetic fields: typically it is a stripline, where AC current is
injected, thus generating an AC field. The frequency of the injected current is tuned until
strong absorption is observed, meaning that the rf field has reached wy. In the former
case only one resonance point can be obtained per cavity (unless higher cavity modes are
employed); in the latter case, the resonance condition can be observed in a continuous
band of frequencies: this technique is sometimes dubbed Broadband FMR (B-FMR).

In both cases the wavelength of the rf field is much larger than the sample dimen-
sions: this means that only uniform precession throughout the sample can be probed,
or at most odd-order Perpendicular Standing SWs (PSSWs) to which the 1f field has a
finite coupling along the film thickness. A special case of FMR analytical dependence is
elaborated in Ch.4; all these and much more details on the potentialities of FMR tech-
niques can be found in literature [31]. As a final note, it is worth stressing that in the
conventional FMR approaches the additional time-dependent torque is provided by a
an electromagnetic wave, i.e. by photons. The discussed physical process, though, is not
restricted to photon-driven FMR, but can be extended to other effective rf fields. This is
the approach discussed in Sect.1.3, where an effective rf magnetic field results from MEC
for time-dependent strain provided by SAWs.

Magnon spectrum in ferromagnets

Of the vast topic of SW spectrum in ferromagnets, only two highlights are here pre-
sented, relevant for the experiments discussed in the rest of this thesis: the case of the
bulk isotropic ferromagnet, and the case of the ferromagnetic slab, appropriate for thin
films.

The bulk isotropic ferromagnet. To get a glimpse of the general trends of SW spectra,
we start considering an infinite isotropic ferromagnet where only exchange, Zeeman and
dipolar interactions are at play. The SW spectrum reads [33]

2A 2A
Wk = THo <Hext + kQ) <Hext + k2 + M, sin® 91() ) (1.11)
po M po M

where k = |k| is the absolute value of the SW wavevector and 6y is the angle between



14 1.2 Magnetic excitations in solids

(@) b M'Hext
9k=7f/2 () k
V-M*0
© . M, Hoxq
9k=0
V-M=0

Figure 1.5: (a) Schematic dispersion relation for exchange SWs. The general trend is parabolic, as
dictated by the exchange coupling. The modes cover a manifold of possible state, identified by the
angle 6y between the wavevector k and the external field Hex. (b-c) Sketch of SWs propagating
along Hex [i.e. 6 = 0, panel (b)], and propagating orthogonal to Hex: [i.e. Ox = 7/2, panel (c)]. The
two configurations have different dipolar energy, as quantified by V - M. Adapted from [33].

Heff and k.

The dispersion is approximately parabolic in the large-k limit, where the SWs are
called exchange waves since the leading term is proportional to the exchange stiffness A.
This is schematically shown in Fig.1.5. The lowest band corresponds to 6 = 0°, and
its analytical dependence is wp,—o = wy, + 72Ak?/M;: the external field shifts rigidly
upwards the band. For this band the static component of M is along k: thus V- M =
0 and no dipolar interactions are at play [Fig.1.5(b)]. The precession cone is circular
and the dispersion is exactly parabolic at any k. The highest band corresponds to ¢\ =
/2. In this case for £ # 0 dipolar interactions are present, as V - M # 0 [Fig.1.5(c)].
As a result (i) the SW has larger energy (upward shift of the branch given by the term
M, sin? 6y), and (ii) the precession cone distorts from circular to elliptical (with the major
axis perpendicular to k). In the extreme limit of large wavevector, all contributions are
negligible as compared to the exchange term, and the SW spectrum is isotropic and
parabolic.

The isotropic ferromagnetic slab. In the opposite limit of small wavevector, the finite
extension of the ferromagnetic sample must be taken into account via shape anisotropy
effects. In this case the SWs are known as magnetostatic modes: despite the name they
are not static modes, but real waves, mostly with propagating character. The name stems
from the fact that their dynamics is largely determined by the magnetostatic parameters
of the sample (namely shape and aspect ratios of the ferromagnet and possible MCA);
since oftentimes the largest effect is given by the dipolar interactions as due to demag-
netizing fields, they are also known as dipolar waves. This is the appropriate model for
the SWs investigated in this thesis, as the typical wavevectors addressed are in the few
inverse micron range.

Consider a model of an isotropic slab of thickness &, free at both surfaces. The geom-
etry of the system is depicted in Fig.1.6(a): the normal to the upper surface is along z,
the magnetic field is applied in plane (IP) along the x axis. To start with, the exchange
stiffness is neglected. If the slab is thin (namely if » <« 1/k), it is convenient to treat sep-
arately the dispersion for out of plane (OOP) and IP wavevector. The OOP wavevector
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Figure 1.6: (a) Scheme of the configuration discussed for the isotropic slab. A ferromagnet of
thickness h lies in the (x, y) plane; it is magnetically saturated along the z direction by an external
field Hext. (b) Normalized IP dispersion relation for dipolar SWs. Each sheet represents the dis-
persion for a specific value of OOP k.. All the modes are degenerate at k = 0, where the dynamics
corresponds to the uniform precession probed by FMR. Along k. the modes exhibit negative dis-
persion, while they are all degenerate and non-dispersive along k. For 65 < 6 < 7/2 the surface
Damon-Eshbach mode arises, with frequency higher than all the other modes. The normalized
frequencies Qx, g, and Q5 are defined in the text. (c) Distribution along the slab thickness of the
first five OOP modes in case of unpinned surface magnetization. Adapted from [33].

component &, is no longer a continuous variable but takes on discrete values, as appro-
priate for quantized waves in a confined system [Fig.1.6(c)]. The boundary conditions
for M (namely pinned or unpinned magnetization at the surfaces, depending mostly on
the morphological quality of the surface) lead to different sets of solutions: for example,
for unpinned magnetization, the lowest mode is truly uniform across the depth of the
slab, while for pinned surfaces it features two nodes at the boundary; similar discussion
holds for the higher modes. However, the core of the following discussion is unaffected
by the boundary conditions.

The IP dispersion is a set of two-dimensional surfaces, whose frequency in Fig.1.6(b)
is plotted as a function of the IP wavevector. The slab is assumed as magnetically satu-
rated, i.e. M || Hegt || X. The normalized units used in the reported figure are appropri-
ate to model the general trend of the dispersion: Qg = Hes/M, Qp = /Qu(Qu + 1),
Qg = Qy + 1/2. Each sheet in Fig.1.6(b) corresponds to a different value of k., namely
a different spatial distribution of the SW amplitude across the slab thickness. Together,
the sheets correspond to the manifold depicted in Fig.1.5(a), in the low-% region. For
k || Heg the modes are non-degenerate and show negative dispersion, i.e. they decrease
in frequency for increasing wavevector. For k L H all the modes are degenerate and
the frequency does not depend on the wavevector. In all cases, the value Q2 fork = 0
corresponds to the uniform mode as probed in FMR experiments.

An additional sheet exists for § > fs: it is known as the Damon-Eshbach (DE) surface
mode. This mode is observed most easily for k | Heg, where it reaches the highest
frequency ()5 at large enough wavevector. Notably, DE mode exhibits non-reciprocal
character: the propagation direction is given by Heg x n, where n is the external normal
unit vector. Thus for the geometry of Fig.1.6(a) the upper surface supports a DE mode
propagating to the left while the lower surface supports a DE mode propagating to the
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Figure 1.7: Dispersion relation for exchange-dipolar SWs. The exchange interaction modifies the
spectrum of the dipolar SWs: the sheets are not degenerate at k = 0, nor for 6 = 7/2. Moreover, at
large k the sheets start swinging up quadratically, as required for exchange-dominated SWs. The
DE mode now is not distinguishable as it crosses all the subsequent sheets (the change of gradient
in the knees highlighted by the black dots is the hybridization with the DE mode). Adapted from
[33].

right. The mode is localized to the surface: its precession amplitude decay in the bulk
with a decay constant proportional to &, for pure transverse propagation; if  is reduced
from /2, the decay constant increases until diverges for § = 5. In the experiment
discussed in Ch.3, SWs at small 6 are addressed: thus the DE mode was not observed.
The case of OOP magnetized slab is reported in literature [33, 34] and is not relevant for
the experiments discussed in this thesis.

If now the exchange interaction is switched on again, the so-called exchange-dipolar
waves are obtained (see Fig.1.7): the name suggests that they are SWs with partial ex-
change and partial dipolar character. The most apparent effect is that at large enough
k each frequency surface swings up parabolically, following in the limit of large k the
trend of bulk SWs in an infinite medium [Fig.1.5(a)]. Moreover, if the exchange coupling
is present, the quantized modes along z are no longer degenerate since an extra exchange
term is added: this separates vertically the various sheets. This means that (i) at kpp = 0
the degeneracy is lifted, i.e. sheets for different &, start from different frequencies: this
is the physical origin of the signals observed in SWR (see above); (ii) the degeneracy for
k L H is lifted as well; (iii) the DE mode is somehow shared between different sheets
and it is not possible anymore to isolate it. In the limit of large h, the eigenvalue sheets
become a continuum of modes and the variable k. a continuous variable as for the in-
finite isotropic ferromagnet. In the dipolar-exchange regime, a key characteristic is that
after the decrease in frequency at small k, there is a bending upwards due to exchange
that dominates at large k. This means that in the low-£ region the dispersion relation has
a negative slope, so a negative group velocity: they propagate backward with respect to
the wavevector. For this reason the dipolar-exchange waves in the low-k region (before
the vertex of the parabola) are known as Magnetostatic Backward Volume Waves. A
summary of the observed SWs in the different geometries is given in Fig.1.8.
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Figure 1.8: Schematic summary of SWs observed in different configurations. The surface DE mode
can be observed for k L M; the backward volume SWs are observed for k || M; when M is OOP,
forward volume SWs are observed (not discussed here). Adapted from [27].

The present summary is only valid for an isotropic ferromagnet; in case MCA is
present, the SW spectrum is accordingly modified. The details are not relevant for the
present thesis; they can be found in selected literature [33-35].

1.3 Magneto-elastic coupling

Having introduced the two main characters at play, namely low-wavevector acoustic
and magnonic excitations, now their coupling is discussed. The topic falls within the
broad subject of MEC, encompassing both static and dynamical effects. The general
framework will be briefly described; then the focus will shift to dynamics, as this is the
interest of this thesis. The flow of the discussion will be: (i) definition of the free energy
density contribution due to MEC, (ii) derivation of the effective magnetic field, (iii) ap-
plication of this field to the case of space- and time-varying elastic strain, as relevant for
modeling SAW-driven magnetization dynamics in the framework of the LLG equation.

MEC is traditionally distinguished from MCA, even though microscopically they
both arise from the same mechanisms, namely (i) anisotropy in the atomic structure,
which affects the energy of electronic levels in crystal field environment, and (ii) SOC,
which allows this anisotropy to influence the magnetic subsystem. The basic experi-
mental observation is that the length of a ferromagnet changes by some parts per mil-
lion when it is magnetized, as the solid can lower its magnetic anisotropy energy upon
straining: this spontaneously takes place if the magnetic energy saving is larger than the
cost in elastic energy. This effect is generally known as magnetostriction. Typical ener-
gies are in the sub-millielectronvolt per atom range [see Fig.1.9(a)]: for Ni it is about 100
pneV/atom [37], comparable to MCA energy, and can rarely be neglected. Insights into
the microscopic origin are obtained by tight-binding calculations. In Fig.1.9(b) results of
calculations for bulk Fe upon uniaxial strain are reported: the density of states for some
d bands at the Fermi level is modified, resulting in modification of SOC and of MCA.
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Figure 1.9: (a) Variation of MCA upon uniaxial strain along the c axis for Fe, Co, and Ni (filled
diamonds, right scale) as obtained via DFT calculations; the overall energy is also reported (empty
circles, left scale), showing a parabolic minimum corresponding to the equilibrium configuration.
(b) Calculated change of density of states upon uniaxial compression of bulk Fe, from tight-binding
calculations. A shift to lower (higher) energy of bands with d,2 (red) [d,2_,2 (blue)] symmetry is
observed. This changes SOC interaction, and consequently affects the magnetic anisotropy of the
system. Adapted from [36].

Joule magnetostriction and its free energy density

In a ferromagnet solid below T, Joule (or linear) magnetostriction models the interplay
between strain and magnetization, namely what are the constitutive relations between
€;; and M if (i) the system is magnetically saturated via an external field (magnetostric-
tion), or if (ii) a strain is externally imposed (inverse magnetostriction). Other effects
exist, again related to MEC: for an overview see Ref.[37] and references therein.

Magnetostriction involves strain and the square of the magnetization [18]: ¢; =
Nijui M M,;. Despite being a second-order effect it is usually predominant on piezo-
magnetism (linear in the magnetization). Here below only the case of a cubic crystal is
discussed; for other crystallographic classes see [18, 37].

The free energy density contribution due to magnetostriction in a cubic lattice is [38]

1 1 1
B =B TT 2= 2= zz 2=
e =t [ (=5 ) wem (o5 ) ren (2 5) ¢

+ B [€y 00y + €450, 0 + €xy0py]

where «; are the director cosines quantifying the angle between axis i and the direction of
M, and B; are the magneto-elastic coefficients (measured in energy per volume: typical
values for 3d ferromagnets are in the £10 MJ/m? [37]); note that this is an approximate
expression as higher order terms can be present. ® From the definition of director cosine,

81n literature sometimes there is a factor 2 in front of Ba: this amounts to a renormalization of that quantity,
but has no relevance for the following discussion. Note also that the quantity B;cjay, are in relation to the
original tensor coefficients N;;;, as can be obtained from [18].
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a; = M;/Mj,: thus Eq.1.12 is recasted as [13]

B 1\ B
Fupc = 775 D € <M22 - 3> + 35 0> MiMjei; (1.13)
S S g it

here the fact that magnetostriction is quadratic in M; is more apparent.

In Eq.1.13 Fygc is linear in ¢;;. This is unphysical as would lead to arbitrary energy
saving upon strain: the balance with the elastic free energy density, which is quadratic in
€;j, leads to an energy minimum for any M. Note that since the magnetization saturates
at large field, the same holds for the magnetostrictive strain. * For further details see [37,
38]. Experiments usually give access not to B; but to the related parameters

2 B4 1 B
N2 Ajy = = B2 1.14
[100] 30, O [111] (1.14)

3Cyuy’

where the Voigt notation (see Sect.1.1) has been used for the stiffness coefficients. In a
cubic lattice A[19g) and A[111) completely describe the magnetostriction. They are adimen-
sional and typical values for Ni (Fe) are ;o) = —65(24) - 107% and Aj31q) = —28(—23) -
1079 [37]. In the case of an isotropic ferromagnet, a single parameter )\, is sufficient; for
a polycrystalline average of a cubic lattice it amounts to

2 3
As = g>\[100] + g)\[nl] - (1.15)

Magnetostriction results in the definition of a magnetic uniaxial anisotropy. The nature
of the anisotropy axis (being it an easy or hard axis) depends on the sign of the magne-
tostriction parameters; for details see Ref.[38]. In the static limit, this can be exploited to
toggle bistable magnetic (bit) state in magnetic nanostructures [39, 40].

Effective field

The effective MEC field is computed via Eq.1.8. We consider a thin film geometry, appro-
priate for the samples investigated in this thesis; the surface normal is along the z axis.
Following Ref.[41], a new Cartesian frame (c, §,) is introduced: the v axis is aligned
with the static magnetization, and the j axis lies IP. The relation between the two Carte-
sian frames is sketched in Fig.1.10. In the new frame, the dynamical components of M lie
in the (o, 8) plane. This is also the plane where the effective MEC field is to be evaluated:
according to Eq.1.8 and 1.13 it reads for a cubic lattice [41]

poMsHygc,o = — 2By sinf cos 0 [em cos? ¢ + €yy sin? p — ezz] +
— 2B5 [(€g2 cos ¢ + € sin @) cos (26) + 2¢,,, sin 6 cos O sin ¢ cos ¢]

poMsHyiece, 3 =2B1 sin@sin ¢ cos ¢ [eg, — €4y] +

— 2B [cos 0 (€, cOS p — €, SIN @) + €4,y sIn 0 cos (2¢)]
(1.16)

Joule magnetostriction is also at play in the ferromagnetic core of transformers, whereas a soft ferromagnet
is saturated by an ac field. During the (very narrow) hysteresis curve, the magnetization does not change
smoothly but presents finite jumps as due to pinning of domain walls at defects (Barkhausen effect). The
sudden jumps of the magnetization generate small strain pulses that can be heard with a broadband acoustic
receiver; in some old transformers, it can also be heard by bare ear as a hum.
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Ferromagnetic film

Figure 1.10: Scheme of the sample (cubic ferromagnetic slab) with the two Cartesian frames re-
quired for the evaluation of Hygc. The film lies in the (z,y) plane, with the « oriented along the
wavevector of the SAW (see below). In the auxiliary Cartesian frame the « axis points in the di-
rection of the saturated magnetization, the 3 axis lies IP, and the a axis is consequently defined
to have a right-handed triplet. The tilt # and azimuth ¢ angles are indicated. In the inset, the
precession cone for M is shown: the dynamical components (and so the precession plane) are in
the (o, B) plane. Adapted from [41].

Now the discussion specifies on the experimental situation discussed in the next
chapters. First, when the leading strain field is €, Eq.1.16 reduces to

toMsHyEC,o = — 2B1 €54 sinf cos cos? ¢ (117)
toMsHyec, 3 =2B1€,sinfsinpcosy . '

Second, when the equilibrium axis for M lies IP, as forced by the external field, then
6 = 7 /2: only one component is non-vanishing

poMsHwvec,3 = 2B1€g, 8in ¢ cos ¢ = Biegy sin (2¢) . (1.18)

Note that along the 7 axis there is a time-dependent effective MEC field: however it is
collinear to the equilibrium magnetization and does not contribute to modify its orien-
tation.

The torque acting on M is computed moving back to the original Cartesian frame,
where in the (z,y) plane it holds

M =M, (C.OS ‘/’>
sin

B, . —sin
toHMEC ZEGM sin (2¢) ( cos (;0) ,

(1.19)

such that the resulting MEC torque is

T™eCc = M X MOHMEC = 2316”{; sin (290) . (120)
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Figure 1.11: The amplitude of Hvec (see Eq.1.16) as a function of the IP angle ¢ is reported as
polar plot. The case § = 7/2 is considered. Each panel considers a single component of the strain.
Adapted from [41].

The effective MEC torque points OOP and is in phase to the strain. The same results can
be obtained keeping all the calculation in the original Cartesian frame (the notation is
more lengthy) [42].

From Eq.1.20 it can be seen that the sign of the torque does not depend on the sat-
uration direction of M: the dynamics is the same if the sample is saturated along ++.
This is ultimately a consequence of the magnetostriction being a quadratic interaction
in the magnetization. On the other hand, the sign and amplitude of Hygc (and thus
also of Tygc) feature fourfold symmetry in the azimuth angle ¢. In particular, as shown
in Fig.1.11(a) the MEC field vanishes if M is either collinear or orthogonal to the strain
field, while it is maximum for ¢ = 45° (+nm/2) [41, 43, 44]. An important note: if M
is set at a different IP azimuth ¢, also Hygc rotates jointly. This suggests that it is not
appropriate to simply think of a strain-induced MEC field, whose torque is maximized
for some value of ¢. Rather, Hyigc is defined by M, both in direction and in strength (see
Eq.1.8). It is better to think of it in general as a kind of self-interaction of the system; for
this reason no general explicit formula exists that simply gives the MEC field for a given
strain field.

MEC in the dynamical case

If €;;(t) is a time-dependent harmonic strain, a time-dependent harmonic field Hygc (¢)
results. It can be added with the other contributions to the overall effective field Hqg and
then inserted into the LLG equation. In analogy to photon-driven FMR experiments, the
time-dependent acoustic strain can supply a torque to balance the Gilbert damping: sta-
ble precession can result. Moreover, the strain can feature harmonic space dependence,
as resulting from an acoustic wave with ¢;;(r,t). Similarly, the field Hygc(r, t) is har-
monic in space and can sustain M precession with a phase modulation, namely a SW.
This is the conceptual background behind SAW-driven FMR (SAW-FMR).

As a general rule of thumb, to have large coupling between SAW and SW (and be-
tween two dynamical modes in general), the overlap of the corresponding waves has to
be maximized. This requires matching of both the wavelengths and of the frequencies.
Thus in general the best condition is obtained when there is matching of the disper-
sion relation of the two modes. This typically happens for SWs and SAWs in the few
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Figure 1.12: Schematic dispersion relations for a SAW (blue) and for an exchange-dipolar SW
(green). The dashed gray lines indicate frequency and wavevector of the experimentally excited
SAW. Upon tuning Hey: the SW dispersion can be shifted vertically until a matching to the excited
SAW is obtained (red circle).

inverse micron and few gigahertz range, if moderate magnetic fields are applied (see
Fig.1.12). The typical experimental approach is to fix wavevector and frequency of the
SAW (which are proportional via the sound velocity), and the strength of Hey is tuned
until a magnon band is swept vertically and matches the excited acoustic mode; this
approach is conceptually similar to the electromagnetic-cavity in photon-driven FMR.
Note, however, that the dispersion matching is not strictly mandatory: it is observed
that a high-amplitude acoustic wave drives the magnetization into precession even if no
natural magnetic mode exists at the probed wavevector and frequency [45].

An important note: the discussed approach considers the strain field ¢;;(r,t) as an
external condition that acts on M, while the back-action of M on the strain is neglected.
This back-action is in general expected, as the underlying thermodynamics connecting
the acoustic and magnetic reservoirs gives two-ways relations. Neglecting the back-action
is a good approximation whenever the SAW amplitude is much larger than the SW am-
plitude, so that the energy flow is basically one-way. The experiment discussed in Ch.3
(and in most of the referred literature as well) falls in this category. I will refer to this
as the case of phonon-driven magnons, or SAW-FMR as above. On the other hand, this
approach is not appropriate to describe strong magnon-phonon coupling, whereas the
two subsystems act one to each other. In this case a different formalism has to be de-
veloped: in Ref.[41, 46] the back-action is explicitly calculated and the coupled motion
of magnetization and acoustic field is computed. The approach I will follow in Ch.5 is
different, and the details will be described later.

SAW-driven SWs have been largely investigated in the past decade employing litho-
graphically patterned devices. An array of metallic Inter-Digitated Transducers (IDTs) is
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evaporated with a specific spatial periodicity on a piezoeletric substrate. A rf voltage is
applied to the IDTs, resulting in alternating poling of the piezoelectric: an acoustic wave
is launched if a mode exists at the frequency of the rf voltage and at the wavelength of
the IDT pattern. After propagation across the device, the SAW is sensed by a second
array of IDTs located at the opposite side: in the piezoelectric the SAW strain generates a
rf voltage transient which is recorded via a Virtual Network Analyser. If a ferromagnetic
thin film is deposited between the exciting and sensing IDTs, the SAW can excite mag-
netization precession: this happens if the resonance condition is met. The observable is
the reduced amplitude at the sensing IDT when FMR is driven [20, 47, 48]. In a series
of publications starting from 2012, Weiler et al. investigated the details of MEC coupling
in the dynamical regime, with special focus on Ni thin films [41, 43, 44]. These experi-
ments also allowed to elucidate more intriguing aspects, like the non-reciprocal MEC in
ferromagnetic multilayers [49] and in Dzyaloshinskii-Moriya compounds [50].






CHAPTER 2

Transient-Grating spectroscopy

Ultrafast laser pulses can impulsively trigger acoustic and magnetic dynamics in a sam-
ple. This is the topic of this chapter, with emphasis on the role of a spatially non-uniform
pump in fixing the wavevector spectrum of the excitations. Having an experimen-
tal technique to perform finite-wavevector spectroscopy is of relevance in solid-state
physics, as in many systems the phase diagram is determined by the energy compe-
tition of low-frequency excitations: this calls for characterization tools for the disper-
sion relations of the involved modes. Moreover, some excitations exhibit mode crossing
(i.e. energy and wavevector degeneracy) at finite wavevector: again, the details of the
mode coupling could be addressed with a wavevector-selective technique. An all-optical
(contact-less, as it is sometimes qualified) tool to selectively excite finite-wavevector
dynamical modes is of large experimental relevance: a variety of samples can be ad-
dressed in this way, with minor requirements as compared to lithographically patterned
devices. Finally, low-energy propagating modes have been proposed as basic elements
for new-generation information technology, and their possible energy-efficient excitation
via light pulses can be of interest for technical fallouts.

The subject of optical excitation of wavevector-selected transients is tackled start-
ing from some generalities on the pump-probe scheme and the specificities of optically-
triggered acoustic and magnetic dynamics (Sect.2.1); then the details of TG spectroscopy
are presented (Sect.2.2); some relevant examples of material transient gratings are re-
ported in Sect.2.3, with special emphasis on opportunities from magnetization-sensitive
experiments; finally, in Sect.2.4 the setup implemented and used for the experiments
discussed in this thesis is reported. The approach will be mainly phenomenological: for
further details the interested reader can refer to classical textbooks [51-54] and publica-
tions [16, 55-62] on the subject.

2.1 All-optical excitation and detection of acoustic and magnetic tran-
sients

The experiments discussed in this thesis aim at probing acoustic and magnetic excita-
tions, and their mutual interaction. The main experimental technique is time-resolved
(tr) optical spectroscopy, namely photon-in/photon-out spectroscopy on out-of-equili-
brium samples.

The employed approach is known as pump-probe. In a pump-probe experiment, a
pump optical pulse with duration At excites the sample into a largely non-thermal state.
The primary excitation process is usually very fast as compared to the investigated phe-
nomena, and can be assumed as a single instant, dubbed time zero (ty). The pump event

25
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Detectors

Figure 2.1: Scheme of an optical pump-probe experiment. The pump pulse excites the sample;
the probe pulse, at variable delay, probes the instantaneous state occupied by the system. The
transient signal, acquired in transmission or reflection geometry, gives information on the overall
transient dynamics triggered by the pump. From Ref.[3].

can also consist of a configuration more complicated than a single pulse, as it happens
in TG spectroscopy. The non-equilibrium state is characterized by non-thermal popula-
tion of particles and quasi-particles, whose detail depends on the characteristics of the
pump beam (duration, wavelength...). The sample then relaxes towards the free energy
minimum: along the de-excitation path successive cascading events can take place, ulti-
mately degrading the input pump energy into thermal energy. The probe beam monitors
the sample during the relaxation, resulting in a time-resolved signal informative of the
sample states transiently occupied.

To observe slow dynamics, the probe beam can be a CW laser, whose modification
upon interaction with the sample (in terms of intensity, polarization...) is continuously
monitored via fast detection. If fast dynamics is addressed (say, in the picosecond scale
or faster), no continuous acquisition scheme is available: the only possibility is to employ
a stroboscopic approach, whereas also the probe beam is pulsed. It is mechanically de-
layed with respect to the pump, usually employing retroflector mirrors on a mechanical
delay-line. ! The signal at a fixed delay is acquired, usually averaging some hundreds
of thousands of pump-probe events to improve statistics; then the delay line is moved,
and the signal at a different delay is acquired. This process allows to reconstruct the full
dynamics of the signal after the pump event, as schematically shown in Fig.2.1. In the
pulsed configuration the fastest dynamics that can be probed is given by the finite dura-
tion of the employed pulses, which can be routinely in the 100 fs scale or lower; technical
advancement to employ sub-femtosecond pulses is now mature to start investigation at
that extreme timescale [63].

1 A mechanical movement of 10 um of a retroflector mirror corresponds to a delay variation of 60 fs: thus
the sub-picosecond scale is largely within routine technical possibilities.
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The pump-probe scheme is meaningful if the sample has enough time from a pump
event to the next to recover the original ground state; this typically takes place in the
microsecond scale, thus a laser repetition rate as high as 1 MHz can be employed. The
pump fluence is usually high (typically in the millijoule per centimeter square range), to
ensure large excitation of the sample; on the other hand, the probe fluence is much lower,
so that the signal can be interpreted in the framework of perturbation theory. In other
words, the probe must be faint enough to only sense the state of the sample, without
inducing further non-equilibrium dynamics.

A final note is of relevance for the experiments discussed in this thesis. As stated
above, the duration of the pulses sets the ultimate time resolution of the observable dy-
namics (possibly further limited by the precision of the delay line, by jitter of the two
pulses, and other instrumental issues). There is also a more fundamental aspect, if the
experiment addresses oscillatory modes (like SAWs and SWs). The temporal envelope
of the pump is approximately Gaussian, with Full Width at Half Maximum (FWHM) At;
thus the Fourier Transform (FT) of the envelope is again a Gaussian, whose FWHM is
approximately 1/At. It turns out that the pump can efficiently excite only those oscilla-
tory modes whose frequency is well within the bandwidth of the pump: fmax = 1/(2At).
This regime is also known as impulsive excitation regime.

In the following, some basic mechanisms for excitation and detection of acoustic and
magnetic transients via light pulses are briefly discussed. For a broader overview see
Ref.[18].

Excitation: Inverse acousto-optics

Acoustic transients can be optically generated by pump pulses in absorbing sample.
The pump energy is absorbed by the electronic reservoir, and via complex relaxation
pathways it ultimately degrades into thermal energy: this couples to the elastic degree
of freedom via thermo-elastic expansion. In the impulsive regime, acoustic waves can
be triggered.

This approach has been extensively used in the context of picoacoustics to gener-
ate acoustic pulses at the surface of metallic samples [64]: time- and space-resolved
probing of these transients allows to evaluate the sound velocity and surface acoustic
anisotropies (from the deformation of the wavefronts, expected circular for an isotropic
surface). This approach is also at the basis of the generation of wavevector-selected
SAWs via TG spectroscopy. In anisotropic solids the thermal expansion can also lead to
thermally-excited shear waves [65].

Other effects can be at play: for example, if free carriers are optically injected in
the conduction band of a poled ferroelectric, they locally screen the elementary electric
dipoles, resulting in elastic strain as due to piezoelectricity (recall that all ferroelectrics
are also piezoelectrics). This effect is known as photostriction; it has been observed e.g.
in the static regime via the deformation on a magnetostrictive overlayer [66].

Excitation: Inverse magneto-optics

Light can be used to manipulate magnetic order. From the simplest application of heat-
assisted magnetic recording to recent experiments on non-thermal excitation of preces-
sion and all-optical switching, this field proceeded at the same pace with the devel-
opment of ultrafast laser technology. Moreover, fundamental questions related to the
intrinsic timescale for dissipation of angular momentum in strongly out-of-equilibrium
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transient states are addressed in such investigations, as discussed in the introduction.
Literature is available on the topic: I suggest in particular Ref.[8, 25].

The field can be broadly divided in two categories: thermal and non-thermal effects.
Experimentally, the former do not depend on the light polarization, while the latter do.
In thermal effects, the pump light is absorbed and leads to local heating. This modi-
fies the magnetization, which is reduced following the M, (T') curve. Moreover, heating
largely affects the anisotropy constants. As a result, shape anisotropy and MCA are re-
duced upon laser irradiation, and this can be exploited to perform magnetization switch-
ing at lower coercivity, or to trigger magnetization precession. Details on this aspect will
be presented in Ch.4 in connection with experimental results.

Non-thermal effects are dominated by the pump electric field, rather than its inten-
sity. For example, in some magnetic oxides the anisotropy is largely affected by im-
purities; exciting such impurities with a properly-polarized laser allows to impulsively
modify the anisotropy landscape of the material, thus exciting magnetization dynamics
[67]. Note that, despite the laser photons are absorbed, the triggering mechanism of the
magnetization is not thermal, in the sense that it takes place before the input energy has
degraded to heat.

Another class on phenomena, not involving photon absorption, have to be consid-
ered. In this case the laser field drives a non-resonant process involving virtual levels,
with close reminiscence to stimulated Raman scattering. During the duration At of the
pulse, the system is driven from the ground state into a non-equilibrium superposition
of higher electronic states where the effective SOC is enhanced: the spin state of the
involved electron feels a different effective magnetic field, and it is kicked out from its
pointing. When the light pulse is over, the electron falls back to the ground state mani-
fold, but since the spin points in a different direction the final state is slightly higher in
energy: the difference equals the energy of a magnon wavepacket. From a qualitative
point of view, everything goes as if the laser optical field acted as an effective impulsive
magnetic field directed along the propagation direction and with a sign given by the he-
licity of the pump photons: no magnetization dynamics is excited for linearly polarized
light, and coherent precession is triggered for circularly polarized light.

In the experiments discussed in this thesis, only thermal effects were exploited for
the generation of both acoustic and magnetic transients; the presented overview may
serve as a suggestion for future developments.

Detection: Acousto-optics

The acousto-optic effect relates variation in the dielectric tensor ¢;; (or its inverse) to
elastic strain: A (%) = Pijki€kl, Where p; ;1 is the acousto-optic (or photo-elastic) tensor
[18]. To gain the basic idea, consider an isotropic solid subject to hydrostatic pressure: the
atoms or molecules pack more closely, and the refractive index increases. Upon pressure,
also the electronic polarizability changes: in a compressed solid the electrons are bonded
more tightly, and their polarizability reduces. This again affects the refractive index.
Enhanced packing and reduced polarizability compete and can result in finite acousto-
optic effect. In case of a generic strain field, local compression or tilt of the electronic
orbitals are still at the basis of a variation of the dielectric tensor. The general result is
the introduction of birefringence and dichroism in the optical spectra; if the sample is
anisotropic, the optical axes can also rotate.

Acousto-optic effect is largely used in manufacturing and testing of plastic objects:
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(a) Fe (b) Co (c) Ni

Figure 2.2: Experimental values of the real and imaginary parts of €., in the optical range for Fe,
Co, and Ni. Adapted from [8].

polarization of the light is modified by induced strain, which thus becomes visible at
crossed polarizer detection. These measurements provide a rapid way to locate regions
of stress concentration. Another application of acousto-optic effect is routinely employed
in high-power laser technology: in Acousto-Optic Modulators (AOMs) the laser beam is
deflected via Bragg diffraction off a piezoelectrically excited acoustic wave inside an
acousto-optic crystal. The same physical principle is at the basis of TG detection of
SAWs, and in general of time-resolved optical detection of acoustic transients [68, 69].
Also Photo-Elastic Modulators (PEMs) are based on the same principle.

Detection: Magneto-optics

The dielectric tensor is modified by the magnetic state of matter: thus via light-matter
interaction it is possible to probe magnetism. The key notion is that polarized light
changes its polarization state and/or intensity when interacting with a magnetically or-
dered sample. The effect can be observed in transmission or in reflection, depending on
the experimental geometry and on the requirements of the sample (e.g. a thick opaque
sample can only be probed in reflection), resulting in the techniques known as Faraday
Rotation (FR) and Magneto-Optical Kerr Effect (MOKE).

Consider a cubic sample and a Cartesian frame oriented along its principal axes. In
the paramagnetic or unmagnetized state ¢;; is diagonal. If the sample is magnetized
along z, off-diagonal terms €., = —¢,, appear:

€ox  Ewy O
—Exy Eyy 0 | . (2.1)
0 0 e,

This expression summarizes the observation that circularly polarized waves propagat-
ing along z experience a different dielectric coefficient: the real part of ., gives magnetic
circular birefringence (different phase velocity) and the imaginary part gives magnetic
circular dichroism (different absorption cross section). The result is that an input beam
linearly polarized leaves the sample with rotated polarization and non-zero ellipticity.
The measurements of one or both of these quantities is the goal of magneto-optical spec-
troscopy: information on the underlying magnetization state of the material can be ob-
tained.

Magneto-optics mainly probes the orbital magnetic moment, not the spin one: the
latter can be derived assuming a fixed relation between the two [8]. This is the gross
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Figure 2.3: Possible geometries for MOKE, defined by the orientation of M (blue arrow) with
respect to the sample surface and to the reflection plane. Adapted from [71].

reason why transition metal ferromagnets (whose orbital angular momentum is largely
quenched [1]) feature smaller magneto-optical effects with respect to rare-earth; a com-
mon experimental trick is to dope a system with some heavy element such as Bi or a rare
earth, resulting in effective enhancement of magneto-optical signal [70]. Note that as
electronic transitions are involved in the definition and evaluation of ¢;;, the magneto-
optical effects are typically strongly wavelength-dependent, as can be seen in Fig.2.2.

In FR geometry, often the effect of the dielectric tensor (Eq.2.1) is condensed in the
expression fgr = VhM,, where the quantities are the rotation angle of the polarization,
the Verdet constant, the sample thickness, and the z component of the magnetization, re-
spectively. In MOKE geometries (see Fig.2.3), the following phenomenological approach
is often useful (full calculations can be found in literature [8, 18]). In Eq.2.1 information
on M is encoded in the off-diagonal coefficients; alternatively [8, 20] one explicitates the
M dependence, employing a magnetization-independent (but material-dependent) co-
efficient o. For an isotropic sample, the induced dielectric polarization is P = oE x M,
where E is the optical field of the probing beam. Assuming magnetization along z, and
incident light propagating parallel to M with E || X, a component P, is generated: this
radiates an electromagnetic wave coherent with the incoming field, but with orthogonal
polarization. Superposition of this wave with the reflected wave results in rotation of
the polarization direction, as observed in polar MOKE configuration. In other MOKE
configurations, the required experimental geometry can be understood employing the
same concepts. For example in longitudinal MOKE configuration, no effect is observed
for a normally impinging beam; the effect is maximized at large off-normal angle.

2.2 Transient-Grating spectroscopy

TG spectroscopy is an experimental technique that by design addresses finite-wavevec-
tor excitations. It involves three input optical beams (two pumps with different wavevec-
tor, and the probe) and an output beam obtained via diffraction of the probe; this can be
defined as a type of Four Wave Mixing (FWM) spectroscopy. In a TG experiment, two
frequency-degenerate coherent pump pulses simultaneously impinge on the sample at
angle 6 from the surface normal, as shown in Fig.2.4. Their interference generates a pe-
riodic modulation of the optical field at the sample position, with a wavevector selected
by the experimental geometry. Via light-matter interaction, the optical grating translates
into a periodic modulation of some material excitation: for example, excited electronic
states can be populated in correspondence to intensity fringes of the optical grating. In
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Figure 2.4: Sketch of the TG working principle with cross-sectional view at the (z, z) scattering
plane. Two degenerate pump beams (Pump A and Pump B) impinge on the sample at angle
+60 from the sample normal; their interference generates an optical grating with spatial period
A. Modulated excitation in the sample diffracts the probe beam (diffraction in reflection is also
possible, not depicted here).

the sample, deviation from thermal equilibrium couples to the optical properties, namely
the refractive index and/or the extinction coefficient: thus the sample behaves as a phys-
ical grating to the probe beam, that can be diffracted. Since the diffraction efficiency
depends on the amount of deviation of the optical properties from equilibrium (what is
dubbed the grating depth), the intensity of the signal beam is a proxy for the material exci-
tation: the time pattern of the sample response corresponds to time pattern of the signal.
This is the meaning of the expression transient grating: upon pump-induced excitation,
the sample exhibits spatially modulated optical properties, capable of diffracting the
probe beam; diffraction then ceases as soon as the material excitation dissipates, by local
relaxation or by diffusion. The time scale of the induced transients is extremely vari-
able: from tens of femtoseconds (electronic transients), to picoseconds (optical phonons,
spin diffusion), to nanoseconds (acoustic phonons and low-energy magnons) and more
(thermal diffusion, space-charge accumulation, chemical reactions and mixing).

Generally speaking, the entire process can be thought as a single step convolution of
the three input beams with an appropriate sample response function. The result is the
dielectric polarization responsible for the emission of the outgoing beam:

Pi(l',t) = /drldrgdrg/dtldtgdtg E]‘(I'l,tl)Ek(rg,tg)El(rg,,tg) .

.joz:l(r_rlir_r27r_r37t_tl,t—t27t—t3)7

2.2)

where E; (i = z,y, z) is the i-th component of an input electric field, the space and time
indexes 1 to 3 refer to the three input beams, and RS’,)d is the third-order response func-

tion; repeated indices are summed. The expression in Eq.2.2 is very general, allowing
for space and time non-locality; it is basically the definition of RS,)C ,» and as such is not
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Figure 2.5: Block diagram for the experimental chain for TG spectroscopy. The impulsive optical
grating modeled by a modulation tensor Mj; (Step 1) triggers an excitation in the sample AXj;
(Step 2), which couples to the optical properties resulting in a modulation of the optical suscepti-
bility Ax:; the probe is diffracted by the time-dependent material grating with a correspondingly
time-dependent efficiency 7 (Step 3). The meaning of the quantities displayed at the bottom is
explained in the main text.

much insightful. Elaboration of this equation with proper assumptions leads to simpli-
fication and eventually to direct addressing of some of the entries of Rg’,)d upon selected
TG experimental geometries [52, 72]. The following discussion will be more practical:
following Ref.[54] three steps are conceptually separated and described, namely (i) for-
mation of an optical grating by the two pump pulses; (ii) interaction of the optical grating
with the sample and formation of a spatially-modulated transient variation of the dielec-
tric properties; (iii) diffraction of the probe beam by the induced transients; the detection
of the transient diffracted intensity presents some subtleties and is discussed as a further
fourth step. Of course this separation is an approximation to the one-step model; still, it
proves rather useful to understand experiments and to envision further applications. In
Fig.2.5 the conceptual flow of the experiment is represented. An alternative approach,
involving concepts from nonlinear optics, is briefly outlined in Appendix B.

Step 1: Optical gratings

The first step of the model only involves the two pump beams, which are identified
with the subscripts A and B. The sample lies in the (z,y) plane and the optical axis is
along z. The two pumps are assumed as coherent pulses, with complex amplitude A;
(¢ = A, B) and same optical angular frequency w, and wavelength \,. They are identified
by the different propagation direction, defined by the angle +6 from the sample normal,
namely ks = kX + k.zand kg = —k, X + k.z:

E,4 (I‘, t) _ ﬂei(kwx—i—kzz—w,,t)

A (2.3)
Ep (r, t) = 7Bei(—kmz+kzz—wpt+¢) .

By geometry k, = £|k|sinf and k, = |k|cos 0, where [k| = 27/),. A possible difference
in the optical phase ¢ is explicitly added; the factor two at the denominator accounts
for the complex conjugate that should be added to have real fields. The finite pulse
duration At is encoded in the amplitude, together with the polarization state; moreover,
the pulses are assumed to impinge on the sample at the same instant ¢y.
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Figure 2.6: Four possibilities of optical grating for different polarization of the input beams; on
the right the beams polarization is sketched (in top view), on the left the results at the interference
region are shown (in front view), with black-white scale indicating the intensity modulation and
the arrows indicating the polarization of the resulting field. (a) Both beams s-polarized: pure
intensity grating. (b) One beam s- and one beam p-polarized: pure polarization grating. (c) Both
beams p-polarized: mixed intensity and polarization grating. (d) Both beams circularly polarized
(opposite helicity): mixed intensity and linear polarization grating. From Ref.[73].

The optical intensity in the interference region is

I o |Eq+Ep|* = [Eal? +|Ep|* + 2E4 - Ej; =

A4l? Apl? A4-A% .
:| :‘ +| fl + AQ Bez(Qk,I.r—cb), (24)

where the complex conjugate is denoted with the apex star. Assuming that the two
beams have the same amplitude and are both s-polarized (i.e. Ay = Ap = A x V),
Eq.2.4 becomes
2
I x % 1+ ei(%”ﬂz’)} , (2.5)

whose real part is
AP
I x N [1+ cos (2k,x — @)] . (2.6)

Thus the intensity has a cosine modulation along the z axis; the phase difference ¢ only
amounts to a lateral shift of the optical grating. The spatial period A of the optical grating
and its wavevector ¢ are given by

2w 47 sin 6
= — = 2 = 2.7
7= K N (2.7)

recalling that k, = (27/),) sinf. The induced wavevector, which lies IP by design, can
be tuned either by changing the impinging angle 8, or changing the optical wavelength
Ap. Note that the latter is a motivation driving research for the extension of TG spec-
troscopy to FEL-based experiments, where EUV or X-ray photons are employed in order
to achieve reduced grating pitch, possibly down to few nanometers; this, of course, in
addition to the specific physics that can be addressed at those photon wavelengths.
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Having both beams s-polarized in not the only possibility. A generalization of Eq.2.4
is given by defining a modulation tensor M;; as

Mij = AaiAg (2.8)

where as above Ax ; is the i-th component of the electric field amplitude of beam X.
The amplitude of the intensity modulation in this case is given by Al = |Tr (M;;)|. In
the case of two s-polarized beams M;; = diag(0,|A[?,0) and AI = |A|? as expected.
With the definition 2.8 generalized polarization gratings, induced e.g. for A4 L Ap,
can be treated on equal footing: this approach is relevant to model dichroism-sensitive
dynamics. Some cases are shown in Fig.2.6, and are addressed at length in Ref.[54]. Two
concluding notes:

e the optical grating is stationary if the two pumps have the same frequency: for
non-degenerate beams (generalized FWM condition), traveling grating structures
are obtained;

¢ the FT of the pump grating on the sample is peaked at finite wavevector +¢:

bz F)?

I(k) x e 307, 2.9)
where ¢ is a broadening in wavevector space due to finite size of the optical grating
and to non-unity fringe visibility; here k, is the x component of the independent
variable k. The excitation triggered in the sample has to be compatible with this
wavevector spectrum.

Step 2: Transient gratings in materials

The optical grating is transferred to the sample via light-matter interaction. A huge
phenomenology can be addressed: I refer to the next section for some examples. To first
order, the optical grating identified by the modulation tensor M;; linearly couples with
the variation AX;; of a material property X:

AX; =g M, (2.10)
where the coupling strength gg? ,2 , is a rank-four tensor which depends also on the pump
frequency (thus the p superscript). Depending on the nature of excitation, AX can be
a scalar (e.g. temperature, density), vectorial (e.g. electric field, drift velocity, magneti-
zation) or tensorial (e.g. stress, strain) quantity: Eq.2.10 should be modified accordingly
case by case.

The modulated variation of property X couples to the optical properties of the sam-
ple, inducing a corresponding modulation of refractive index and/or extinction coeffi-
cient. Since in general the optical properties of a solid are anisotropic, it is useful to keep
on with tensorial expressions using the optical susceptibility x;;; this also allows to treat
dichroism and birefringence. ? To first order one can write

OXij
Axii = | 2222 ) AXy, . .
Xij (anl> kl (2 11)

2Optical (or dielectric) susceptibility is related to the dielectric function via x;; = &;; — 1; the complex
refractive index 2 = n + i can then be obtained since ¢ = 722, whenever the magnetic permittivity can be set
to one (which is usually the case in the optical regime). Note that the tensorial nature of the optical properties
is lost with the last identity.
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This shows that the anisotropy of Ay;; may be either due to the sample medium itself
(e.g. crystalline structure, external fields, order parameters...) or be induced by the grat-
ing: for instance, even in an isotropic solid, pump-induced thermal expansion creates
anisotropy, in the form of strain along . Combining Eqgs.2.10 and 2.11, the variation of
the susceptibility can be related directly to the optical modulation tensor.

A wide class of light-induced gratings is quasi-stationary, e.g. temperature gratings.
In these cases the grating amplitude experiences monotonous decay as due to diffusion
processes (heat diffusion in the case of temperature gratings). Other mechanisms in-
volve amplitude oscillations in connection to wave propagation: for example density
variations create sound waves, i.e. acoustic phonons. Often the two mechanisms coexist,
resulting in coherent amplitude oscillations superimposed to an incoherent monotonous
background.

Adopting thermodynamical concepts like temperature, density etc. is valid only if
the absorbed energy is locally thermalized: in this approximation, the triggered dynam-
ics gives information on the equilibrium properties of the sample, like the frequency of
acoustic phonons, or the thermal diffusion constant. This simplified discussion thus
requires previous knowledge (or at least a careful handling) of the timescale of the in-
volved excitations coupling the various degrees of freedom in the sample. Real equi-
librium is obtained in the sample as a whole only when the pump-induced spatial in-
homogeneity is washed out. Importantly, Eq.2.10 and 2.11 linearly couple the material
response to the input optical trigger: in other words, such equations implicitly assume
linear response theory. With this assumption equilibrium statistics can be used to com-
pute the material evolution, which translates in the possibility to extract equilibrium pa-
rameters from the observed TG-induced dynamics: for instance, the frequency of TG-
triggered acoustic oscillations relates to the equilibrium phonon spectrum of the sample
under study, or the decay time of quasi-stationary thermal grating is given by the equi-
librium thermal properties. This is a strong assumption, whose validity can be explored
via systematic variation of the pump fluence. Indeed, at large pump fluence, the sys-
tem is thrown in a largely perturbed state, where the material properties (e.g. phonon
frequency, thermal diffusion coefficient...) deviate from the equilibrium values. An
example of this is discussed in chapter 4.

Four further comments:

e The quantity dx;;/0Xw can be obtained from very different measurements: for
instance, the influence of strain on the optical susceptibility can be derived from
static elasto-optic experiments (see e.g. Ref.[18]). This demonstrates the utility of
the conceptual separation between pump-induced excitation (Eq.2.10) and subse-
quent modification of the optical properties (Eq.2.11).

¢ In the presented scheme, the excitation triggered by the pump is also the one re-
sponsible for the variation in optical susceptibility: this is not always the case.
Indeed, the primary excitation is oftentimes electronic: during its decay, different
lower-energy states (e.g. electronic or vibrational) can be populated and thus form
secondary gratings; finally, local thermalization produces a temperature grating,
with corresponding stresses and density modulations. All these deviations from
equilibrium can couple to the optical properties of the sample, so that they result

in transient material gratings. The flow of energy from the optical grating to all

these cascading excitations is basically encoded in gl(f,ll A possibile scheme of

the de-excitation path is sketched in Fig.2.7, involving electronic population AN,
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Figure 2.7: Scheme of possible de-excitation paths for a TG experiment. The field of the optical
grating can couple to a primary population grating AN, to strain o, to a magnetization grating
AM; successive relaxation can lead to secondary gratings, like temperature gratings AT'. In all
cases, the transient material gratings couple to the optical constants An and Ax.

strain o, magnetization AM and temperature AT" these are the relevant cases for
the experiments discussed in this thesis.

* The optical susceptibility is in general complex: the modulation of the optical prop-
erties of the sample can involve the refractive index (real part) or the extinction
coefficient (imaginary part) as well, resulting in the formation of so-called phase or
amplitude gratings, respectively, in analogy with standard grating nomenclature.
The specificity of these two kinds can be addressed via phase-sensitive detection
techniques [74].

¢ In single-pump experiments, the relaxation of the excitation either takes place
locally (e.g. electron-hole recombination) or by OOP diffusion; with TG spec-
troscopy also the IP diffusion (i.e. lateral transport phenomena) can be addressed,
as schematically shown in Fig.2.8. Comparison of TG and single-pump experi-
ments allows to quantify anisotropic diffusion processes.

Step 3: Diffraction from transient gratings

The detection of the transient excitation in the sample proceeds with standard diffraction
of the probe from the induced modulation of the optical susceptibility. The amplitude of
the diffracted intensity is a measure of the amplitude of deviation Ay;; from equilibrium,
namely the grating depth.

For the probe and scattered beams (denoted from now on with letters C and D, re-
spectively), the usual law of diffraction applies [75]:

A[sinfc +sinfp] =mAe, m=0,+1,+2... (2.12)

where m is the diffraction order; the angles 6 and 6 p are measured from the sample nor-
mal, with the convention that an angle is positive if measured counter-clockwise (other
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Figure 2.8: A material grating with unitary amplitude [panel (a)] relaxes via local recombination
effects [panel (b)] or by diffusion [panel (c)]. In the former case, the maxima of grating depth
reduce in amplitude; in the latter case the reduction of the maxima is accompanied by a rise of the
minima. In both cases the overall contrast decreases.

conventions exist, with proper modification of Eq.2.12). The vectorial meaning is that the
probe beam acquires, upon diffraction from the grating, an extra wavevector component
equal to an integer multiple of the grating wavevector, namely

kD:kc+mq, m==1, £2 ... (213)

where kp is the wavevector of the m-th order diffracted beam. Since the grating is not
moving, the probe and scattered beams have the same frequency and absolute value of
the wavevector.

If the grating thickness d is larger than its pitch A (case of thick grating), the grating
wavevector is strictly on the reciprocal = axis. With the experimental geometry of Fig.2.9,
Eq.2.13 becomes

kD,m = kC,:r + mq (2 14)

kD,z = kC,z .

This set of equations can be solved, with the constraint of same frequency for the two
beams, only if
2kc, =mq, (2.15)

which is the Bragg condition. An equivalent restatement is

. _ mAc
Slnec = W 3 (216)
or again: 3
0c| = 16b] - (2.17)

3Sometimes the angle of the diffracted beam is measured from the incoming beam, rather than from the
grating normal. In this alternative case, Eq.2.17 is modified into |0c| = |0 p /2|; Eq.2.12 must be modified, too.
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Figure 2.9: Sketch of Bragg diffraction in the case of a thick grating. (a) Diffraction in the Bragg
condition occurs when constructive interference corresponds to specular reflection at the grating
fringes: |0c| = |0p|. (b) In Bragg condition the transferred momentum is entirely along = and
amounts at the grating wavevector q.

Restated again, in the Bragg configuration the angle for constructive interference also
corresponds to specular reflection from the grating fringes. The physical meaning is that
only in this reflection-diffraction configuration the waves diffracted at arbitrary depth
along the z direction all add in phase (see Fig.2.9). In the opposite limit of A < d (condi-
tion of thin grating), the grating wavevector exhibits smearing in the reciprocal z direc-
tion of order d~! caused by the finite thickness of the grating. The constraints are relaxed
in this case, and diffraction can take place also if the incidence angle is not matching the
Bragg condition.

There is no clear boundary between these two limiting cases: this brings the dis-
cussion to the diffraction efficiency, which employing for brevity the complex refractive
index n = k + ik reads

n= (”d)Q [(An)? + (Ak)?] 1, . (2.18)

The efficiency depends of course on the grating depth (terms An and Ax). Following
Ref.[62], n contains also a geometrical term 7, accounting for the possibility of off-Bragg
diffraction (namely, that the probe beam impinges at an angle different from the Bragg

angle):
sin (%) ’

g = Aqzd ’
2

(2.19)

where Ag, = | cos ¢ —cos Op|ncke is the wavevector mismatch in the forward direction
between probe and signal beams, and n¢ is the refractive index at the probe wavelength.
From Eq.2.19 74 equals unity if:

* d — 0, namely if the grating is thin or if the diffraction is due to surface morpho-
logical modulations: in these cases the geometrical coefficient is unimportant;
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Figure 2.10: Geometrical efficiency 7, as a function of the probe input angle ¢ for three values
of grating thickness d. The calculation, based on Eq.2.19, assumes values for probe wavelength,
grating pitch and refractive index corresponding to the conditions for the experiments discussed
in the following chapter, namely A\¢ = 0.514 um, A = 2 um, nc = 1.5. The peak of efficiency
corresponds to proper Bragg configuration, and it is approximately 5 = 5.9°. The diffraction
efficiency is symmetrical with respect to ¢ = 0°.

* Ag, — 0, which happens if |0c| = |0p| = 05, i.e. for proper Bragg incidence.

These aspects are shown in Fig.2.10, where the dependence of 7, on the input probe
angle f¢ is shown for the case Ac = 0.514 ym, A = 2 ym, nc = 1.5 (relevant for the ex-
periment discussed in the next chapter). Three values of grating thickness are assumed,
namely d = 20 pum (thick grating, blue line), d = 2.5 ym (intermediate thickness, green
line), d = 0.1 ym (thin grating, yellow line). The peak of efficiency is always at the
same input angle, corresponding to proper Bragg configuration: 6o = 5.9° for the con-
sidered parameters. What changes with the thickness is the width of the central lobe.
For diffraction from thin gratings or from surface gratings 7, can be safely neglected; if
the thickness is comparable with the pitch, as it is the case for SAWs, the tolerance in
the input angle is still quite relaxed (FWHM = 15°); for thick gratings the requirement
becomes more stringent (FWHM =~ 2°).

The diffracted intensity is proportional to 7: for quasi-stationary grating 7 decays
monotonously, while for a coherent mode it exhibits a time modulation at the mode
frequency. Note that measuring the diffracted intensity is a standard experimental task,
which does not require complex instrumentation: diffraction efficiency of 1075 can be
routinely detected, which corresponds to variation in the optical path dAn < A¢ /1000
(assuming Bragg configuration: n, = 1) [54].

Step 4: Detecting transient diffraction

If the probe beam is pulsed, the diffracted intensity is acquired in a stroboscopic fashion,
setting the delay between pump and probe via a mechanical stage; if the probe is a
CW beam, the diffracted intensity is continuously acquired via a fast photoreceiver and
digitizer. In both cases, the signal beam propagates in a direction where no other beam
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Figure 2.11: Simplicistic simulation of the induced material grating [panels (a-d)] and resulting
diffracted intensity [panels (e-h)]. Four situations are considered, namely only quasi-stationary
grating [n. = 0, panels (a) and (e)]; coherent contribution smaller than the incoherent contribution
[ne < mi, panels (b) and (f)]; coherent contribution larger than the incoherent contribution [r. > 7,
panels (c) and (g)]; only coherent grating [1; = 0, panels (d) and (h)]. For each case the deviation
of the optical susceptibility Ay is plotted as a function of the position along the sample surface
normalized to the grating pitch A; a Gaussian spatial envelope was modeled. The amplitude of the
material grating is plotted at four delays, covering a full period of the coherent contribution. The
diffracted intensity, reported as a function of the normalized time delay (in units of 27/w), was
obtained by squaring the material grating profile (see Eq.2.18), performing spatial Fast Fourier
Transform (FFT) and acquiring the magnitude of the peak located at the grating spatial frequency.
The coloured dots on the intensity traces relate to the four delays plotted in panels (a-d). If . > n;
a spurious second harmonic appears in the intensity traces, that does not relate to any physical
oscillation in the material: it simply originates from the 7 flip in the spatial phase of the grating
(the green curves in panels (c-d) have opposite phase with respect to all the others).

is present: in this sense, TG spectroscopy is a background-free technique, in contrast to
e.g. time-resolved reflectivity (tr-R) where the signal is a tiny modulation of a strong
reflectivity background. Of course, this is true in theory: stray light is always present
even in the direction of the signal, as due to ambient light and to diffuse scattering of the
probe from the sample, and proper care must be taken to spatially and spectrally filter
spurious beams.

The diffracted intensity contains information on both the incoherent quasi-stationary
grating and on the coherent modes (whenever present); let us assume that the two con-
tributes are independent, so that the diffracted intensity is proportional to the sum of the
incoherent efficiency 7; and the coherent efficiency 7. * Four possibilities are schemati-
cally reported in Fig.2.11, where the instantaneous spatial configuration of the material
grating is plotted at four successive time delays [panels (a-d)]; the diffracted intensity is

*Qualifying a contribution as incoherent automatically justifies this assumption; it is also basically always
assumed in experiments.
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computed as the magnitude of the spatial FFT peak at the grating wavevector. If only
the incoherent contribution is present [panels (a) and (e)], the grating depth decreases
monotonously, and the diffracted intensity as well. If ; > 7. at any time [panels (b) and
()], the material grating keeps the same spatial phase during the entire dynamics, while
the overall depth is modulated in time following 7.: the diffracted intensity is modu-
lated accordingly. If 7; < 7. [panels (c) and (g)], the spatial grating flips phase by 7 (or
equivalently it shifts laterally by A/2) at every half period of the coherent mode [see the
green curve in panel (c)]: since the scattered intensity is not sensitive to a spatial shift of
the grating, this results in a modulation of the recorded signal at a frequency double of
the real frequency of the coherent mode. In the limiting case of absent incoherent contri-
bution [panels (d) and (h)], the diffracted intensity completely appears as an oscillation
at double frequency. The situation can move from 7, < n; to n. > 7, during the grating
evolution, if the incoherent contribution relaxes faster than the decay time of the coher-
ent mode: for example in Ref.[76] the observed signal exhibits a decay of the component
at frequency w. and the simultaneous rise of signal at frequency 2w, (w. is the angular
frequency of the coherent mode).

The analysis of the time traces must take care of this issue. In general, the acquired
signal is analysed via time-domain fit of the square of the combination of the incoherent
and coherent contributions: I o< (n; +1.)?. If the observed dynamics falls into the 1. < n;
depicted scenario, and if only the coherent part is of interest, it is possible to fit the
traces without squaring; alternatively, it is possible to fit the incoherent contribution
and then analyse the residual oscillating contribution via FFT. Note that in this case the
frequency is a reliable observable, while the decay constants are not: the advantage of
this approach is that it is computationally cheap. This discussion is not required if phase-
sensitive detection is performed: the recorded intensity is proportional to the scattered
field, which encodes a possible spatial phase reversal of the material grating [74].

To conclude this section, it is interesting to compare TG spectroscopy to spontaneous
light scattering, whereas radiation is diffracted by a Fourier component of the fluctua-
tion of some material property; the process is spontaneous in the sense that the fluctu-
ation is of statistical (thermal) origin. For instance in Brillouin Light Scattering (BLS)
light is diffracted upon interaction with a low-energy excitation of the sample (acous-
tic phonons, magnons...), with energy compatible with the Bose-Einstein distribution
at the experimental temperature. The transient grating basically is just a single Fourier
component, but with an artificially enhanced amplitude, forced by the pump trigger.
This analogy sets some common nomenclature for specific TG configurations: Impul-
sive Stimulated Brillouin Scattering (ISBS), or Raman Scattering (ISRS), corresponding
to TG configurations addressing the same excitation range of Brillouin and Raman, re-
spectively; when acoustic wave excitation is based on thermo-elastic effects ISBS is also
known as Impulsive Stimulated Thermal Scattering (ISTS). A one-to-one correspondence
between frequency- and time-domain techniques can be proven. Note, however, that TG
spectroscopy also addresses excited states with energy far above kg1 that are not ther-
mally occupied: in this case there is no correspondence to spontaneous light scattering
spectroscopy [54].

2.3 Some examples

Here some examples of the variegate phenomenology that can be probed with TG spec-
troscopy is given. The list is obviously non exhaustive: it mostly serves as an anthology
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of some of the possibilities. Special attention is paid to magnetization-sensitive TGs. The
examples given below mostly relate to a specific triggered dynamics; this is of course
an approximation, as several mechanisms can coexist with the same pump trigger, and
furthermore they can interact with each other, possibly resulting in complicated non-
linearities. This is indeed the focus of the present thesis: acoustic and magnetization
waves can be excited simultaneously and, under proper boundary conditions like exter-
nal magnetic fields and anisotropies, they can interact with each other leading to novel
dynamical situations.

Population gratings

Optical and Near Infrared (NIR) lasers mostly couple to electronic excitations in solid
materials. Thus, the first effect of the optical grating on the sample is the promotion
of electrons to some unoccupied higher-energy level [77]. A large non-thermal popu-
lation of electronic levels affects the optical properties: this is clear for a two-level sys-
tem, where population depletion in the ground state lowers the absorption cross-section
(photoinduced transparency). This model, appropriate for semiconducting materials,
predicts a modulation of the extinction coefficient Ax, i.e. an amplitude grating. Apart
from the Kramers-Kronig relations, effects of bandgap renormalization can also result in
a modulation of the refractive index An: the general result is a mixed grating.

If the pump photon energy is resonant to an excitonic peak, excitons are nucleated
in correspondence to the optical grating fringes. The same also happens if the pump
has larger photon energy, after relaxation of non-thermal electrons and holes: this is an
example of the formation of a time-delayed secondary grating. Large exciton density
modifies the optical properties, thus monitoring the diffraction efficiency gives informa-
tion on the exciton relaxation [78-80]. Two effects competes, namely recombination and
diffusion (Fig.2.8). The former is a local effect: the efficiency lowers because the grating
depth reduces. The latter is a non-local effect: excitons diffuse laterally from the nucle-
ation regions to the unpopulated regions, resulting in homogeneous exciton population
and thus in reduced diffraction efficiency. If the time constants for the two processes
are different, they can be isolated. Moreover, for diffusion processes the time constant is
quadratic in the wavevector and can be evaluated via TG experiments at different ¢; de-
viations from the quadratic trend mark the onset of super-diffusive or ballistic processes
[81, 82].

Some semiconductors host spin-selective electronic transitions, which can be excited
only by photon with appropriate circular polarization [83, 84]. Employing a polarization
grating [e.g. orthogonal linear polarization for the two pumps, Fig.2.6(b)], the excited
states display a population in the spin state rather than in the population density: the
diffraction efficiency in crossed polarization detection is informative of both spin-flip or
spin decoherence (local effect) and of spin diffusion (non-local effect), in analogy with
exciton dynamics.

More exotic situations can be encountered in complex materials: for instance the pop-
ulation of quasi-particles in a cuprate superconductor gives information on the diffusion
coefficient and on the scattering rates in the superconducting phase [85]. In general, a
population grating g evolves via diffusion and recombination following a generalized
diffusion equation [61]:

g

Og 2
— =D - = 2.20
9t Vg o (2.20)
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where D is the diffusion coefficient and 7, is the recombination time. The time constant
74 for the decay of the population grating then is given as

1 1
— =D¢*+ — : (2.21)

Tg Ty

by changing the grating wavevector ¢ the diffusive and recombination contributions can
be disentangled.

Some chemical reactions are catalyzed by radiative energy, especially in the UV range.
Thus, a solution of reactants under TG pumping at proper wavelength can end up in spa-
tial modulation of reaction results, with possible different optical properties. Having a
liquid solution is not mandatory: surface catalysis can be as well tackled in this way. For
example, in Ref.[86] the entire dynamics of a reaction is observed via TG spectroscopy.
This is an awesome example of multiple cascading material gratings: a population grat-
ing of the primary electronic state, excitation of acoustic phonons, population of a sec-
ondary metastable electronic state with successive formation of the reaction products,
thermal diffusion away from the excited regions and finally volume change in the new
product solution. All these processes take place at different timescales and can be singled
out.

Thermal and phononic gratings

If fast de-excitation of the primary electronic grating takes place, a temperature grating
can set in. Via thermo-optical coupling, a variation in the optical constants results; more-
over, in the high-temperature fringes the material expands, leading to a density grating
and to a surface displacement grating [16, 87-89]. All these effects are quasi-stationary,
as they monotonously decay by heat diffusion; indirect measurement of anisotropic ther-
mal diffusion coefficients can be obtained. The compresence of thermo-optical and dis-
placement gratings results in a mixed phase and amplitude grating, which can be disen-
tangled via phase-sensitive detection [74, 90].

Associated to the thermal grating, impulsive thermo-elastic expansion leads to counter-
propagating acoustic fronts, namely to acoustic phonons [76, 91-93]. The wavevector
selectivity of the thermal trigger acts as a filter on the broadband acoustic fronts: only
those modes matching the grating wavevector ¢ interfere constructively and build up a
standing acoustic wave. In the acoustic wave, stress, density and temperature gradients
all contribute to a time-dependent variation of the grating depth: thus the diffracted in-
tensity is modulated with the same period of the wave. Note that the TG scheme only
fixes the wavevector of the wave, while the frequency is dictated by the dispersion re-
lation of the sample: thus several modes can be simultaneously excited if they have the
same wavevector [94].

If the pump photon energy is below the fundamental energy gap, no excited elec-
tronic states are populated, and no thermal grating forms. Standing acoustic waves can
still be triggered via electrostriction, which is a non-resonant second-order coupling be-
tween the external electric field (the optical field) and the sample mechanical degrees of
freedom [72]. Basically the electric field induces in the sample an electric dipole which
feels an attracting force towards the regions of high field amplitude: the pump pulse acts
as an impulsive force setting a modulation in the density of the sample, i.e. a standing
longitudinal acoustic wave. The effect is strong for large polarizability of the elementary
unity (molecule in liquids or the unit cell in a solid). Note that in this case only a coherent
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Figure 2.12: Range of typical accessible frequency and wavevector for different inelastic-scattering
techniques, all capable also of magnetization-sensitive detection. ILS: Inelastic Light Scattering
(Brillouin and Raman); IXS: Inelastic X-ray Scattering; INS: Inelastic Neutron Scattering.

contribution is triggered, without any incoherent quasi-stationary grating, as modeled
in Fig.2.11(d) and (h).

Also optical phonons can be impulsively excited via TG. As discussed, the pump
duration has to be shorter than the excited phononic mode. Thus the excitation of opti-
cal phonons (usually well within the terahertz range) requires pump pulses lasting less
than 100 fs. The microscopic excitation mechanisms for optical phonons are peculiar: a
broad categorization distinguishes between non-resonant stimulated Raman processes
and resonant displacive mechanisms based on the Franck-Condon principle. In Ref.[95]
the interested reader can find details. Note that the linear dispersion of acoustic phonons
allows to evaluate the sound velocity from TG measurements at different ¢q. On the con-
trary the dispersion for optical phonons is almost flat in the few inverse micron range:
TG spectroscopy can prove valuable if the optical modes hybridize with other dispersive
quasi-particles (see Ref.[96] for an example on optical phonon-polaritons).

Opportunities from magnetization-sensitive transient gratings

TG spectroscopy has not been applied intensively, so far, to investigate magnetization
dynamics; recently this field is experiencing a boost [97-99], also motivated by the exis-
tence of setups for optical and EUV TG spectroscopy purposely dedicated to magneti-
zation-sensitive TGs [62, 100].

Let us start with metallic ferromagnets, e.g. the 3d ferromagnets Fe, Co, Ni. These
materials feature interband electronic transitions at optical frequencies, thus the pump
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mechanism mostly involves photon absorption. > Employing two s-polarized beams, the
intensity optical grating induces electronic excitation; on comparable timescale, magne-
tization quenching takes place with the same spatial period. Since the magnetization
affects the off-diagonal components of the dielectric tensor, this dynamics is observable
in polarization-analysed TG. On the tens of picoseconds timescale, the magnetization
partially recovers, with corresponding fading of the diffracted intensity. This dynam-
ics has been explored in thin films of ferrimagnetic alloys with perpendicular magnetic
anisotropy employing EUV light gratings [100].

The magnetization quenching and the thermally-induced softening of MCA allows
excitation of coherent magnon precession at the sub-nanosecond scale. This process re-
quires specific geometry of external field and magnetic anisotropies, as will be detailed
in Ch.4. The seminal experiment demonstrating this approach [101] employed a single
pump, thus only non-propagating modes were observed (plus possibly PSSWs). Ex-
tension to TG pumping geometry would allow to excite finite-wavevector magnons, as
recently demonstrated for ferrimagnetic alloys in an experiment led by Dr. A.A. Maznev
at NFFA-SPRINT setup (results still unpublished).

On this timescale, acoustic waves with the same wavevector are also generated; fre-
quency degeneracy can be obtained by tuning an external magnetic field. For this reason,
this approach is well suited for the investigation of MEC, and this is the framework in
which the experiments discussed in the next chapters were developed. Nanometric spa-
tial resolution can be added if a TG pumping scheme is coupled to a pulsed Transmission
Electron Microscopy (TEM) column, possibly with spin-polarization analysis (Lorentz
Ultrafast TEM). This was demonstrated for a Permalloy film in Ref.[98], where the time-
and space-dependence of the precessing magnetization was observed. Note that this
seminal experiment suggested a fruitful exchange between the TG and TEM commu-
nities, aiming at advancing TEM technology to customize cartridges with on-demand
sample environment and impulsive optical excitations [102].

In magnetic oxides, differently, non-thermal mechanisms for the excitation of the
magnetization can be exploited, basically in a stimulated-Raman conceptual framework.
If the pump photon energy is below the fundamental band-gap, electrons are promoted
to a virtual in-gap state from which relaxation takes place as soon as the pump field is
over. In the virtual state the different mixing of orbitals and crystal field can result in
different SOC which exerts a torque on M for the duration of the pump pulse: when the
system is back to the ground manifold, the magnetization is slightly tilted, and preces-
sion is triggered. This has been dubbed Inverse Faraday Effect, and has been demon-
strated via single-pump excitation [103]: to the best of my knowledge, extension to TG
spectroscopy has not been already demonstrated.

Finally, at the interface between a ferromagnetic insulator and a non-magnetic heavy
metal a temperature gradient can generate a pure spin current via the spin Seebeck ef-
fect, in close analogy to thermo-electric effects [104]. The spin current can rely both on
coherent magnon propagation or on incoherent diffusion: thus a time-resolved experi-
ment based on TG excitation could be beneficial to investigate these different regimes.
Moreover, the advanced modeling developed for anisotropic thermal diffusion could be
extended to TG-triggered spin currents: in this context thermal TG at different wavevec-
tors could be the technique of choice for scientific advancement in the field of spin-
caloritronics.

5 Any coherent electron spin precession in the conduction band is lost by electron-electron scattering with
typical decoherence time of 5 fs, thus even within the pump duration [1].
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Figure 2.13: (a-b) Sketch of the optical table for TG spectroscopy at NFFA-SPRINT. The portion
enclosed in panel (b) is the configuration for Mode 1 (TG spectroscopy with pulsed probe). (c)
Configuration for Mode 2 (TG spectroscopy with CW probe). (d) Configuration for Mode 3 (TG-
pumped optical polarimetry). Adapted from Ref.[107]

The aim of the presented literature overview and perspectives was to demonstrate
the relevance of TG-based experiments for the investigation of spin and magnon dy-
namics, in particular in connection to the accessible frequency and wavevector range. As
shown in Fig.2.12 optical TG spectroscopy covers the low-wavevector (¢ < 10 rad/pm)
range; the frequency range is limited only in the upper side from the finite duration of
the light pulses, while on the low-frequency side it is virtually unbound if suitable tech-
nical implementation is adopted. Note that extension of TG spectroscopy to attosecond
pulses (still unexplored to my knowledge) could further extend the frequency range.
This region in phase space largely overlaps to inelastic light scattering (ILS) techniques.
At the large wavevector side, inelastic neutron scattering (INS) and inelastic X-ray scat-
tering (IXS) allow to map the entire Brillouin zone of materials with good energy reso-
lution. Technical advancements to implement TG spectroscopy at EUV and hard X-ray
FEL facilities could allow to bridge the gap and to investigate the mesoscopic scale [60,
105].

2.4 TG spectroscopy at NFFA-SPRINT

At the NFFA-SPRINT (Nanoscale Foundries and Fine Analysis - Spin Polarization Re-
solved Instruments in the Nanoscale and Time domain) laboratory [106], a versatile
setup for optical TG spectroscopy has been designed and implemented [107]. The light
source is a Pharos (Light Conversion), which is a mode-locked amplified pulsed laser
based on Yb:KGW gain medium; details on the Pharos source and on the other avail-
able sources (High Harmonics Generation source and Optical Parametric Amplifiers)
are reported elsewhere [106, 108, 109]. An advantage of the Pharos source is its tunable
repetition rate, which can be set from single burst to 1 MHz: this facilitates the optical
alignment when nonlinear interactions are involved.

A sketch of the full optical setup is presented in Fig.2.13(a). It is conceived to allow for
three different operational modes [panels (b-d)], which share the same upstream optical
path. The three modes are described separately below; the common part is described
together with Mode 1. Note that further details are given in the following chapters,
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related to the specific experiment addressed case by case.

Mode 1: TG spectroscopy with pulsed probe

The setup is designed to work with the fundamental of the Pharos (1028 nm, 300 fs,
transform-limited bandwidth of 5 nm). Only 10% of the Pharos intensity is delivered
to the setup, while the remaining feeds other setups of the NFFA-SPRINT suite. The
fundamental beam is splitted by a 70/30 beamsplitter: the larger portion is used for the
pump, the remaining for generating the probe. The delay between the two portions is
controlled via a corner-cube retroflector mounted on a mechanical delay stage (500 mm
in length, corresponding to approximately 3.3 ns). After the delay stage, the second
harmonic of the fundamental is generated in a BBO crystal (2 mm in thickness), to be
employed as the probe beam (514 nm, 250 fs, 3 nm bandwidth). On both the pump and
the probe paths, a half-wave plate and Glan-laser polarizer (WP1, P1, WP2, P2) allow
to separately tune the energy per pulse; the polarizers are mounted on rotatable stages,
allowing also for the rotation of the linear polarization of the beams.

The pump and probe beams are overlapped on a dichroic mirror and focused (lenses
L1and L2, f = 20 cm) on a diffractive phase mask (see details below). Several diffraction
orders are obtained from the phase mask: only the m = +1 orders for the pump and the
m = 1 for the probe are selected, the others being mechanically blocked. These are the
three input beams employed for TG spectroscopy. Note that the m = £2 orders of the
probe are collinear to the m = +£1 orders of the pump: this is not an issue as long as the
probe intensity is kept significantly lower (usually a factor one hundred). The beams are
collimated and focused on the sample by a couple of achromatic doublets (D1 and D2,
f = 10 cm, 3 inches diameter) in 4f confocal configuration (i.e. from the front focus of
D1 to the back focus of D2 the total distance is 4f: the doublets are separated by 2f).
This configuration avoids a further delay stage to optimize the time overlap between the
two pump beams, as they follow the same optical path. Moreover, it allows to minimize
aberrations in the propagation of the Gaussian beams, and to reproduce on the sample
a 1:1 image of the optical field present on the phase mask. The space available between
the doublets allows also to separately control the polarization state of the pump beams.

The focused pump beams generate the transient grating in the sample, which diffracts
the probe beam. Typically the footprint dimension is 50 ym (FWHM) for the pump and
30 pm (FWHM) for the probe. These quantities are not fixed, as will be explained later:
actual experimental values are given explicitly in the following chapters. Large vari-
ability is present also for the fluences: typical values are in the few millijoule per square
centimeter for the pump, and down to the microjoule per square centimeter range for the
probe; these values are appropriate for pump-probe experiment on metallic thin films,
while for insulating oxides much larger pump fluences are appropriate (some tens of
millijoule per square centimeter can be reached).

The diffracted intensity is detected with a photoreceiver (Newport Femtowatt 2151)
and fed into a lock-in amplifier (SR860), which is phase locked to a mechanical rotating
chopper (50% duty cycle, 719 Hz) positioned along the pump path. The time resolution
is limited by the cross-correlation of the pulse duration, i.e. about 400 fs, while the max-
imum delay is about 3.3 ns. This operational mode was employed for the experiment
discussed in Ch.3.
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Mode 2: TG spectroscopy with CW probe

If the dynamics induced by the pump event is slow enough, it can be recorded continu-
ously with a large-bandwidth detection chain. To this purpose, a CW single-mode fiber
laser (ALS Azurlight) is available. It radiates at 514 nm, right the same wavelength of
the Pharos second harmonic. Via a flip mirror along the probe path [indicated as RM
in Fig.2.13(a)] it can substitute the pulsed probe, and it is routed along the same path.
In this operational mode the diffracted beam is recorded by a fast photoreceiver (1544-B
from Newport, 12 GHz bandwidth) which is fiber-coupled to a large-bandwidth oscil-
loscope for digitization (Lecroy, 4 GHz bandwidth). The detection chain thus sets the
largest frequency detectable to 4 GHz (corresponding to about 250 ps), while in prin-
ciple no limit is set to the maximum delay observable. This operational mode is well
suited to perform phase-sensitive detection [107].

Mode 3: TG-pumped optical polarimetry

In this operational mode, the same pump scheme is adopted, while for the probe the
m = 0 order is employed; proper spectral filtering of the zero order pump is required.
The polarization of the beam after interaction with the sample is selected by a Glan-
laser polarizer. This mode is suitable for investigation of magnetization dynamics: a
horseshoe electromagnet generating a uniform field (1uoH = £100 mT) at the sample
position can be mounted. The time resolution is the same as Mode 1 if pulsed probe
is employed or as Mode 2 if CW probe is employed. This mode was employed for the
experiment discussed in Ch.3.

Phase masks

A phase mask is a diffraction grating where the difference in optical path is given by the
real part of the refraction index (recall the distinction outlined above between phase and
amplitude gratings). It is usually produced employing a transparent material (negligible
extinction coefficient) and mechanically digging grooves on its surface: the accumulation
of optical phase is given by the different amount of material that the rays pass through.
Importantly, by proper design a phase mask can maximize the intensity diffracted at
specific orders: this proves useful if only the m = +1 orders are employed, as it is the
case in the discussed setup.

The employ of phase masks for TG setups was first proposed in 1998 [110], and found
large application since then [16, 52]. In Fig.2.14(a-b) a sketch is reported, illustrating the
problematic that is solved with phase masks. If the pump beams are generated via a
50/50 beamsplitter, they have zero pulse-front tilt. With 300 fs duration, the longitu-
dinal extension of the pulse is about 90 pm; if the transverse extension is about 1 mm
FWHM, the propagating pulse is a very oblate ellipsoid with aspect ratio 10. One can
imagine the pulse as a coin propagating with a face head-on: the optical intensity is size-
able only within the physical volume of the coin. Having zero pulse-front tilt means that
the optical wavefronts are parallel to the coin face. In this condition the region of inter-
ference of the two pump pulses is limited by geometry, as can be seen in panel (a). On
the contrary, upon diffraction a pulse acquires a significant pulse-front tilt: the optical
wavefronts (which in air are orthogonal to the propagation direction, in the paraxial ap-
proximation) are not parallel to the faces of the coin-shape volume of sizeable intensity.
In the proposed toy model, the coin is propagating with an angle between the direction
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Figure 2.14: (a) If the pump pulses are obtained via a beamsplitter, no pulse-front tilt is introduced,
resulting in reduced interference volume. (b) Adoption of a diffractive phase mask and confocal
configuration introduces a pulse-front tilt in the propagating pulses: the interference volume is
larger. From Ref.[110]. (c-d) Computed diffraction efficiency for the zeroth and first orders as a
function of the groove depth; the calculation, based on Ref.[111], considers a-quartz masks and
rectangular cross section of the grooves. The vertical dashed lines indicate the depth chosen for

the fabrication.
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of propagation and its surface normal. This condition, which is oftentimes a nuisance as
deteriorates the time resolution [112], is advantageous if confocal configuration is em-
ployed: indeed, in the interaction region a larger overlap is obtained, and the resulting
optical grating exhibits more fringes, as shown in panel (b). The TG experiment im-
proves in signal-to-noise ratio. For details on the beam propagation, see Ref.[110].

The choice of diffractive phase masks for beam splitting is advantageous for other
two reasons. First, if also the probe beam is obtained as a diffraction order of the same
phase mask, the beam configuration at the sample position is automatically appropri-
ate for Bragg diffraction, for any employed wavelength. This can be easily shown since
the Bragg condition is the same equation giving the diffraction angles from the phase
mask: if the transport optics preserve the mutual angles, both conditions are simultane-
ously satisfied. For this reason, in the present thesis the problematic of the geometrical
efficiency of diffraction due to off-Bragg configuration was not taken into account. The
second reason is related to the alignment of the detection branch: the diffracted beam is
usually very weak and not detectable by eye (unless very high fluence is employed, at
the risk of damaging the sample), thus accurate geometrical computation of the propa-
gation direction is required. If a phase mask is employed, the m = —1 diffraction order
of the probe is by design collinear to the signal beam, and it can be used for alignment.

At the TG setup presented here, phase masks were indeed employed: they are made
of a-quartz (crystalline allotrope of SiO;), produced via micromachining, UV lithogra-
phy and dry etching at the IOM-CNR lithography facility [113]. Following literature
[111], the efficiency of the phase masks can be computed as a function of pitch, groove
depth, material and wavelength: as shown in the calculations reported in Fig.2.14(c-d),
it is not possible to optimize the diffraction efficiency for both the pump and the probe.
A compromise was adopted, setting the groove depth at 750 nm, favouring the pump
efficiency (about 85% of the maximum first order efficiency) while the probe is lowered
(about 40% of the maximum first order efficiency). As from Eq.2.7, the TG wavevector
can be tuned by changing the incidence angle of the pump beams. To this purpose, three
phase masks have been produced, with spatial period 5.05, 6.01, and 8.00 pm.

Note that the confocal configuration of the doublets reproduces at the back focal
plane of D2 the same optical field present at the front focal plane: if an intensity grat-
ing is produced, it will have the double spatial frequency (i.e. the pitch A of the optical
grating is half the pitch of the employed phase mask). Another effect of the adopted con-
figuration relates the position of the phase mask and the spot size at the sample position.
Let us assume that the front focal plane of D1 corresponds to the back focal plane for L1
and L2. In the optimal configuration the phase mask is located in the same plane: in this
case the beams overlap at the back focal plane of D2 where they also exhibit the beam
waist (condition of strongest focusing). If the phase mask is moved along the optical
axis, the position of beam crossing after D2 does not correspond anymore to the waist of
each beam, resulting in larger beam footprint on the sample.

Other reasons for versatility

The setup is conceived as a user facility within the NFFA consortium. As such it is well
suited for on-demand modifications, as required by users for particular experimental
needs. Here some aspects are briefly outlined.

¢ In all the operational modes, the signal can be acquired either in transmission or in
reflection, as sketched in all the schemes of Fig.2.13. The m = —1 order of the probe



allows for easy optical alignment in both cases. Note that all the beams propagate
parallel to the optical table: thus for reflective TG experiments (Modes 1 and 2),
the sample has to be tilted in order to spatially separate the incoming probe from
the outgoing signal.

Analysis of the polarization of the signal can be performed also in diffraction ex-
periments, as convenient to probe magnetization gratings.

The setup can be employed for pump-probe experiments with a single pump by
simply blocking one of the pump beams between the doublets. In this way, time-
resolved reflectivity, transmissivity and polarimetry can be performed at the same
experimental TG endstation. The tr-MOKE experiments discussed in Ch.4 and 5
have been performed in this configuration.

Inserting wave plates between the two doublets it is possible to modify indepen-
dently the polarization of the two pumps: this will prove relevant in the future
to perform experiments with intensity gratings (both beam s-polarized), polariza-
tion grating (one beam s-polarized and one p-polarized), or mixed gratings (other
configurations).

The sample environment can be further specialized by usage of a UHV cell, cryo-
genic holder (40 K), external electric fields.

Other operational modes can be implemented: for example, the possibility to per-
form heterodyne detection for polarimetry studies (the local field has to be rotated
for this purpose); or the simultaneous detection of the non-rotated and rotated
components of the polarization in the signal beam, which would allow for simul-
taneous acoustic and magnetic characterization: a quarter-wave plate and a Wol-
lastone polarizer can be the optics of choice.
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A TG approach
to magneto-acoustic waves






CHAPTER 3

All-optical generation and time-resolved polarimetry of
magneto-elastic resonances via TG spectroscopy

Employing the spin degree of freedom for memory storage and logic computation is
one of the goals in spintronics and magnonics. Much experimental and theoretical effort
is devoted to the exploitation of SWs, with improved energy efficiency of devices as
charge-scattering-induced Joule dissipation is avoided; moreover, SWs well within the
terahertz range have been observed, allowing to envision new generation devices at
higher operational frequency [114]. Interesting reviews on the role of spintronics and
magnonics for future technology can be found in literature [115-117].

Still, the generation of magnons is energetically demanding, and efficient methods to
excite SWs are needed. The employ of MEC proved to be a promising pathway to over-
come this issue, and also to enhance the lifetime of propagating SWs [13]: in particular,
SAWs have been employed to investigate phonon-magnon coupling, as fostered by the
degeneracy of SAW and SW dispersion in the few gigahertz and inverse micron ranges.
Thus, SAW-driven coherent and long-living SWs can be obtained. For the investigation
of magneto-elastic waves, a good starting point is a planar heterostructure composed of
a ferromagnetic thin film on a semi-infinite substrate. Indeed, the quality and anisotropy
properties of the ferromagnetic overlayer can be engineered via the growth recipe: based
on deposition technique, chosen substrate and environmental conditions during deposi-
tion, epitaxial layers can be obtained, possibly with specific static strains as due to lattice
mismatch to the substrate; or isotropic polycrystals, where the absence of IP anisotropy
axes often simplifies the theoretical modeling and the comparison between experimental
techniques.

IDTs on piezoelectric substrates have been employed to acoustically excite SWs in
magnetic thin films [43]. The condition of SAW-FMR can be effectively reached, whereas
the rf SAW elastic deformation replaces the traditionally applied rf electromagnetic field.
However, this approach has some limitations, e.g. a limited flexibility in the explorable
frequencies, due to the defined pattern of the transducers, and their in-contact oper-
ation, which requires advanced lithography facilities. Starting from 2015, Tobey and
co-workers reported an all-optical approach for both the excitation of SAWs and the tr
detection of the magnetization dynamics in ferromagnetic thin films, thus demonstrating
a contact-less and non-invasive tool for studying magneto-acoustics and SW dynamics
[118]. Their experimental approach is based on TG spectroscopy, which was proved to
be efficient in generating coherent SWs in a ferromagnetic film; moreover, full tunability
of SAW frequency is available by varying the grating pitch, setting this technique in the
useful window for SAW-driven magnonics.

55
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The experiment presented in this chapter expands on that approach, employing the
versatile optical setup described in Ch.2. A systematic study of TG-based SAW-FMR
on polycrystalline Ni thin films was performed; the wavevector-selective TG excitation
scheme was combined with tr-FR, allowing for time-domain polarimetry on the trig-
gered magnetic transients. The results presented here below confirm the observations of
Tobey’s group [97]. In addition, the quantitative comparison to B-FMR measurements
allows (i) to estimate the effective magnetization M and the Gilbert damping « for the
investigated samples, (ii) to draw the boundaries of applicability of TG-based SAW-FMR
for the investigation of magnetostatic properties of samples, and (iii) to envision specific
systems that could benefit from such approach.

Three reasons can be identified for the relevance of a TG-based SAW-FMR approach.
First, it is a local technique, where the volume probed is limited by the footprint of the
employed laser. For comparison, standard FMR techniques are unavoidably volume-
integrated;! also SAW-FMR with IDTs misses local resolution. Second, TG spectroscopy
is wavevector-selective: information on the resonance dynamics of non-uniform modes
can be addressed, with special emphasis on decay channels. Third, being TG a tr tech-
nique, the timescale for magnon-phonon coupling and the role of coherence therein can
be addressed; note that this last aspect was not elaborated further, and it remains for
future research.

This chapter is organized as follows: in Sect.3.1 the sample is briefly described, re-
ferring to Appendix C for further information; the details of the employed experimental
techniques can be found in Sect.3.2, while the results of TG-based measurements are re-
ported in Sect.3.3; Sect.3.4 reports comparison to B-FMR measurements, together with
the discussion of the applicability limits of TG-based SAW-FMR; conclusions are drawn
in Sect.3.5. The results discussed in this chapter have been published [99].

3.1 Sample growth and characterization

The experiment was conducted on three samples made of polycrystalline Ni thin films,
with different thickness ¢ and substrate. For brevity, the samples will be indicated with
the letters A, B and C. For sample A, t = (14 £2) nm and the substrate is a (001)-oriented
CaF, single crystal (MSE Supplies). For samples B and C, the substrate is amorphous
fused silica SiO; (Ted Pella); the thickness is t = (14 & 2) nm for sample Band ¢ = (8 +2)
nm for sample C. In all cases, the films are capped with a SiO, layer with thickness
t = (10 £+ 2) nm to prevent Ni oxidation, while ensuring high transmission of optical
beams. Films and capping layers were deposited by e-beam evaporation at the CNR-
IOM ENF clean room facility in Trieste, Italy.

The samples were characterized in their structure and morphology via Grazing In-
cidence X-Ray Diffraction (GIXRD) and X-Ray Reflectivity (XRR) in collaboration with
CNR-IMM and Universita degli Studi di Milano-Bicocca; morphological characteriza-
tion via Atomic Force Microscopy (AFM) was also conducted at the CNR-IOM facility in
Trieste; from the magnetostatic point of view, static longitudinal MOKE and FMR were
performed. The details of the characterization are omitted here for brevity; the inter-
ested reader can refer to Appendix C for a thorough discussion. The relevant conclusion
of this material-science side is that sample A appears as possessing the higher-quality
ferromagnetic film, especially from the morphological point of view. This is attributed

10ther techniques exist, e.g. Nitrogen-vacancy microscopy: in this case magnetization precession can be
probed with nanometer spatial resolution.
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to the crystallinity of the substrate, resulting in a more ordered growth. For this rea-
son, the following investigation has been performed on sample A; some final results on
parametric magnon excitation are obtained also from sample B and C.

Choice of ferromagnetic material and substrate

Owing to its high saturation magnetostriction coefficient (\; = —38 - 107 for a poly-
crystal [119]), Ni is often the ferromagnet of choice for investigating magneto-acoustic
dynamics; for comparison As = —7 - 107° for Fe [28]. Ferromagnetic alloys like Galfenol
or Terfenol-D exhibit record magnetostriction coefficient (A5 ~ 2000-10~°, [27]): they can
be object of future investigation. Moreover, as will become clear later, in order to observe
SAW-FMR via tr-FR, it is necessary that the spatially modulated pump-induced heating
results in a significant magnetization reduction: the Curie temperature of Ni (T = 628
K [28]) is sufficiently low to ensure good magneto-optical contrast.

The choice of the substrates is guided by a simple model developed on the basis
of Ref.[54], where the coupling of thermal and stress-strain gratings is discussed in the
framework of TG spectroscopy. For isotropic systems, or cubic ones whenever the TG
wavevector ¢ is directed along a (100) crystalline axis, the longitudinal strain €, along
q (assumed as the z axis) can be evaluated as

€xx = ﬂeff or y (31)

where 07 is the temperature rise inside the medium, and

C
Bett = Qin (1 + 20i> (3.2)

is the effective thermal expansion coefficient appropriate for plane-wave geometry; in
Eq.3.2, ay, is the thermal expansion coefficient and C;; are the elastic stiffness coeffi-
cients (in Voigt notation). The ratio C12/C11 can be recasted using the Poisson ratio

c .
o e, Thus, Eq.3.2 can be written as

V=

1+v
1—v

Beft = Qtn (3.3)

On the other hand, given sample volume V, heat deposited ) and material specific heat
capacity at constant pressure cy,, the temperature rise can be expressed as

Q
0T = . 4
Ven (34)
Thus, for the seek of comparison between different substrates, a thermo-elastic efficiency
71 can be usefully defined as

R e

:Q/V_al—u '

it quantifies the amplitude of the acoustic excitation for given input thermal density
stress. Besides the thermo-elastic efficiency, the magneto-optical contrast depends on
the spatially periodic temperature gradients and on the associated magnetization mod-
ulation: thus, a higher thermal conductivity ky, of the substrate is detrimental for the

n (3.5)
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Table 3.1: Thermo-elastic efficiency n and figure of merit F as from Eq.3.6, both normalized
to the CaF2 value, together with relevant parameters for different substrates (mainly trans-
parent). The substrates employed in the present experiment are highlighted in bold.

Substrate Qth v Cth kth Tlhorm Frorm
(107K (J/kg'K) (W/mK)

CaF,? 18.85 0.26 854 9.7 1 1
Al,Os5P 5.8 0.21-0.33 753 419 0.31-0.41  0.07-0.09
SrTiO; 9.4c 0.244 5184 12¢ 0.79 0.64
MgO*¢ 9-12 0.35-0.37  880-1030 30-60 0.48-0.79  0.08-0.26
SiO.f 0.54-057  0.15-0.16  700-750 1.0-1.5 0.03 0.17-0.29
Sig 7-8 0.27 668-715 84-100  0.45-0.55 0.04-0.06

3 Ref.[120], ® Ref.[121], € Ref.[122], ¢ Ref.[123], © Ref.[124], f Ref.[125], 8 Ref.[126].

experiment, as it brings faster thermalization. A cumulative figure of merit F can be
defined via the following relation:

_n o 1+v
kn ktthhl—V.

(3.6)

Tab.3.1 reports results for some commonly used substrates; those employed in the present
experiment are highlighted in bold font. CaF, was chosen as a crystalline, high-F sub-
strate, and SiO; as an amorphous, low-F (about four times smaller) substrate.

The validity of the model that results in Eq.3.6 is limited by three assumptions.

* The leading stress component is longitudinal and parallel to ¢: this is the case in TG
spectroscopy on metallic systems and for an intensity grating, as the case discussed
here.

* The deposited heat ) is independent on the substrate material. This is the case
in this experiment, since the absorption of radiative energy from the pump laser
mostly takes place in the Ni overlayer, with almost no contribution from the trans-
parent substrate and capping layer. Thus the thermal input stress can be assumed
to be the same, at fixed Ni film thickness (while of course it will be smaller for
sample C, where the Ni film is thinner);

* The substrate volume involved in the expansion is independent on the material
under study. This assumption is not completely valid in the present case, since the
volume involved in SAW oscillation depends on the particular acoustic mode con-
sidered, at fixed wavevector. Moreover, heat diffusion phenomena are neglected:
for example, the amount of volume of substrate involved in thermal expansion
depends on thermal conductivity, on thermal contact resistance and on time.

3.2 Experimentals

The magneto-acoustic dynamics was investigated via TG-based spectroscopy. As dis-
cussed in Ch.2, SAWs can be generated via the absorption of energy from the pump
beams and subsequent thermo-elastic expansion; the spatial modulation of the pump
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Figure 3.1: Sketch of the experimental end-stations for acoustic TG [panel (a)], and TG-pumped
tr-FR [panel (b)]. The pump beams impinge on the sample with opening angle 26.x and generate
a modulated excitation with wavevector g. The probe beam inquiries the sample at delay At
after the pump trigger: in TG it is partially diffracted, while in tr-FR it is transmitted, acquiring a
FR angle as a result of magneto-optical interaction with the sample magnetization. For tr-FR the
external magnetic field Bex is oriented IP at azimuth angle ¢ ~ 15° from ¢. From Ref.[99]. The
table reports pump off-normal angle 6, TG pitch A and wavevector ¢ for the three experimental
configurations adopted.

intensity is inherited by the SAW pattern, whose wavelength thus matches A, the TG
pitch. In a ferromagnetic medium, a SW of equal wavelength and frequency is gen-
erated via inverse magnetostriction [35, 127]: thus, with a magneto-optical probe it is
possible to measure the dynamics of the SAW-driven SW. Recalling the relation between
the TG wavevector ¢ and the experimental parameters (Eq.2.7), the wavevector of the
excited SAW and SW can be tuned by changing the impinging pump angle 6, or the
pump wavelength A,; here the former approach was adopted.

Optical setup

For this experiment, Mode 1 and Mode 3 detailed in Sect.2.4 were employed. In both
configurations the pumping scheme is the same, only the probe and detection geometry
being modified for the magneto-optical one. In Fig.3.1 sketches of the experimental end-
station for these two setups are reported.

The sample is set in the vertical (z, y) plane. The pumps and the probe are s-polarized.
Three geometrical configurations were used, which differ in the angle 6, of the incom-
ing beams; this results in three wavevectors g, whose values are summarized in Fig.3.1.
Pulse energy was set to 30 nJ for each pump and 200 p] for the probe. The laser footprint
(FWHM) on the sample was about 40 yum for the pump and about 25 um for the probe.
This sets the average fluence on sample to 4.8 mJ/cm? for the pump (considering both
beams) and 40 pJ/cm? for the probe. The laser repetition rate was set to 50 kHz. An
external IP magnetic field Bey is set with azimuth ¢ ~ 15° with respect to the grating
wavevector ¢, thus ensuring stronger MEC in the system. Note that this value for ¢ is
at odds to MEC for uniform films, which is expected to peak at ¢ = 45° [41]; however,
it has been shown [128] that in a sample with modulated magnetostatic properties (as
it is the case for the stripe-heated thin film) MEC peaks at about 20°, with suppression
at 45°. The experiment reported was performed under ambient conditions at room tem-
perature.

For the acoustic TG setup [Fig.3.1(a)], the probe beam is routed on the transient grat-
ing at the Bragg angle. The diffracted intensity, modulated by the SAW, is directly
recorded by the photoreceiver. For the magneto-optical setup [Fig.3.1(b)], the probe
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Figure 3.2: (a) Temperature dependence of M, for Ni. The Curie temperature Tc = 628 K is in-
dicated. Cold stripes (orange shaded filling) and warm striped (light blue shaded filling) exhibit
different values of M. Adapted from Ref.[28]. (b-c) Spatial dependence of the dynamical mag-
netization M. along a full SW wavelength at a fixed time; the color filling highlights regions with
positive (orange filling) or negative (light blue filling) contribution to Eq.3.7. For zero temperature
modulation [panel (b)], the two contributions are equivalent; for finite temperature modulation
[panel (c)], the warm region (here those negatively contributing) is partially quenched. Adapted
from Ref.[97]. (d-e) Spatial dependence of the local temperature T'(x) [panel (d)] and magnetiza-
tion [panel (e)] along a full SW wavelength, as obtained from finite-element calculations. Different
pump fluence conditions are reported. Adapted from Ref.[97].

beam is sent normal to the sample surface. Upon crossing the sample, the light po-
larization changes as a result of FR; the transmitted beam is polarization-analyzed with
a Glan-laser polarizer set close to extinction [8], and the resulting intensity is recorded
by the photoreceiver. In both setups, the signal is collected in transmission.

The probe footprint on the sample is much larger than A. This is an advantage for
TG acoustic detection, since diffraction from a grating only takes place if several fringes
are illuminated. 2 For what concerns the magneto-optical measurement, however, this
can be an issue. Indeed, at a given time ¢, the dynamical component of the SW can
be written as M, (x,t) = Acos(qz + ¢)e” ™!, where A is the amplitude of wave, ¢ is
an appropriate spatial phase, and w is the angular frequency. Thus the spatial average
(M, (t))p = e~ fOA dxz A cos (qz + ¢) = 0: the transmitted beam exhibits zero FR, at any
time. Nonetheless, if the TG pumping scheme is employed, the SW and SAW ampli-
tude distributions are entangled to a periodic temperature profile 7'(x) along ¢, since the
trigger mechanism is of thermal origin. ® For this reason, the local saturation magnetiza-
tion M, (x) is not uniform, but displays a reduced value in correspondence to the warm
regions, to first approximation following the relation M,(T'(x)): the local temperature
T'(x) determines the local value of M, along the equilibrium magnetization curve, as
schematically depicted in Fig.3.2(a).

2The resolving power R of a diffraction grating scales with the number N of illuminated grooves: R = mN,
where m is the considered diffraction order.

3This is not the case in general. For example in Ref.[129] finite-wavevector SWs are excited via ultrafast
electric current pulses, and the sample temperature is uniform. Detection via tr-MOKE is possible thanks to
ultra-tight focusing of the probe (below 1 um): for SWs with wavelength larger than the probed region, the
spatial integral of M, does not sum up to zero.
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For a SW in such thermally-modulated landscape, the relation M., (z) = A cos (g2 + ¢)

is a good approximation, where A = AMX}ST(ES)): the SW amplitude is modulated by a

factor determined by the local temperature at position z. In this case a finite magnetiza-
tion is obtained after spatial integration:

cos(qr+ &) #0. (3.7)

The FR of the transmitted beam is proportional to this integral. Detailed investigation
and modeling of this aspect are reported in Ref.[97]. With the aid of finite-elements cal-
culations (COMSOL Multiphysics) the authors computed for different pump fluences
RO
in Fig.3.2(d-e). It is now clear why the Curie temperature of the magnetic thin film is a
key parameter to the magneto-optical sensitivity, as anticipated earlier. Low T results
in complete demagnetization of the film, while high T results in too small modulation
of Mj: both cases lead to reduced magneto-optical contrast. Note that the spatial mod-
ulation of M, depends on the time elapsed after the pump triggering, because of ther-
malization in the film: at the same pace magneto-optical contrast is lost (i.e. the integral
in Eq.3.7 approaches zero). This is the reason why the thermal conductivity was consid-
ered at the denominator in the definition of the figure of merit (Eq.3.6): with a high-ky,
substrate the system would reach thermal equilibrium before the whole SW dynamics is
over, thus introducing unwanted observational artifacts.

the local temperature T'(z) and the local magnetization ; the results are reported

FMR setup

The B-FMR measurements were carried out using a homemade setup available at Uni-
versita degli Studi di Milano-Bicocca. The sample is positioned between the polar ex-
tensions of a Bruker ER-200 electromagnet, maintaining its surface parallel to Bey: in the
so-called flip-chip configuration for IP measurements. To induce M precession the sam-
ples are fixed on a grounded coplanar waveguide, connected to a rf source (Anritsu).
The FMR signal for a fixed frequency is acquired by measuring the derivative of the
absorption power downstream of the electrical transmission line as a function of By
through a lock-in amplifier. For further details on the FMR setup see Ref.[130].

The sketch reported in Fig.3.3 helps in understanding technical similarities and dif-
ferences between B-FMR and TG-pumped SAW-FMR. For both techniques, the static
field Bext is assumed to be uniform and, together with the magnetic shape anisotropy,
determines the equilibrium axis of the magnetization. In B-FMR [panel (a)], the oscillat-
ing field is provided by a rf current in a metallic waveguide. By design the oscillating
magnetic field By is orthogonal to Bey, thus maximizing the magnetic dipole torque.
The magnetic moments precess in-phase across the whole sample [panel (b)]. In SAW-
FMR [panel (c)],the rf field is provided by the effective MEC field resulting from the
SAW strain (the acoustic wavefronts are represented as red stripes). Sizeable torque re-
quires a finite angle between By and ¢. The finite wavelength of the rf field results in
magnetization precession with spatial-modulated phase, i.e. a SW [panel (d)].
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Figure 3.3: Sketch of the working principle for B-FMR and SAW-FMR. (a) The IP static magnetic
field Hex sets the direction of the equilibrium axis for the magnetization M; the rf excitation field
H,¢ is orthogonal to Hex and can drive M into precession. (b) The magnetization precession is
uniform across the entire sample. (c) In SAW-FMR an acoustic wave (the red stripes represent
the wavefronts) with wavelength A can drive the magnetization precession via MEC effective
field. The strength of the magneto-elastic torque depends on the angle ¢ between Hex and the
wavevector ¢q. (d) The magnetization precession is not uniform, but it rather follows the spatial
modulation of the acoustic driving wave: it is a SW. Adapted from Ref.[99].

3.3 TG-pumped dynamics

Acoustic dynamics

A typical measurement of TG-pumped acoustic dynamics for sample A is reported in
Fig.3.4. The trace is acquired with a TG pitch A = 2.54 pm, corresponding to ¢ = 2.47
rad/pum.

Panel (a) reports the TG raw data (blue circles). The trace oscillations lie on top of
a decaying background of thermal origin, as discussed in Ch.2. The background was
modeled with the functional form Iy, = Ae™7" + mt + ¢; this can be interpreted as
the incoherent sum of two heat dissipation channels, i.e. a sub-nanosecond decaying
exponential, and a longer decaying exponential that is effectively described by a linear
contribution. Another possibility is a slight misalignment of the delay line, resulting in
a steady signal decrease at increasing delay. The data within 50 ps after time zero have
been excluded from the analysis, as highlighted with the yellow-shaded box. Indeed, the
combination of small bandwidth of the photoreceiver and of lock-in amplification results
in long integration time: for this reason the fast electronic response of the material in
the first picoseconds after the TG excitation is severely undersampled and distorted. A
detailed investigation of the early times would require finer time steps, and it is beyond
the scope of the present experiment.

The residuals after background subtraction show oscillations across zero [blue cir-
cles in Fig.3.4(b)]. As seen from the FFT magnitude of the residuals, reported in panel
(c), two peaks are visible, indicating that two SAWs are excited by the TG pump. The
contribution to the spectral weight at low frequency is probably a signature of incom-
plete background subtraction and is not further considered. A satisfactory model for the
time-domain data encompasses two damped sines:

I = Aysin (27 fit + ¢1)e” M 4 Agsin (27 fot + ¢o)e™ 2  + B (3.8)
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Figure 3.4: TG acoustic investigation of sample A, for A = 2.54 ym (¢ = 2.47 rad/pm). (a) Raw
TG data (blue circles) normalized to the maximum intensity are fitted with the functional form
reported in the main text (red solid line) modeling the incoherent background. (b) The residuals
(blue circles) display acoustic oscillations around zero; a model encompassing two exponentially-
damped sines is fitted to the data (red solid line). Data within 50 ps after time zero (highlighted
with the yellow shaded region) have been excluded from the analysis. (c) FFT magnitude of the
residuals. The contributions of RSAW and SSLW to the spectral weight are indicated. Adapted
from Ref.[99].

Table 3.2: Best-fit parameters for the model reported in Eq.3.8, and phase velocities.

\ A (arb. units) f (GHz) ¢ (rad) v (rad/ns) ¢ (km/s)

RSAW | 0.11 £0.09 1.26£0.06 00£09 00x+04 3.2+0.2
SSIW | 1.0+0.2 2.79+£0.02 13+02 06=£0.2 7.1+0.05

The best-fit parameters are reported in Tab.3.2; the phase velocity ¢ = Af of the two
modes is also reported. From previous studies [97], the lower- and higher-frequency
acoustic modes are attributed to the Rayleigh surface acoustic wave (RSAW) and to the
Surface-Skimming Longitudinal Wave (SSLW), respectively.

Magneto-acoustic dynamics

The time-varying strain field of the observed SAWs is exploited as an effective rf mag-
netic field, resulting in SAW-FMR, as discussed in Ch.1.

The analytical dependence of the FMR frequency f on the resonance field Hg strongly
depends on the magnetic anisotropies of the sample. In the case of a thin isotropic ferro-
magnetic film with IP Hey, Kittel [131, 132] calculated

KoY
f =100 [t (Heg + poMes) oo

The quantity M. is called effective magnetization [133, 134]. For a saturated ferromag-
net it is related to M via
2K,

Mg = M, —
eff s MOMst’

(3.10)

where K is the surface anisotropy constant and ¢ is the thickness of the film. * Note that

“Basically the correction term accounts for the surface- and interface-related OOP anisotropy, mostly of



64 3.3 TG-pumped dynamics

Bext = 5.4’ mT Bext = 23.3 mT

1L 5 (b |
—o—Raw data ( ) ——Raw data
—Fit o\ ¢ —Fit

o
r

FR amplitude (arb. units)

—> |
o
== |

—0—Bkg-free data '. ’ {9 v ——Bkg-free data
1 —Fit L 6 $ —Fit H

0 1 2 3 0 1 2 3
Time delay (ns)

Figure 3.5: TG-pumped tr-FR for sample A and A = 2.54 um. The static magnetic field is set to
Bext = 5.4 mT [panels (a) and (c)] and Bex: = 23.3 mT [panels (b) and (d)]. The raw data (blue and
black circles) are reported in panels (a-b), together with the fit of the background (red solid lines).
The background-free data are reported in panels (c-d) (blue and black diamonds); the single-mode
fits of the oscillating amplitudes are also reported (red solid lines). In all panels, the yellow box
highlights the ¢t < 50 ps time window, which is excluded from the analysis. Adapted from Ref.[99].

for the isotropic case here investigated, H; can be substituted with H;; moreover, in
what follows the magnetic field By = 10 Hext is considered.

In Fig.3.5 TG-pumped tr-FR traces are reported for sample A, again with A = 2.54
pm. Data for two values of Bey are reported, namely Bext = 5.4 mT [panels (a) and (c)]
and Bey: = 23.3 mT [panels (b) and (d)]. As will be motivated later, these field strengths
have been chosen as they correspond to SAW-FMR driven by RSAW or by SSLW, respec-
tively. In panels (a-b) the raw data are reported (blue and black circles), together with
the best-fit for background subtraction. Similarly to the acoustic data (see Fig.3.4) the
first 50 ps after time zero have not been considered in the analysis, and they are masked
with the yellow box. Note, with respect to Fig.3.4, that the linear background at late
time delays is significantly flatter, indicating that the thermal and magnetic incoherent
backgrounds are not proportional to each other, but rather have proper dynamics: this
seems a hint that MEC is sensitive to the degree of coherence in the populated modes
(coherent oscillations versus incoherent decays). Further investigation is required to
draw any conclusion. Note also that the pre-edge data lie on a non-zero baseline, as due

roughness-related origin. According to Ref.[133], it is only for historical and customary reasons that this is
taken into account in a renormalization of M, instead of being added to Hg as an additional magnetic field
term.
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to non complete extinction of the crossed polarizer employed for the FR detection: TG
spectroscopy is a background-free technique, differently from FR.

The background-free traces are reported in panels (c-d) (blue and black diamonds);
the fit of the oscillating traces with a single-mode exponentially-damped sine is also re-
ported (red solid lines). From these plots it is apparent that the frequency of the tr-FR
signal strongly depends on Bey:. Note that the amplitude of the SSLW-driven precession
[panel (d)] is not properly modeled with an exponential decay, but rather displays an
amplitude peak at about t = 1.5 ns. The shift of amplitude peak from ¢ = 0 to a finite
delay for SAW-driven magnetization precession is reported in literature if a misplace-
ment is present between the source of SAWs and the probe region [45]; in the present
trace probably the probe focal point was shifted from the center of the Gaussian pump
footprint. Since in what follows the analysis proceeds in frequency-domain rather than
in time-domain, this aspect has not been further investigated.

The frequency dependence of the tr-FR traces on Bey was investigated systematically.
In Fig.3.6(a) the two-dimensional map of tr-FR signal is reported versus pump-probe
time delay and versus magnetic field. The field is swept from positive to negative values
in 1.8 mT steps. Note that the field steps are comparable to the coercivity of the sample
[see Fig.C.3(a)]: phenomena related to magnetization reversal are not observable, being
entirely condensed in the trace across Bex: = 0 mT; the sample is in magnetic saturation
otherwise.

To highlight the presence of a resonance behaviour, FFT was performed for each
trace; the two-dimensional resulting map is reported in panel (b). The spectral weight
is condensed in specific regions of frequency and magnetic field. Overlaying to the map
the frequency of the TG-pumped SAWs (white dashed lines), clear matching is obtained.
The interpretation, following previous literature [45, 97], is that the spectral weight en-
hancement indicates SAW-driven resonances, visible if Beg = B, such that the fre-
quency of magnetization precession matches either the RSAW or the SSLW frequency.
Note that for any value of B..; both SAWs are at play, but the resonance condition can be
reached only for one SAW at a specific field. Similar maps are acquired with TG pitches
A =3.07 pm and A = 4.00 um (not shown here). A change of A corresponds to a change
of the RSAW and SSLW frequency, along the linear dispersion relation of acoustic modes:
hence, SAW-FMR resonances can be tuned at the desired frequency and magnetic field.

3.4 Comparison to FMR results

The first step to compare SAW-FMR to B-FMR results is to extract the resonance fre-
quency and field strength for each peak in the FFT magnitude maps; also the FWHM of
each peak along the field axis is extracted, as it is informative of the damping. The proce-
dure has been carried out for the three available TG pitches (A =2.54, 3.07, and 4.00 um);
in Fig.3.7(a) it is exemplified for the case A = 2.54 ym. The symmetry Bex — —Bext is
exploited by folding the FFT map around the Bey; = 0 axis, in order to obtain better con-
trast; note that no hysteretic behavior is expected to be averaged out by this procedure,
given the small coercivity B, < 2 mT. From the folded map, the SAW-FMR resonance
frequency is computed by integrating over a suitable range of magnetic field (approxi-

SHere with background we mean any detected signal that is not related to the investigated dynamics: in
this sense, the pre-edge finite FR observed in Fig.3.5 is the result of an unwanted background, while the
nanosecond-scale decay is an incoherent component of the triggered dynamics — even though it is then sub-
tracted to the trace in order to highlight the coherent component, i.e. the oscillations.
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Figure 3.6: Time- [panel (a)] and frequency-domain [panel (b)] maps of tr-FR obtained on sample
A for A = 2.54 ym. The magnetic field is swept from positive to negative values. In panel (b) the
horizontal dashed lines highlight the frequency of the TG-pumped acoustic waves. Adapted from
Ref.[99].

mately 10 mT, but the exact range was checked to be not relevant) across the center of
the FFT peak; then to the frequency-dispersed curve a Gaussian model was fitted to ex-
tract the peak frequency [panel (b)]. Similarly, by integrating over a suitable range of
frequencies (approximately 500 MHz) across the center of the peak, the resonance mag-
netic field and its FWHM linewidth were determined via fitting again a Gaussian model
[panel (c)]. Two peaks are observed for each pitch A, resulting in a total of six resonance
points available for SAW-FMR.

Panels (d-e) Fig.3.7 compare these results to B-FMR. The resonance frequency ob-
tained with both techniques as a function of Bey is reported in panel (d). Visually, there
is good matching of the two datasets; to get a quantitative estimate, the Kittel model
(Eq.3.9) was fitted. For the fit to B-FMR data, both v and M. are free parameters: the
best fit is obtained for v = (2.104:0.06)-10** rad/s-T and Mg = (1994:18) kA /m; in more
common units this corresponds to /27 = (32.0+£0.9) GHz/T and o Mg = (0.25+0.02)
T. For the fit to SAW-FMR data, v was kept fixed to v = 2.10 - 10*! rad/s-T, as due to
the limited number of data. The model fits the data for Meg = (195 + 16) kA/m, i.e.
toMegs = (0.25 + 0.02) T. Excellent agreement is observed.

Note the low Mg values obtained, as compared to the saturation magnetization
of Ni at room temperature (M = 490 kA/m [28]). In general, from Eq.3.10 a reduc-
tion from M; is expected, especially in thin films, and for systems with large surface
anisotropy (see Ref.[130] and the Supplemental Material therein). From Eq.3.10 the sur-
face anisotropy can be calculated as

Ky = (Ms — Megr)pioMst /2 (3.11)

resulting in K5 = (1.26£0.07) mJ/m?, which is comparable to literature values for rough
thin films [135].
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Figure 3.7: (a-c) To extract field strength, frequency and linewidth of the SAW-FMR resonances,
the FFT magnitude maps have been folded [panel (a)]; the resonance frequency is obtained from
Gaussian fitting of the spectrum obtained from integration in a 10-mT region across the resonance
[panel (b)]; similarly, the resonance field strength and linewidth are obtained from Gaussian fitting
of the lineshape obtained from integration in a 500-MHz region across the resonance [panel (c)].
The white lines in panel (a) indicate the chosen regions for the frequency and field integration.
The reported map is for the case A = 2.54 um; the identical procedure has been carried out for the
other resonance at 1.26 GHz, and for the other pitch values. (d) All the resonance frequencies from
SAW-FMR are plotted as a function of the resonance field strength (blue circles), together with the
results from B-FMR (black diamonds); the errorbars are the 95% confidence level of the Gaussian
fit, and they are not visible in the B-FMR data. Only one fit of the Kittel model is reported (red
solid line), as the best-fit curves for the two datasets are not distinguishable on the present scale.
The inset reports a zoom-in on the low-frequency region. (e) Resonance linewidth as a function
of the resonance frequency for SAW-FMR data (blue circles) and B-FMR (black diamonds). The
linear fit of Eq.3.12 is reported as a red line, solid for SAW-FMR and dashed for B-FMR. Adapted
from Ref.[99].
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It is worth stressing that the magnetostatic parameters obtained via SAW-FMR and
via B-FMR are in agreement. This allows to rule out two effects that could be thought to
be playing a role, as itemized here below.

¢ Finite sample temperature, which reduces M; and thus also M. As the same Mg
is observed, both techniques are probing the sample at room temperature (or at
least at the same temperature). This is somewhat surprising, as the triggering mech-
anism of the TG-based dynamics is of thermal origin: apparently, on the time-scale
of the observed oscillatory dynamics (few nanoseconds), the temperature profile
is closer to room temperature, and the magnetostatic parameters are not modified
thereof.

* TG-induced static and dynamic rippled pattern on the sample surface, which could
lead to an additional uniaxial anisotropy term of magnetic dipolar origin. From
literature, this effect is known to be negligible for ripple wavelength larger than
about 100 nm [61, 136, 137].

The FWHM linewidth AB of the resonances are reported in Fig.3.7(e). For B-FMR,
the linewidth is the FWHM in a sweep of Bey. For SAW-FMR, it is the FWHM of the
resonance peak along the field strength axis; to be properly compared, this value has
to be divided by V3. This factor is required, as can be derived from Ref.[35], since the
SAW-FMR maps display the FFT magnitude rather than the imaginary part. Following
standard FMR analysis [133], the Gilbert damping « is calculated by fitting the linear
dependence of the linewidth on the resonance frequency:

4
AB = % f+ ABin (3.12)

where ABiy, is the so-called inhomogeneous broadening term, which is a frequency-
independent resonance broadening resulting in an offset. It is generally ascribed to
magneto-structural disorder [133]. The best-fit parameters are « = (47 &+ 5) - 107 and
ABjpn = (1.84£0.5) mT for SAW-FMR; and o = (52+2)-1073 and ABiyp = (3.940.4) mT
for B-FMR. Again the agreement between the two techniques is generally good, indicat-
ing that the same physics is being probed. The Gilbert dampings from the two datasets
are compatibile within the errorbars, while the inhomogeneous broadening is slightly
larger in B-FMR. This can be attributed to large-scale sample inhomogeneities that give
a contribution to B-FMR, as it is an area-integrated technique; the 25 ym in diameter of
the probe footprint for SAW-FMR can be assumed as a lower bound for the spatial scale
of such inhomogeneities.

Calculated magnon bands

As discussed in Ch.1, the SW dispersion in a ferromagnet is quadratic at large k, while
it can be non-monotonous in the low-k range, as due to dipolar interactions. For this
reason, it cannot be assumed fout court that the Kittel model can be employed to analyse
the SAW-FMR data, as it is developed for the uniform precession mode. In the following,
we see that for the specific case discussed in this chapter the SW dispersion is basically
flat in the addressed wavevector range. This means that it is possible to directly compare
SAW-FMR to B-FMR data on the basis of the Kittel model.

The approach was to numerically compute the SW dispersion, following Ref.[33,
138], where an approximate analytical relation for dipole-exchange SWs is provided.
The computation employs the following parameters, suitable for sample A:
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Figure 3.8: Comparison of experimental SAW-FMR results (black circles) with computed approxi-
mate SW dispersion. Panels (a-c) refer to A = 4.00, 3.07, and 2.54 pum, respectively. Red and blue
solid lines and bands are the computed SW dispersions for the indicated values of B™; the other
parameters used for the calculation are reported in the main text. The inset in panel (c) shows a
magnified region at low wavevector, where the dispersion non-monotonicity can be appreciated.

¢ Thickness of ferromagnetic layer ¢t = 14 nm
* Effective magnetization My = (195 £+ 16) kKA/m
* Magnetomechanical ratio /27 = 32 GHz/T

¢ Continuum exchange constant aex = 5+ 1077 m? (qex = 2A/p0M2, where A = 8
pJ/m is the exchange constant for Ni, see Ref.[28])

¢ Resonance magnetic field B™°: experimental values reported in Fig.3.7(d); uncer-
tainty is 5%

¢ Angle between wavevector and magnetic field ¢ = 15°

In Fig.3.8 the results of the computed SW dispersion are reported. Panels (a) to (c)
correspond to the resonance data for A = 4.00, 3.07, and 2.54 um, respectively. The blue
band indicates the RSAW-driven SWs, the red band the SSLW-driven SWs. For both, the
finite width of the band corresponds to the combination of uncertainty in My and B™S;
the solid line is the calculation based on the most-likely parameters. As expected, the
SW band vertically shifts by increasing the field strength. In the addressed wavevector
range the bands are basically flat. The non-monotonicity of the bands cannot really be
appreciated on the plotted scale: a zoom-in inset in panel (c) shows the presence of
a global minimum at finite wavevector. Here the feature is tiny (few megahertz), but
it can be non-negligible for thicker films. Superimposed to the dispersion bands, the
experimental data are shown, as black circles with frequency errorbars (the wavevector
errorbars are within the marker size).

Good agreement between experimental data and computed dispersions is found.
This should not impress, since the dispersions are computed on the basis of the param-
eters obtained from the experimental data themselves. What matters here is that from
these calculations it is possible to quantify the curvature of the dispersion relations. A
quantitative (though rough) definition of the flatness F' can be given as

F o faw = fo , (3.13)

erxp
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where fy. . is the frequency at the experimental wavevector ¢ = gexp, and fy the zero-
wavevector frequency. Basically F' quantifies the percentage error if the experimental
data (which are at finite wavevector) are treated as if they were at zero wavevector. For
all the experimental data F' < 0.06 is obtained, meaning that at most a 6% error is intro-
duced in analysing the SAW-FMR data with the Kittel model. This discussion justifies a
posteriori the validity of the proposed analysis.

Parametric excitation of high-order magnons

Having ascertained the capabilities and the reference frame of the TG-pumped SAW-
FMR experiments, it is now possible to quantify the sensitivity of the technique by pre-
senting data from the other two samples, namely sample B and sample C. Recall that
these samples are characterized by a low figure of merit 7 (about four times smaller),
and present severe morphological issues (see Appendix C). For sample B, B-FMR mea-
surements resulted in very noisy signals, while no signal at all was visible for sample C;
for the data presented here no comparison to B-FMR was thus possible. The field-folded
FFT maps for sample B are reported in Fig.3.9(a-c) for the three values of A: comparing
to Fig.3.7(a), additional reference lines highlight peaks at frequency different from either
RSAW and SSLW. It turns out that these additional peaks lie all at frequencies given by
harmonics or sub-harmonics of a driving SAW frequency, or by their linear combina-
tion. This effect has been already observed [139], and it is described as the excitation
of higher-order resonances due to parametric pumping. The appearance of paramet-
ric resonances testifies that large-amplitude magnetization precession is excited via the
proposed TG-pumping scheme.

Several parametric resonances are visible for sample B, while only one is observed for
sample C (not shown here). Following the same analysis described above, for each peak
the resonance frequency is plotted versus the resonance field [panel (d)]; the parametric
resonances are included as well, and they follow the same Kittel curve. The resonance
data for sample B at low frequency display a sharp cutoff at about 3.5 mT, which corre-
lates to the opening of the hysteresis loop for this sample [see Fig.C.3(b)]: the deviation
of the experimental resonances from the Kittel model can be attributed to the loss of
magnetic saturation and to the formation of magnetic domains. Consistently with this
hypothesis, no cutoff is observed for sample A and sample C, which exhibit smaller co-
ercivity. Moreover, this low-frequency cutoff in sample B resembles what is observed in
magneto-impedance measurements [140] when the boundary between quasistatic and
resonating magnetization precession is crossed. This motivates the exclusion of the un-
saturated resonance data [marked with squares in Fig.3.9(d)] from the following analy-
sis.

For the fit of the Kittel model, v was fixed at 1.93 - 10! rad/s-T. The best-fit val-
ues for the effective magnetization was Mgy = (277 £16) kA/m for sample B and
Megs = (122 £ 16) kA /m for sample C. The surface magnetic anisotropy calculated from
these results is K5 = (0.92 & 0.06) mJ/m? for sample B and K = (0.91 + 0.05) mJ/cm?
for sample C. The reduction of Mg with the thickness of the ferromagnetic film is in
accordance with Eq.3.10. The different M. values observed for sample A and sample B,
which share the same film thickness, is understood in terms of the structural and mor-
phological properties induced by the substrate during the Ni growth.

Fig.3.9(e) shows AB as a function of f for sample B and sample C; to these data the
linear relation of Eq.3.12 is fitted. Consistently with above, the fit excludes data with
resonance below 3.5 mT, in order to limit spurious enhancement of o due to incomplete



All-optical generation and time-resolved polarimetry of magneto-elastic resonances via TG

spectroscopy 71
4 A =4.00 um A=3.07um  A=254um -
0 (d)
ga
P
3 n 5 *
m =]
— — T,
N 3 o
T 2 . [
9/ 3. 0 . J
- g 0 10 20 30 40
Q2 o Magnetic field (mT)
g 2 £
g c Sl ‘ ]
I = £ €0 9% sampleB == Fit
1 q§> %% sampleC = Fit
£ |
=30 ‘
o
ot L L g 0 [ [ |
4

0 20 0 20 0 20
Magnetic field (mT) Resonance frequency (GHz)

Figure 3.9: (a-c) FFT magnitude maps for sample B; the three TG pitches are indicated. The hor-
izontal dashed lines highlight the presence of parametric excitations together with the expected
SAW-driven modes. (d) Resonance frequency versus resonance field for sample B (blue) and for
sample C (red). The data for the directly-driven resonances are reported as circles, the paramet-
ric resonances as diamonds. The best fits of the Kittel model (solid lines) are also reported. The
arrow highlights the cutoff for the resonance of sample B at about 3.5 mT. (e) Dependence of the
resonance linewidth on the resonance frequency for sample B and C. The same color and marker
code as for panel (d) is adopted. The solid lines are the best fit of Eq.3.12. Adapted from Ref.[99].
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magnetic saturation. The obtained Gilbert damping is o = 0.11 £ 0.01 for sample B and
a = 0.12 £ 0.04 for sample C; ABjyy, is compatible with zero for both samples. Such
large values for « can be due to growth-induced magneto-structural disorder [130]: as
reported in Ref.[141], the substrate can dramatically affect the FMR response of an ul-
trathin ferromagnetic overlayer, possibly washing out any FMR signal. This highlights
an apparent inconsistency: despite the lower 7 and worse growth quality, sample B ex-
hibits (i) parametric resonances, (ii) a larger Mg with respect to sample A, meaning a
lower surface magnetic anisotropy, and (iii) smaller inhomogeneous broadening; how-
ever, at the same time it exhibits a larger Gilbert damping (about a factor two). Further
investigation, especially on the material-science side, is required to solve this puzzle.

3.5 Conclusions

A SAW-FMR experiment was performed on polycrystalline Ni thin films, combining TG-
based excitation of SAWSs and tr-FR polarimetry on the elastically driven magnetization
precession. Via comparison to B-FMR results, SAW-FMR was validated as a method for
magnetic and magneto-elastic characterization. Its space resolution is only limited by the
probe laser footprint and by the SAW wavelength, thus allowing to envision sub-micron
investigation if tight focusing and small A are employed; this results in sensitivity to local
magnetization dynamics, a condition not achievable using area-integrated techniques
like B-FMR. Material science and MEMS technology can benefit from such approach.

The limits of applicability of the presented analysis were also discussed, with em-
phasis on the non-flat and non-monotonous dispersion of SWs. It is worth stressing one
more time that the magnetization precession is uniform in B-FMR and nonuniform in
SAW-FMR: the latter could thus be thought as a SWR technique.

To conclude this chapter, a final discussion on this aspect is due. In Fig.3.10 the SAW-
FMR resonance data (black spheres) are plotted in their proper three-dimensional phase
space, which is spanned by the resonance frequency f, field strength B, and SAW
wavevector q. The three wavevectors (¢ = 1.57, 2.05, and 2.47 rad/um) are identified
with vertical planes (orange, light blue, and purple, respectively). Two acoustic modes
are at play, namely RSAW and SSLW. At fixed ¢, the phase velocity of each acoustic
mode determines two frequencies: thus the projection onto the (f, ¢) plane (green dots)
gives the linear acoustic dispersion for the two modes (linear fit in pink). Given the flat-
ness of the SW dispersion in the range of interest, the projection onto the (f, B™*) plane
(blue dots) follows the non-linear trend of the Kittel model (fit in red). For the experi-
ment discussed here, the experimental geometry fixes ¢; then, by tuning the magnetic
field, the SW manifold moves in the displayed phase space, while the SAW dispersions
are unaffected. The acoustic and magnetic degrees of freedom couple resonantly at the
experimentally selected ¢ when the frequency of a SW matches that of a driving SAW.

Clearly the projection of the resonance data onto the (f, B™*) plane only makes sense
if the SW dispersion is flat. This is the case for the present experiment, as discussed in
reference to Fig.3.8. If this is not the case, the projected curve will be distorted, each
point relating to a different SW wavevector; the analysis could not proceed on the ba-
sis of the Kittel model, but more refined models taking into account the SW dispersion
would be called for. Far from being only an issue, this can prove to be a great poten-
tiality of the SAW-FMR technique. I see two reasons for this. First, the investigation of
low-energy excitations often requires wavevector selectivity, if the investigated quasi-
particle are dispersive; refined models will be developed whenever required. Second,
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Figure 3.10: The SAW-FMR results for sample A are plotted as a function of resonance frequency,
field strength and SAW wavevector (black spheres). The projection of these data onto the ¢ = 0
plane results in the dataset analysed in the framework of the Kittel model for FMR. The projection
onto the B™ = 0 plane results in two distinct datasets, linearly dispersed in wavevector, that
correspond to the dispersion relations for RSAW and SSLW. From Ref.[99].

momentum-dependent time-resolved scattering techniques are needed to investigate
complex quantum systems and devices, with special emphasis on the damping processes
of low-energy excitations. This is particularly intriguing for SWs, as a dominant decay
channel is Two-Magnon Scattering (TMS). This process involves the annihilation of a
zero-wavevector magnon and creation of a finite-wavevector magnon with the same
energy; clearly this can only take place if the SW dispersion is non-monotonous. The
TMS cross section is enhanced by the presence of modulations in the magnetostatic land-
scape at the same wavevector as the product magnon. For this reason, this momentum-
dependent damping channel could benefit from a TG-based technique; in particular, it is
expected that signatures of the TMS would appear as anomalies in the Gilbert damping,
as suggested in literature [142].
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CHAPTER 4

One-dimensional magnonic-phononic crystals: a model
platform for MEC

Artificial crystals are systems in which a material pattern is periodically reproduced by
stacking different materials with the aid of advanced growth and lithography methods.
Based on which material property is periodically modulated, the crystal exhibits tailored
and enhanced functionalities related to light, sound, magnon propagation: this sets the
usual nomenclature as photonic, phononic, magnonic crystals, respectively (and the list
is not exhaustive). The base element is sometimes called an artificial atom, even if its char-
acteristic length L is usually in the nano- or micrometer range; to properly speak of arti-
ficial crystals, the periodic reproduction of the artificial atom extends over a dimension
much larger than L, possibly up to the macroscopic scale. The number of dimensions N
over which the artificial atom is reproduced qualifies the crystal as /N-dimensional: e.g.
in one-dimensional crystals the atom replicates over a single direction. ! In analogy to
natural crystals, the base element can be composed of identifiable distinct nano-objects
displaying specific geometries, just like for a polyatomic base of a crystal lattice. This al-
lows tailoring of specific properties as due to local effects: again, the analogy to natural
crystals is straightforward, just thinking to the appearance of optical phonon branches
for polyatomic crystals, or to the definition of a specific magnonic Brillouin Zone (BZ)
if the magnetic periodicity differs from the chemical one. Continuous progress in nano-
lithography and deposition techniques allows to arrange nano-objects with sub-micron
periodicity, gaining access to technologically relevant frequency bands. Naturally in con-
tact with the field of metamaterial engineering, examples of applications are stop-band
crystals, unidirectional propagators (diode-like devices) and “invisibility cloacks”.

In this chapter we discuss the investigation of elastic and magnetic dynamics in a
sample composed of a one-dimensional array of sub-micrometer ferromagnetic Nano
Wires (NWs) on a non-magnetic substrate. The regular inter-NW periodicity makes
the sample at the same time a Magnonic Crystal (MC) and a Surface Phononic Crys-
tal (SPnC), as due to the periodic modulation of both magnetostatic and surface elastic
properties. The coexistence of tailored phononic and magnonic bands motivated to con-
sider this sample as a candidate model platform for investigation of coupled magneto-
mechanical modes, as discussed in Ch.5. The sample was studied with multiple tech-
niques: static and tr-MOKE, magnetic BLS and numerical simulations with micromag-
netic models were combined to gain an overview of the sample static and dynamical
properties.

10bvious extension holds for two- and three-dimensional crystals. Even four-dimensional crystals are
known, with replicas along the time axis [143].
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Figure 4.1: (a) Sketch of the cross section of the investigated bilayered NWs. The geometrical
parameters are indicated: thickness tre = tpy = 10 nm, width w = 340 nm, inter-NW spacing
d = 70 nm, array full periodicity D = 410 nm. Note the different scales for horizontal and vertical
directions. (b) Top-view SEM micrograph of the investigated sample. The NWs extend in length
for | = 4 mm. (c) Hysteresis loop obtained from longitudinal MOKE for Bex parallel to the NW
length. The coercive field B. = 18 mT is indicated by the arrow.

This chapter is organized as follows: in Sect.4.1 an overview of the sample proper-
ties as MC and SPnC is presented, referring then to Appendix D for further details; in
Sect.4.2 the tr-MOKE measurements are detailed, together with the multi-technique ap-
proach which helped in the understanding of the experimental features; in Sect.4.3 some
aspects of the rich phenomenology observed via tr-MOKE are reported, as first steps
of a deeper incoming investigation. I refer to Ch.5 for the detailed investigation of the
coupled magneto-mechanics in this sample.

4.1 The sample

The sample is an array of bilayered NWs composed of Fe on top of Permalloy (Py,
NigoFey). 2 The thickness of the layers is tpe = 10 nm and tpy = 10 nm. Each NW
has a rectangular cross-section w = 340 nm in width, and it extends [ = 4 mm in length.
The NWs are deposited on Si (001) substrate, with the NW long axis aligned along the
[100] direction of the substrate. The inter-NW spacing is d = 70 nm, giving an over-
all real-space periodicity D = w + d = 410 nm. These properties define a pseudo-BZ
(pBZ) for the one-dimensional artificial crystal which extends in reciprocal space in the
range qppz = *+m/D = £7.7 rad/pum. This periodicity in reciprocal space holds both
for the magnonic and for the surface-phononic band structures. A sketch of the sample
cross-section is reported in Fig.4.1(a).

Deep ultraviolet (DUV) exposure at A\pyy = 248 nm of a photoresist followed by
e-beam deposition of the ferromagnetic layers and lift-off process were employed for

2I use the convention [overlayer]/[underlayer]/[substrate], so the sample stacking is denoted as Fe/Py/Si.
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the fabrication of the NWs. With this technique, highly ordered arrays of NWs can be
fabricated over a large area, as can be appreciated by the top-view SEM micrograph re-
ported in Fig.4.1(b). Further details on the fabrication method can be found in Ref.[144].
Thanks to the large area fabricated, standard magnetometry techniques can be employed
for magnetostatic characterization: together with sibling systems with different geomet-
rical and material parameters, the sample has been characterized via MOKE, Vibrating
Sample Magnetometry (VSM), Superconducting Quantum Interference Device (SQUID)
magnetometry, BLS, FMR and micromagnetic simulations.

Indeed, this class of samples has been extensively studied in the last 25 years, and
from existing literature valuable details can be learnt for understanding the experimen-
tal observations reported in the present and following chapters. The main relevant ques-
tions are: (i) what are the acoustic and magnonic modes that can be observed in such
sample? and (ii) what do we know from literature about this system, in terms of mag-
netic anisotropy, switching process and magnetic coupling at the Fe/Py interface? The
details of the literature overview are to be found in appendix D. Here I just report the
main conclusions that are drawn.

From the phononic point of view, the laser-excited modes are (i) a standing SAW
with zero wavevector resulting from hybridization of RSAW with its zone-folded repli-
cas, and (ii) the lowest-order localized breathing mode along the width of each NW. As
for the magnonic counterpart, the homogeneous laser-driven excitation of the magnetic
subsystem only couples to a magnon of same symmetry, i.e. without amplitude nodes
along the thickness or the width directions. MCs fabricated as magnetic artificial atoms
deposited on a non-magnetic substrate are automatically also SPnC. As such, these hy-
brid phononic-magnonic crystals can display strong MEC, owing to the coexistence of
flat (i.e. with zero group velocity) phononic and magnonic bands with matching wave-
length. Stationary spatial overlap of the mode anti-nodes strengthens the interaction of
the coupling modes. Moreover, as will be discussed in Ch.5, for confined phononic and
magnonic modes the dissipation can be engineered to obtain low-damping modes or
correlated dissipation, with intriguing coupling possibilities.

To gain insights into the magnetostatic properties of such samples we referred to a se-
ries of publications starting from the late ‘90s, where NW arrays fabricated with the same
recipe have been investigated. For what concerns the experiment I want to present, the
relevant aspects are here summarized: the NWs have negligible MCA, while the shape
anisotropy determines magnetic EA and Hard Axis (HA), either along or orthogonal to
the NW length; the magnetization reversal process features competition of coherent ro-
tation and magnetization curling, depending non-trivially on the specific parameters of
the NWs: details on the coercivity can shed light on this; the ferromagnetic bilayer can be
seen as a single effective magnetic material with inter-layer ferromagnetically coupled
dynamical modes up to at least 20 GHz.

4.2 A time-resolved approach to investigate magneto-acoustic modes

To tackle the combined dynamics of the magnonic-phononic crystal we adopted a time-
resolved approach. The experimental setup is obtained from slight modifications of the
TG setup discussed in Ch.2: blocking one of the two pump beams and collecting the
reflection of the probe from the sample, the TG setup is converted in a tr-MOKE one.
The optical end-station is sketched in Fig.4.2(a).

The sample lies in the vertical (z,y) plane. Both the pump and the probe are s-
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Figure 4.2: (a) Sketch of the experimental end-station for tr-MOKE. The pump and probe beams
are s-polarized, and impinge on the sample surface with delay At; the reflected beam has rotated
polarization as due to MOKE; the sample lies in the vertical (x, y) plane, and the external IP mag-
netic field Bex is directed along y; ¢ is the azimuth angle between Bex and EA. (b-c) Time- and
frequency-domain maps of the tr-MOKE signal for azimuthal angle ¢ = 60°. The vertical dashed
lines at Bext = —22 mT highlight the magnetization reversal. The magnetic field is swept from
positive to negative values.

polarized. The incidence angles from the sample normal are approximately 12° for the
pump and 6° for the probe: thus the setup allows the detection mostly of the OOP com-
ponent of the magnetization M,. The laser footprint (FWHM) on the sample is about
59 x 49 pm? for the pump and 33 x 28 um? for the probe, the slight ellipticity being due
to off-normal beams. The experimental pulse energy is 80 n] for the pump and 3.2 pJ
for the probe, giving an average fluence of about 7.0 mJ/cm? and 0.4 uJ/cm?, respec-
tively. The laser repetition rate is set to 200 kHz. The external IP magnetic field By is
directed along the y axis. The azimuthal angle between B,,: and EA, denoted as ¢, can
be varied in the full 27 range: ¢ = 0° corresponds to Bex || EA, ¢ = 90° corresponds to
Bey: || HA. The experiment reported was performed under ambient conditions at room
temperature.

As will be discussed more in detail below, the NIR pump excitation triggers acous-
tic modes and, via inverse magnetostriction, the phononic strain fields interact with
the magnetization of the NWs, leading to coupled magneto-mechanical dynamics [145].
Moreover, it is possible to excite pure magnetization dynamics via ultrafast heat-induced
magnetic anisotropy quenching upon ultrafast laser illumination. This thermal mecha-
nism, firstly described in Ref.[101] for an easy-plane magnetic anisotropy system and
then extended to different systems [146-148], requires an external magnetic field with
strength comparable to the sample magnetic anisotropy. The IP field B.y, whose strength
is variable in the range + 90 mT, well fits this requirement, since the sample coercive field
is B, = 18 mT, as extracted from static MOKE hysteresis loops [see Fig.4.1(c)].

The magnon modes excited with this mechanism rely only on the magnetostatic
properties of the NWs, and can be observed via correlative static techniques (e.g. BLS)
as well as simulated with micromagnetic models. This was done in collaboration with
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IOM-CNR in Perugia (Italy).

Magnonic spectra have been measured with BLS in the back-scattering configuration,
for fixed zero wavevector at variable strength of an external IP magnetic field. A 200-mW
monochromatic CW solid-state laser was employed to generate the probe beam (A = 532
nm); the beam was focused at normal incidence onto the sample surface with footprint
about 30 m in FWHM. The scattered light was analyzed in frequency by using a tandem
(3 + 3) Sandercock-type Fabry-Pérot interferometer. BLS measurements were performed
at room temperature.

Micromagnetic simulations were conducted using MUMAX3, a GPU-accelerated open-
source software [149]. Five NWs were simulated within a computational mesh of 512 x
8 x 2, with EA oriented along the y direction. Periodic boundary conditions were ap-
plied in both IP directions. The magnetic parameters used in the simulations were: sat-
uration magnetization for Py M, )~ 1107 /4w A/m; saturation magnetization for Fe
M = 2.107 /47 A/m; exchange stiffness for Py ALY = 1-10~!! J/m; exchange stiffness
for Fe ALY = 2.1071! J/m. An external magnetic field was applied IP at an azimuthal
angle ¢ determined from experimental data. Starting from an initial field strength of
100 mT, the external field was reduced in steps of 5 mT. At each step, SWs were excited
%, applied in the z direc-
tion in the entire simulated area with maximum amplitude ~y = 50 mT and frequency
fo = 30 GHz. To obtain the power spectrum, we recorded M, at every picosecond and
then performed FFT.

In Fig.4.2(d) I report a wide-scan map of tr-MOKE results at ¢ = 60°, for Bey swept in
its full range in approximately 1.5 mT steps. For each magnetic field, the tr-MOKE signal
is recorded up to 3.3 ns of delay; to each trace an exponential plus linear background
is subtracted. The map in Fig.4.2(e) is obtained by taking the FFT of each trace, with
Hamming windowing and zero padding. Here, three features can be identified: two flat
modes featuring no frequency dispersion with Bey, and a third dispersive mode. The
formers are labelled as MEC modes (MEC1 and MEC2) and the latter as a pure magnonic
mode (PM). By properly tuning By a crossing of PM and MEC1 mode is observed, a
condition in which coupling of magnonic and phononic modes is present. The analysis
of this experimental condition is the ultimate goal of the experiment; I refer to Ch.5 for
the thorough discussion. Here below I discuss the excitation mechanism of the three
observed modes and discuss some phenomenological results.

using a sinc-shaped field pulse defined as h(t) = ho

MEC modes

Fe and Py feature interband electronic transitions at the NIR pump photon energy (1.2
eV), whereas the direct bandgap of Si lies above (3.5 eV [150]). This leads its optical ab-
sorption coefficient to be about four orders of magnitude smaller than for the metallic
overlayers [151]. For this reason, the energy of the pump is mostly released in the mag-
netic NWs, that heat up and expand thermo-elastically. The periodicity of the generated
strain field stabilizes standing SAWs whose wavelength matches D, the NW periodic-
ity; the wavevector of the generated wave is guec1 = 27/D = 15.3 rad/pum, which is
the center of the second pBZ. Given the characteristic surface phonon dispersion of SP-
nCs, it corresponds also to a zero-wavevector mode (red arrow in Fig.D.1). Moreover,
the pump-induced heating generates strain within each NW (localized breathing mode).
Once the acoustic modes are set in, they can drive the NW magnetization, producing the
time-modulated magnetic contrast we observe in tr-MOKE [flat modes in Fig.4.2(c)].
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Figure 4.3: Time-domain trace (black circles) and fit (red line) of tr-R at Bexx = 0 mT. The residuals
(grey line) are rigidly shifted for clarity. Inset: FFT of the original trace (black line) and of the
residuals (grey line).

The attribution of such flat modes to magneto-elastic modes in similar systems is re-
ported in literature [145, 147]. To further confirm the assignment, we performed tr-R
measurements. The same laser source was employed, detecting the non-rotated com-
ponent of the probe polarization. This approach has been already used for detecting
acoustic modes [152]. The same laser repetition rate and fluence are employed as in tr-
MOKE measurements. The time-domain trace after background removal is reported in
Fig.4.3 (black circles), for Bexx = 0 mT. The fit of the function

Yy = Z Ai sin (wzt + ¢i)e_'”t + B (41)

(3

is shown in red; here i = 1,2 denotes the lower- and upper-frequency phononic mode,
which correspond to the driving modes of MEC1 and MEC2 modes, respectively. The
parameters A;, w;, ¢;, y; are the amplitude, angular frequency, phase and damping pa-
rameter for i-th mode; B is a constant background. The fit does not take into account the
sharp electronic peak at short time delay, for which finer sampling would be needed, and
whose dynamics is beyond the interest of this work. The feature-less residuals of the fit-
ting are shown in grey and rigidly shifted for clarity purpose. The inset of Fig.4.3 shows
the FFT of the original trace (black) and of the residuals (grey): the absence of prominent
spectral weight in the residual FFT further demonstrates that the fit is satisfactory.

The frequencies and dampings obtained as best-fit parameters are f; = (8.89 + 0.05)
GHz and f» = (10.75 £ 0.05) GHz, and 7; = (0.73 + 0.09) rad/ns and v, = (1.4 £ 0.1)
rad/ns, in agreement with the parameters for the flat modes in tr-MOKE (see below).
No variation of these fit frequencies with B.,; was appreciated; on the other hand, note
that the PM mode never appears in the tr-R data. Following literature [147], we assign
the lower frequency mode to RSAW of the substrate loaded with the NW array, and the
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higher frequency mode to a localized (width) breathing mode of each NW. Interestingly,
the expected frequency for RSAW at wavelength matching D is 35% larger than the ob-
served fi, assuming the phase velocity reported in [153]. Two mechanisms can be at
the basis of this observed redshift: (i) at the center of pBZ the phononic bandgap opens
(see Appendix D), leading to reduction in the frequency of the pumped standing wave
as compared to the unloaded substrate [154-156], especially for large elastic mismatch
between substrate and NWs [157]; (ii) the filling factor of the NWs being about 0.8, a
Fourier decomposition of the thermal trigger gives as first non-zero component a uni-
form heating, which is expected to lead to softening of the elastic properties of Si [158,
159]. Note that analytical calculation of the RSAW frequency in the sample is compli-
cated. Indeed, the effective-medium approximation (NWs + air gaps) for the overlayer
cannot be applied, as it requires to be in the long-wavelength limit [160]: in this case,
instead, the RSAW wavelength is comparable (actually, it is identical) to the elastic in-
homogeneities length scale. Moreover, for small values of the product ¢ - ¢ (wavevector
times overlayer thickness, recall Fig.1.3) the frequency of RSAW is expected to be the
same as that of the substrate [16]. These considerations suggest that indeed specific
acoustic dynamics related to SPnCs is at play. Acoustic BLS measurements on this sam-
ple, together with finite-elements numerical calculations involving thermoelastic mod-
els, will help clarifying this aspect.

PM mode

The polycrystalline structure of the NWs sets the shape anisotropy as the leading mag-
netic anisotropy term, favouring magnetization IP and along the NW long axis, which
is thus the magnetic EA. If Bey is non-collinear to EA and comparable in strength to
the magnetic anisotropy field, the equilibrium axis for the static magnetization lies at
a finite angle between these two directions (with larger spatial inhomogeneity in the
magnetization as Bey: and EA become more orthogonal, as a consequence of demagne-
tizing field, see e.g. [161]). The pump absorption in the magnetic NWs leads to ultrafast
quenching of the magnetization and concurrently to impulsive softening of the magnetic
anisotropy. The modification in the energy landscape triggers precession of the magne-
tization around a non-equilibrium axis, which after about 100 ps [101] reverts to the
equilibrium one: therefore, for later times and up to extinction, the observed dynamics
reflects the equilibrium spectrum of eigenstates of the magnonic subsystem. Since the
same dynamics is impulsively triggered in every NW, the precession in each NW is in
phase to the others, giving a net MOKE signal (i.e. it is a zero-wavevector magnonic
mode). Consistently, the spectral weight of the PM mode drops to zero whenever the
equilibrium axis for the magnetization is collinear with EA, which happens (i) when
Beyt approaches zero strength [see Fig.4.2(c)] or (ii) when ¢ = 0° for any value of Bey.
This aspect will be clarified in the next section.

To confirm the assignment of the PM mode to the lowest-order magnetization pre-
cession, comparison of tr-MOKE results to BLS measurements and micromagnetic sim-
ulations is performed. In Fig.4.4 we report the frequency of the PM mode as obtained
from time-domain fit of tr-MOKE traces (blue circles), and the field dependence of the
lowest-order magnetic field as observed in BLS (orange circles) and in micromagnetic
simulations (black line). For the time-domain fit of tr-MOKE, Eq.4.1 was employed,
with the index ¢ running over the three modes. The results for three values of ¢ are re-
ported: the modification of the dispersion of PM mode by changing the azimuth will be
discussed below. General agreement between the data sets and with the simulations is
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Figure 4.4: Frequency of the PM mode extracted from time-domain fit of tr-MOKE traces (blue

circles), together with the frequency of the lowest-order magnon mode as obtained from BLS mea-

surements (orange circles) and micromagnetic simulations (black line). Results for three azimuths

are reported: ¢ = 30°, 60°, 90°. The vertical shaded bars indicate regions in which the extraction
of frequency from tr-MOKE data is not possible.

obtained, in particular in the concavity change at positive field (¢ = 60°), in the field
position of the cusps (¢ = 90°) and in the value of the switching field. The grey shaded
bars in Fig.4.4 highlight regions in which extraction of tr-MOKE values is not possible,
either because of absence of the PM mode, or because of the mixing to the MEC modes.
Note the systematic redshift of the tr-MOKE data as compared to BLS and simulations:
the origin of this discrepancy is temptatively discussed in the next section.

Pump selection rules for PM mode

Fig.4.4 shows that the PM mode is a natural eigenstate of the sample, and as such it can
be measured via BLS. Nevertheless, close to Beyy = 0 mT it is not seen via tr-MOKE; the
same happens if ¢ = 0°, for any value of field strength. In both these configurations,
BLS shows magnonic peaks. In this section we discuss this experimental difference be-
tween tr-MOKE and BLS measurements as due to a pumping selection rule present in
tr-MOKE, and not to any other probe-related issue.

First of all, we exclude a role to the probe polarization. In the employed experimental
geometry [see Fig.4.2(a)], the small incidence angles from the sample normal set M., the
OOP component of the magnetization M, as the leading component interacting with the
probe light. Thus, we are basically in the configuration of polar MOKE (p-MOKE). In p-
MOKE, the polarization of the probe beam [linear vertical (LV), or linear horizontal (LH)]
has minor relevance, as can be qualitatively understood from the approach discussed in
Sect.2.1. Considering only OOP magnetization and small impinging angle, the same
p-MOKE occurs for LV and LH.

Next, we show that no geometric effect linked to ¢ is present. In the sketches in
Fig.4.5, the cone of M precession is depicted for ¢ = 90° [panel (a)] and ¢ = 0° [panel
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z X

Figure 4.5: Sketch of the precession cone of the magnetization for (a) ¢ = 90° and (b) ¢ = 0°.
The external magnetic field is kept fixed along the y axis. The small dynamical components of the
transverse magnetization are indicated by the arrows.

(b)]. 3 The sample lies in the (,y) plane. Depending on the EA direction, the dynamical
part of M lies either in the (z, z) or in the (y, z) plane. Both cases give the same result,
since only M is probed.

The presence/absence of the PM mode, based on ¢ and the strength of By, depends
on the excitation mechanism (pump) rather than the detection scheme (probe). The key
aspect is the pump-induced modification of the shape magnetic anisotropy. Following
the work of Ref.[101], the absorption of pump photons impulsively heats the sample and
causes a change of the shape magnetic anisotropy by inducing quenching of the magne-
tization. Two different scenarios can settle down, depicted schematically in Fig.4.6. In
the first case [¢ = 90°, panel (a)], at At < 0 (i.e. before pump arrives) M is directed
along an equilibrium axis ~ which is determined by the vectorial sum of By and the
shape anisotropy field; in our case the anisotropy field is directed along the EA, so r lies
IP at some intermediate angle between B¢y and EA. When the sample is heated by the
pump (At = 0), the anisotropy field changes in strength, and the new equilibrium axis
r’" lies IP but at a different azimuth; M starts to precess about r’. After less than 100 ps,
heat has been dissipated away (in the rest of the metallic NW or to the substrate) and the
equilibrium axis goes back to r; however, M is out of equilibrium and keeps precessing,
now about r, in a free induction decay fashion until its natural damping.

In the second case [¢ = 0°, panel (b)], for At < 0, Bext and EA are collinear, and
r as well. In this scenario, the reduction of anisotropy field strength induced by the
pump does not set a different direction for the equilibrium axis, so the only effect ob-
served is magnetization quenching and recovering. Note that a very similar mechanism
takes places when the leading magnetic anisotropy is of magnetocrystalline origin. The
anisotropy constants routinely used to model anisotropic systems strongly depend on
temperature [146, 148].

The last ingredient necessary to assess the difference of tr-MOKE and BLS measure-
ments is related to sensitivity. The tr-MOKE setup is not able to observe thermal popula-
tion of quasi-particles in the samples, since in a thermal population each quantum has an
arbitrary phase to the others and so the signal averages to zero. A finite signal can be ob-
served only when the pump impulsively triggers a dynamics which is coherent (i.e. with

3For panel (a), small Bey is considered, meaning that the axis of the precession cone is along EA.
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Figure 4.6: Sketch of the effect of the pump on the magnetization and the shape anisotropy EA
at four different times with respect to time zero (i.e. the arrival of the pump). For non-collinear
By and EA [p = 90°, panel (a)] a transient dynamical state is excited. For collinear Bex and EA
[¢ = 0°, panel (b)] only magnetization quenching and recovery is observed.

same phase) on the entire volume probed by the probe beam, or at least when the spatial
average of the signal is not zero. For example, for acoustic phonons, all the oscillators
must be in phase, giving a net compression/expansion of the material; for uniform mag-
netization precession, M in the entire probed volume must precess in phase. This means
that, even if the PM mode is present in certain configurations, it can only be observed
via tr-MOKE if the pump is able to excite large-scale coherent dynamics: the PM mode
for ¢ = 0° surely exists (as observed also via BLS) and interacts with our probe beam
(no selection rule is prohibiting it), but it is not observed since it is not triggered by the
pump scheme used. In another language the pump induces a time-dependent reduction
of symmetry of the system which enables the detection of a p-MOKE signal.

In Fig.4.7 a selection of tr-MOKE measurements is reported, supporting the picture
just sketched. The angle § denotes a vertical tilt of the magnetic field, keeping its IP
component along the y axis; this angle gives a small OOP component to Bex:. For ¢ = 0°
and 6 = 0° [panels (a-b)] the PM mode is absent, no matter whether the probe polariza-
tion is LV or LH. Only a faint anomaly in the intensity of MEC modes in the regions of
crossing is maybe present, as highlighted by the red circles. The origin of this anomaly
is unknown and it deserves further investigation. For ¢ > 0° and 6 = 0°, the PM mode
is observed, consistently with B.,; and EA being not collinear [panel (c)]. Finally, tilting
OOP (§ ~ 15°) the applied magnetic field, keeping its IP projection at ¢ = 0°, the PM
mode pops out, again consistently with non-collinearity of Be and EA [panel (d)].
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Figure 4.7: FFT magnitude maps of tr-MOKE signal for four different geometrical configurations:
(a) Bext || EA, probe polarization LV; (b) Bex: || EA, probe polarization LH; (c) Bext IP with ¢ = 30°,
probe polarization LV; (d) Bex tilted OOP by 6 ~ 15°, while its IP component is still along EA
(¢ = 0°), probe polarization LV. The red ellipses in panels (a-b) highlight intensity anomalies in
the MEC modes which could correlate to the interaction with the PM mode. Note the different
size in magnetic field steps in panel (b).

Comparison to TG spectroscopy

The experiment described in this chapter basically consists in a modulated heating of
the sample, triggering specific acoustic and magnetic dynamics. The analogy to the
TG-based experiment discussed in Ch.3 is evident. Nevertheless, between the two ap-
proaches there are important differences, which are briefly discussed now.

¢ The large difference in absorption coefficient of the metallic NWs and the Si sub-
strate generates a thermal contrast at time-zero which is larger than what obtained
in the TG-based experiment. Given that ag; = 30 cm™! and ape = 4.7 - 10° cm™!
(same order for Py) [151], and assuming a linear optical regime in which the opti-
cal constants of the materials are not modified by the impulsive pump, a thermal
contrast of about 10* is obtained. In similarity to the jargon used for interference
patterns, this could be dubbed fringe visibility. A direct measurement of the same
quantity in the case of TG pump is not available, but it is expected to be at most of
order 102. So the thermal landscape is more largely modulated in the present ex-
periment, with probably larger amplitude acoustic waves excited. This is probably
the reason why an experiment employing the TG pump on the NW sample was
not successful: the only signal obtained when employing the two-pumps configu-
ration was the incoherent sum of dynamics excited by each pump singularly, with
no further coherent modulation given by the TG periodicity.

¢ In the present experiment, access to smaller acoustic wavelength (sub-micron pe-
riod) is gained, the only limitation being the miniaturization in the lithographical
fabrication process; the drawback is that the sample has a fixed periodicity, and the
possibility to investigate different acoustic wavelength on the same sample is lost.
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Figure 4.8: (a-b) FFT maps at ¢ = 70° for opposite direction of the magnetic field sweep: the PM-

mode discontinuity (highlighted by vertical dashed lines) correlates to the spin-flip. (c) Frequency

of the PM mode as simulated with micromagnetic models for ¢ = 80°. (d) Normalized values of

M, and M, (black and red circles, respectively) as a function of the applied field. The black arrows
point in the direction of the NW average magnetization. Panels (c-d) adapted from [147].

¢ In TG-pumped experiment, a magneto-optical signal is observed only when the
natural magnetization precession is sustained and amplified by the acoustic wave,
while basically no signal is present from the pure magnetic mode (dispersive PM
mode) nor from MEC modes outside the resonance region (flat modes). As moti-
vation for this, three aspects should be noted about the TG-based experiment: (i)
the amplitude of the acoustic wave is probably smaller (see comments above); (ii)
the magnetic field is applied along an EA (IP, at about 15° from the wavevector
direction) so the mechanism described in [101] is not present; (iii) the FR signal
probes all the possible dynamical phases of the magnetization precession, since
the magnetic material is a continuous film, and a finite signal is observed thanks to
the inhomogeneous temperature profile, with obvious lowering of sensitivity; on
the contrary, in the present experiment all the volume of magnetic material is pre-
cessing basically in phase (with a caveat regarding the lower precession amplitude
for edge-localized modes) and so the signal generated adds up.

4.3 Exploring the modes

The investigated sample presents a rich phenomenology as probed via the tr-MOKE
approach outlined above. Here I account for some of these aspects. The aim is to give
an overview of the several facets encountered in the investigation of this sample, and to
present scientific questions that will be addressed in the future.
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Hysteresis from tr-MOKE measurements

The discontinuity observed in the PM-mode spectrum [see Fig.4.2(c)] at about Bey =
—22mT is understood as the magnetization reversal (spin-flip transition), with the static
magnetization flipping by 180°. To confirm this picture, we report in Fig.4.8(a-b) two
FFT maps obtained for opposite direction of the magnetic field sweep. The discontinu-
ity takes places at opposite values of magnetic field Bey = (£22 4 2) mT, as highlighted
by the vertical dashed lines. Note that for values of magnetic field external to the spin-
flip, the maps are symmetrical, while they are not for values within the spin-flip interval.
For this reason, folding of the maps about B¢y = 0 mT cannot be performed; it is also
consistent with the fact that in the current tr-MOKE configuration not the static mag-
netization (which actually flips in direction), but the OOP dynamical component M, is
probed. These are general differences with respect to static MOKE experiments, whereas
the information on the magnetization is encoded into the anti-symmetric component of
the magneto-optical signal.

Detailed investigation of the magnetization reversal in a magnetic NW array is re-
ported in Ref.[147]. Fig.4.8(c-d) is adapted from the same reference. It reports the fre-
quency of the NW magnonic modes simulated with micromagnetic models [panel (c)],
and the values of M, and M, (normalized to the saturation }) as a function of the exter-
nal field strength [panel (d)]; field sweeping from positive to negative values is assumed.
The azimuthal angle is ¢ = 80°, almost parallel to HA. At large positive fields, the NW
shows near complete saturation along the field direction. As the field strength is reduced
to 500 Oe (50 mT), the mode spectrum exhibits a local minimum in frequency: this is the
condition of compensation between applied field and demagnetizing field, thus min-
imizing the effective field around which the magnetization precesses. Thus the field
position of the minimum frequency is an estimate of the anisotropy field of the sample
B, . Further reduction of the field strength results in orientation of magnetization along
EA: the mode frequency increases again as the demagnetization field dominates over the
applied field. As the field crosses zero, the spectrum softens and exhibits a discontinuity
in correspondence of the magnetization overcoming the energy barrier exerted by shape
anisotropy to its reorientation parallel to the field.

Three aspects should be highlighted. First, this description (and the micromagnetic
simulations that corroborate it) approximates each NW to a single magnetic domain, for
which a macrospin picture is significant. As explained in Appendix D, this approxima-
tion can fail for specific geometrical sizes of the NW: the azimuth dependence of the
coercivity can give information on the details of the magnetization reversal mechanism.
Still, in Ref.[147] the agreement of simulations to the experimental data is considerable,
suggesting that the model indeed captures the main phenomenon at play. Second, in
Fig.4.8(c) at large fields two modes are present: the lower is due to edge modes, localized
close to the width boundaries of the NW, and the higher is a bulk mode, localized at the
center of the NW. The formation of these two branches results from the inhomogeneity
of the demagnetizing field, which is stronger close to the edges: thus the effective field
(sum of the applied and the demagnetizing fields) is weaker for modes localized at the
edges, giving lower precession frequency; modes localized at the center of the NW expe-
rience instead a stronger effective field, resulting in higher frequency. For lower strength
of the external field, the upper mode disappears, and the lower mode expands more
and more from the edge to the bulk of the NW. The second branch was not observed in
the measurements I performed, consistently with the reduced range of applied magnetic
field I employed. Third, all the above discussion relates to frequency-domain features.
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Figure 4.9: Close-up map of the time-domain map for ¢ = 75° and At < 1 ns. The black dashed
lines highlight low-amplitude paths that correlate to PM-MECI resonances or to magnetization
reversal. In both cases, anomalies in the dynamical phase are observed.
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Figure 4.10: FFT maps varying the azimuthal angle from ¢ = 0° (Bex parallel to EA) to ¢ = 90°
(Bext parallel to HA) in steps of 15°.

Actually, a major strength of tr-MOKE is the possibility to observe time-dependent de-
tails, which can be particularly informative close to the magnetization switching. I just
report in Fig.4.9 a close-up for short time delays (At < 1 ns) of the time-domain traces
acquired for ¢ = 75°. The black dashed lines highlight paths were the trace amplitude
is reduced, and which delimitate regions with anomalies in the dynamical phase. For
the time being, what can be assessed with certainty is that such low-amplitude paths
correlate to the mode crossings and/or to the magnetization switching. Specific time-
dependent numerical models are required to deepen the understanding.

Dependence on the azimuth

The evolution of the tr-MOKE signal as a function of ¢ is reported in Fig.4.10. The az-
imuth is varied from ¢ = 0° (Bex parallel to EA) to ¢ = 90° (Bey parallel to HA) in steps
of 15°. The MEC frequencies are not affected by ¢, being determined by the elastic prop-
erties of the sample. As discussed in Ch.1, for phonons whose leading strain component
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is €3, MEC is maximum at 45° between the z axis and the static magnetization. Thus,
an overall increase of the MEC signal at ¢ = 45° is expected. This is masked in Fig.4.10,
since each map was normalized to its maximum (i.e. the FFT magnitude is reported in
arbitrary units). This was required by the fact that for each azimuth optimization of
sample alignment was performed, resulting in overall different intensity for each map;
in other words, the various maps reported are not comparable in absolute amplitude of
the signal. Nevertheless, a larger MEC for ¢ = 45° can be traced from the map back-
ground, which is flatter for that azimuth. In striking difference, the PM mode strongly
depends on ¢: its field dispersion follows the expected trend for the lowest-order pre-
cession mode of the magnetization for a strongly anisotropic system dominated by de-
magnetizing field effects. The very apparent feature of the presence of enhancement or
depletion in the spectral weight at the crossing of PM and MEC modes will be the subject
of Ch.5.

For 30° < ¢ < 90° the PM mode dispersion was extracted via time-domain fit of
the tr-MOKE traces (again Eq.4.1). Clearly, this was not possible for ¢ = 0° and 15°,
as the PM mode is absent. The results are reported in Fig.4.11(a). Similarly to Fig.4.4,
shaded grey bars indicate regions where the time-domain fit was not possible, as due
either to the very low PM-mode intensity, or to crossing to a MEC mode. For ¢ = 90°
the dispersion displays a global minimum (indicated by the black arrow) which corre-
lates to the NW anisotropy field; the obtained value is B, = 38 mT. For smaller ¢ the
dispersion modifies progressively, reducing the non-monotonicity and resembling more
and more the standard Kittel precession mode which is routinely acquired e.g. via FMR
for Bex parallel to EA. For any ¢ the dispersion crosses the Bext = 0 mT axis at the same
frequency value fo = (7.4 = 0.3) GHz. In this zero-field condition the magnetization is
aligned along EA, no matter the value of ¢, and the existence of a finite precession fre-
quency results from the remanent magnetization. As a first consequence, this is evidence
that the sample features isotropic remanence, which is not always the case for arrays of
NWs (see e.g. Ref.[162]), and suggests a single-domain structure, with no relevant do-
main formation even when By is applied along HA. As a second consequence, from
the zero-field frequency an estimate of the magnetization remanence can be given. Kittel
[131] calculated the frequency for ferromagnetic resonance in a prolate ellipsoid aligned
along the z axis and subject only to shape anisotropy to be

f =B \JIH: + (N, = NJ)M.) - [Ho + (N, = N2)M.] (42)
where H is the static external magnetic field, M the static magnetization and N; the de-
magnetizing factors. In this expression, it is assumed that the external field is applied
parallel to the prolate axis of the ellipsoid, which is the magnetic EA, and the static mag-
netization as well. The demagnetizing factor for a revolution ellipsoid can be calculated
analytically from the aspect ratios of the axis; as explained in Appendix E, the same pro-
cedure is a good approximation also for the discussed NWs: the calculated factors for
magnetization parallel to EA are N, = 0.06 (width), N, = 0.94 (thickness) and N, = 0
(length). Setting to zero the external field in Eq.4.2, the expression for f, reads

fo = B2 M /(N = N.) - (N2 = ). (43)

where M, denotes the remanence magnetization. Since the static MOKE loops have high
squareness [Fig.4.1(c)], the remanence is a good estimate of the saturation magnetization
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M. Thus the saturation magnetization can be expressed as

M. — 27Tf0 1
° HoY 4/ N:vNy ’

giving M, = (886 + 36) kA/m, or equivalently ;oM = (1.11 £ 0.05) T. These results
compare reasonably well to experimental results (VSM on Py NWs gives poM; = 1 T
in Ref.[163]) and to numerical estimates (M, = 1054 kA /m for the Effective NW (ENW)
simulated in Ref.[161]).

The azimuth-dependent dispersions give also a measurement of the coercive field as
a function of ¢: the color-coded arrows in Fig.4.11(a) indicate the discontinuity related
to the spin-flip transition. The values of the coercive field B, as a function of ¢ are re-
ported in Fig.4.11(b) (blue circles). For comparison, I report also the switching field as
extracted from BLS spectra (orange circles) and form numerical simulations (black cir-
cles); the respective datasets used are those plotted in Fig.4.4. For intermediate azimuth,
the three sets are consistent, at about B, = 20 mT. Note that the trend in coercivity is
non-monotonous: moving from ¢ = 0° B, first decreases and then increases. As dis-
cussed in Appendix D, this non-monotonicity suggests that a simple Stoner-Wohlfart
model for the coherent rotation of the magnetization is not appropriate to describe the
spin-flip. Further investigation is required, via static MOKE to address the coercivity or
via spin-resolved SEM to directly observe the magnetization reversal.

Two final comments on the theme of the reversal are due. First, the good agreement
in the coercive field values for BLS and tr-MOKE suggests that that the pump-induced
heating in tr-MOKE does not have a leading role in favouring the switch transition,
nor has the elastic strain. This is somehow surprising, as the coercivity is known to
be a property sensitive to sample temperature [164], as happens e.g. in heat-assisted
magnetic recording (HAMR), and to be dependent on the overall free-energy landscape
of the system, which can be modified by engineered stresses in what are sometimes
called straintronic devices (see e.g. Ref.[165]). The reason is likely to be found in the
details of the time-resolved measurements: the heat pulse only triggers the magnetic
precession, while the dynamics observed at the nanosecond timescale is basically that
of the equilibrium configuration; further investigation is required. Second, in both tr-
MOKE and BLS the spin-flip transition takes place rather abruptly as compared to static
MOKE hysteresis loops reported in Fig.4.1(c). The origin of this discrepancy may be
searched in the different quantities measured, the OOP component M, for tr-MOKE and
BLS or the IP component M, , for static longitudinal MOKE. Performing tr-MOKE at
different impinging angles could help properly assigning the different contributions.

(4.4)

Symmetry from tr-MOKE measurements

The possibility to perform full sweep of By and to change at will the sample azimuth,
allows to acquire experimental data in specific symmetric configurations, with interest-
ing perspectives on the symmetry of the observed dynamics. An important premise:
the raw data acquired via tr-MOKE are, needless to say, time-resolved. This means that
they embody information on the phase of the dynamical observed mode. Access to this
phase can be obtained via time-domain fitting; another possibility is to perform FFT of
the traces, and to plot two-dimensional maps of what is called the spectral phase, i.e. the
argument of the complex number computed via the FFT algorythm for each frequency.
This second approach allows to get a full picture of the signal phase, just like FFT maps
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Figure 4.11: (a) Frequency of PM mode for different values of ¢. The black arrow indicates the
anisotropy field (B, = 38 mT) as the value for the minimum frequency at ¢ = 90°. The coloured
arrows highlight the switching fields, which are equivalent to the coercive field. (b) Azimuthal
dependence of the coercive field as extracted from tr-MOKE (blue), BLS (orange) and micromag-
netics simulations (black). Note that tr-MOKE does not allow extraction of B. for low angles,
while BLS and simulations do not allow extraction for ¢ = 90°.
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Figure 4.12: FFT magnitude, phase, real and imaginary parts of tr-MOKE data for (a-d) ¢ = 75°
and (e-h) ¢ = —75°. The predominant phase characters are indicated for MEC modes [panels (c)
and (g)] and for the PM mode [panels (d) and (h)]. A slight experimental tilt of Bex: is probably
the reason for the different concavity of the PM mode in the two configurations.

allow to catch at a glance the dispersion of the modes. Similarly, it can be advantageous
to produce two-dimensional maps of the real and imaginary parts of the FFT.

The first aspect is related to the phase of the magneto-optical signals as upon swap-
ping Bex < —DBext. Fig.4.12(a-d) shows two-dimensional maps for FFT magnitude,
phase, real and imaginary parts for ¢ = 75°. Simplifying a bit, a mode exhibiting a pos-
itive (negative) peak in the real part behaves as a positive (negative) cosine-like mode;
a mode exhibiting a positive (negative) peak in the imaginary part behaves as a pos-
itive (negative) sine-like mode. Two notes: (i) proper assignment of the modal phase
requires either time-domain fit or evaluation of the spectral phase at frequency value
corresponding to the magnitude peak; (ii) this two-dimensional mapping washes out
any time-dependent information and assumes that the modes are stationary or at most
damped. * With this caveat, taking for granted that the assignment of sine- or cosine-like
character makes sufficient sense, let’s focus on the MEC modes. They both have cosine-
like character, with opposite sign. The easiest way to asses this is to observe that for
both of them a peak symmetric along the frequency axis is present in the real part map.
Another possibility is to observe the spectral phase map: MEC1 mode has white phase
(= 0) in the middle, while MEC2 mode has black phase (= 7). No variation is visible
for opposite values of Bey, indicating that the magnetization precession driven by the
underlying phonon modes is unaffected by the direction of the external field, being it

4 Actually, the complex Fourier Transform contains the whole amount of information contained in the time-
domain datum (information gets lost when considering only the magnitude). The point is that tiny time-
dependent details are encoded in equally tiny details smeared on the entire frequency axis with frequency-
dependent phases. Thus, they are basically impossible to recover by eye inspection, or even by analysis of
frequency-localized spectral features.
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positive or negative along a fixed axis. This is consistent with the expression of the MEC
torque mvec for leading strain e, (Eq.1.20). When the field changes sign, ¢ changes to
(m+4); since sin [2 (7 + ¢)] = sin (2¢), the MEC torque is not affected thereof. Moreover,
even upon spin-flip, nothing changes since the dependence on M is quadratic and the
angle reverts to be ¢.

The PM mode behaves differently: frequency-symmetric peak is present in the imag-
inary part map, indicating that it has sine-like character. Moreover, while the peak is
negative at large positive field (negative sine-like character), it becomes positive when
Bext changes sign (positive sine-like character); for field larger than the coercivity (i.e.
after the spin-flip transition), the negative sine-like character is recovered. The swap of
character correlates to the change of sign for Bey while the static magnetization is still
pointing towards the original direction: the magnetization precesses in opposite direc-
tion (clockwise instead of counter-clockwise), as can be understood for a free magnetic
moment upon simple Larmor precession.

The second aspect relates the modal phases upon swapping ¢ <+ —. In Fig.4.12(e-h)
the same maps are reported, for ¢ = —75°. Note that the PM mode concavity is a bit
different from panels (a-d): this is due to a slight experimental misalignment resulting
in a small tilt OOP of Beyt. In this configuration all the characters have the opposite sign,
as compared to those for ¢ = 75°. For what concerns the PM mode, a cartoon involving
again the Larmor precession is sufficient: given the direction of precession with the right-
hand rule, the absolute phase (or equivalently the phase at time-zero) changes by  if M
lies to the right or to the left of Bey:. For the MEC modes, it is necessary to recall Eq.1.20:
if ¢ = —¢, also the torque mviec — —7mEC.

Another symmetry-related aspect that can be inferred from the tr-MOKE maps re-
lates to the leading strain components of MEC modes. As already mentioned, the effi-
ciency of MEC strongly depends on the strain components at play and on the relative
orientation between the strain field and the magnetization. In the case of RSAW, the
dominant strain component is the longitudinal IP one, and MEC is maximized at 45°
between the acoustic wavevector and the magnetization. Even though the absolute in-
tensities of the maps in Fig.4.10 are not comparable, it is possible to compare the relative
intensity Ivpc2/Imec1 of MEC2 and MECI modes. The back-thought is that if the two
MEC modes feature different strain symmetry, then we expect the signal ratio to change
as a function of ¢. The result is shown in Fig.4.13, where the polar plot shows the ratio
of FFT magnitudes acquired at Bexy = —10 mT, which is far enough from resonances to
be unaffected thereof. There is not a clear trend in the intensity ratio of the two modes: a
possible conclusion is MEC2 mode to be dominated by longitudinal IP strain, similarly
MEC1. The two modes thus display the same trend in intensity as a function of ¢, and
the intensity ratio is basically constant. This is somehow expected if MEC2 is driven by
a width-expansion breathing mode: at any azimuth this strain would be collinear to the
leading e, strain driving MEC1.

Fluence dependence of the PM-mode frequency

One of the main differences between tr-MOKE and BLS measurements is that in tr-
MOKE there is a significant pump-induced heating of the sample, which is precisely
the trigger of coherent magnetization precession. Investigation of the dependence of tr-
MOKE frequency on the pump fluence is thus relevant to assess the presence of pertur-
bative or non-perturbative regime. Here I report the analysis on the fluence dependence
of the frequency of the PM mode as observed in tr-MOKE. Note that the measurements
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reported here below are not completely consistent with those reported in the rest of this
chapter since the repetition rate is 100 kHz instead of 200 kHz. As no thermal pile-up
was observed at 200 kHz, the conclusions drawn here are valid for both configurations.

Acquisition of tr-MOKE traces was performed at fixed field Bey = 31 mT, chosen in
order to have modes well-separated in frequency; the fluence was varied from 3 to 60
mJ/cm?. Each trace, after background removal, has been fitted with three damped sines
(Eq4.1). The results for the frequency of the three modes as a function of fluence are
reported in Fig.4.14(a). The frequency experiences a redshift for large fluence in all the
three modes. The redshift is largely predominant for the PM mode.

To account for this fluence dependence, a simple phenomenological model was de-
veloped, that mainly ascribes the effect of fluence to a reduction in the saturation mag-
netization M, as a function of the temperature T'. Four steps are identified:

1. The pump energy is deposited as heat in the metallic NWs. Assuming that the
experiment keeps running in the linear optical regime, the absorption coefficient is
not modified by the laser absorption itself. > Moreover, multi-photon absorption
in the Si substrate is also assumed negligible. With these approximation, the heat
deposited in the NWs depends linearly on the pump fluence.

2. The deposited heat determines an increase in temperature. Also for this step, if
the system remains in the linear thermal regime, the thermal and thermo-elastic
coefficients (thermal expansion, specific heat, thermal conductivity) are the equi-
librium ones. With these approximations, the temperature increases linearly with
the deposited heat.

3. The saturation magnetization M, depends on the temperature in a non-linear way.
The relation for a three-dimensional ferromagnet is M (T) < (1 -1/ TC)/B , where
Tc is the Curie temperature and 5 = 0.367 is the relevant critical exponent for a
three-dimensional Heisenberg model.

4. The precession frequency depends on the magnetization via Eq.4.2. Recalling the
approximate values for demagnetizing factors N, = 0.06, N, = 0.94, N, = 0, and
for the sake of simplification, IV, can be neglected and set to zero. The approximate
expression for the precession frequency becomes f(M,) ~ C.\/H2 + H,N,M,,

where C is an appropriate proportionality factor.

Combining all the contributions, the dependence of the PM mode frequency f on the
pump fluence F is approximated as

c

where Fy is the critical pump fluence, i.e. the fluence for which the Curie temperature is
reached in the NWs, and the constants €' ; encompass all the remaining proportionality
factors.

In Fig.4.14(b), to the results for the frequency of the PM mode a curve calculated
from Eq.4.5 is overlayed. The general trend of the fluence dependence is catched. It
was not possible to perform a proper fit: because of the reduced number of point the

5Strong nonlinear effects (An/n ~ 1%) are expected in dielectrics and semiconductors at intensity about
10'® W/m? [18]; in our case the average intensity is 1012 W/m?2, so nonlinearities are indeed negligible.
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fit parameters are highly correlated. Thus the red curve in Fig.4.14(b) has the value of
a guide to the eye, based on the discussed phenomenological model. The conclusion is
that at the experimental fluence (approximately 7 mJ/cm?) the system is driven in the
perturbative regime, significant non-linearities arising above 10 mJ/cm?.

Note that the proposed model cannot explain the systematic redshift of the tr-MOKE
frequency as compared to BLS and micromagnetic simulations observed in reference
to Fig.4.4. Indeed, for negligible fluence the model approaches a flat aymptoton, thus
extrapolation to zero fluence gives basically the same frequency as for the experimental
fluence. The higher (approximtely 500 MHz) frequency measured with BLS cannot be
simply explained by zero pump-induced heating. The observed discrepancy between
tr-MOKE and BLS deserves further investigation.

A key observation on this section is due. As stated in chapter 2, the linear response
approximation is oftentimes assumed in TG spectroscopy. The experimental outcome of
this assumption is that the quantified observables do not depend on the pump fluence:
the system is gently tickled out of equilibrium, such that its response is governed by
equilibrium quantities. This is the core of the model here proposed, as well: the optical
absorption and the thermo-elastic coefficients are not modified from their equilibrium
values by the pump trigger. Only the saturation magnetization is assumed as substan-
tially deviating at large pump fluence: indeed the observed magnon frequency at such
large pumping deviates from the low-fluence asymptotic value. The fluence level cho-
sen for the experiment exhibits frequencies very close to the low-fluence ones, so the
experiment is run within the linear response approximation.



CHAPTER 5

Coherent and dissipative coupling in a one-dimensional
magneto-mechanical system

In the quest for novel electronics and information technologies, artificial crystals appear
as promising candidates. As suggested from the results of Ch.4, one of the reasons is the
possibility to tailor by fabrication specific anisotropies in the crystal, possibly with strong
sensitivity to environmental conditions, thus obtaining efficient sensors and transduc-
tors. Moreover, the presence of collective propagating modes in selected bands can be
exploited for frequency-selective signal elaboration and propagation [166].

Hybrid artificial crystals gather in a single system sensitivities to different degrees
of freedom. In magnonic-phononic crystals, like the one discussed in this part, the
magnonic and acoustic excitations can couple, leading to the formation of new hybrid
quasi-particles called magnon-polarons. Such polarons, for which magnetic sensitivity
typical of a magnonic excitation merges with low-loss propagation typical of surface
acoustic waves, prove as energy-efficient information carriers, with long (up to millime-
ter scale) decay length [167]. Note that the magnon-phonon coupling, always present in
systems with sizeable magneto-elastic constants, is boosted if frequency and wavevec-
tor degeneracy of the two quasi-particles is reached, i.e. when their dispersion relations
intersect. The results reported in this chapter relate precisely to the condition of degen-
eracy for the magnonic-phononic crystal discussed in Ch.4. In this sample, wavevector
matching is always met between the excited magnon and phonon (the PM and MEC
modes, respectively, in the nomenclature introduced earlier), as both the modes lie at
the center of pBZ. Frequency degeneracy is obtained by tuning the magnetic field By,
thus modifying the frequency of the magnon mode. Detailed tr-MOKE datasets across
the region of degeneracy of the two modes allow to quantitatively assess the strength of
their mutual coupling.

The chapter is organized as follows: in Sect.5.1 a literature introduction on hybrid
magnonics is provided, together with insights on the different coupling mechanisms that
can be at play; in Sect.5.2 the experimental procedure is outlined, and the relevance of a
time-domain approach to measure the fine structure of the coupled modes is discussed;
in Sect.5.3 the experimental results for a magnon-phonon crossing are analysed on the
basis of a model Hamiltonian; finally in Sect.5.4 conclusions are drawn on the whole part
and perspectives for future investigation are suggested.

5.1 Hybrid magnonics: an overview

The field of magnonics specifically relates to application-oriented study of magnons
[168]. The basic advantage of magnonic devices with respect to standard charge-based
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electronics is that magnons can propagate without experiencing Joule loss, thus possibly
enabling high-rate and energy-efficient information transmission, especially in antifer-
romagnetic oxides where magnons in the terahertz band are hosted [169]. Moreover,
such magnetic excitations naturally couple to spin-based memory and logic units, sug-
gesting the design of all-spin-based platforms, for example leveraging magnon-driven
spin-orbit torque at material interfaces [170]. The drawback is the relatively low conver-
sion efficiency between magnons and inductive electromagnetic sources, which make
energetically expensive the generation of magnons, and their short decay length, espe-
cially in ferromagnetic metals as due to scattering with free electrons.

Both aspects (generation efficiency and decay length) can be addressed by hybridiz-
ing magnons with other quasi-particles, an approach that gave birth to hybrid magnonics.
If the new hybrid excitation inherits desired characteristics from its parent constituents,
enhanced functionalities in solid-state systems and devices can be obtained. The inter-
ested reader is referred to Ref.[171-175] for useful reviews. Spectacular results in this
field have been achieved in coupling magnons to microwave [176] and optical photons
[177], and/or to phonons [178-180], or again to superconducting qubits [181], and opti-
cal magnons [182]. This approach has found fertile ground in the field of quantum en-
gineering [183-185], where hybridized quasi-particles can boost transduction and sens-
ing capabilities [186-188], perhaps down to the single-quantum detection and manip-
ulation [189-191], or allow novel computation, simulation and storage platforms [192—
194]. The contact with research on artificial crystal is evident. Engineering size, material,
anisotropy results in tailored excitation; moreover, coupling between different quasi-
particles is enhanced if spatial overlap in the amplitude of the involved modes is opti-
mized, what can be seeked by engineering artificial crystals. In this context, magnonic-
phononic crystals are an appropriate material systems to investigate coupled magneto-
mechanical excitations, as already reported in literature [145, 195].

Two fundamentally distinct coupling mechanisms are relevant in this field, namely
the coherent and the dissipative coupling. The role of these two couplings in cavity magnon-
ics is discussed at length in Ref.[196]. Coherent coupling is what usually a researcher
has in mind when speaking of coupled quasi-particle. Two modes can be degenerate
for a specific value of an external tuning parameter (a condition named zero-detuning);
the external parameter can be a field, an angle to an anisotropy axis, some geometri-
cal dimension etc. However, in presence of an interaction between the two modes the
degeneracy is lifted and a finite energy gap opens, whose width is proportional to the
coupling strength. Thus the eigenvalue spectrum of the coupled system features two
hybridized modes that are not traceable to a single subsystem, but rather retain partially
the character of the two original modes. The theoretical description of such avoided
crossing dates back to 1929, and boasts the authorship of two giants of physics of the
calibre of Wigner and von Neumann [197]: the effect is thus sometimes referred to as the
von Neumann-Wigner hybridization effect. The microscopic coupling mechanism stems
from mutual energy exchange between the two subsystems at a rate J [198]. The energy
exchange takes places even in the mere presence of vacuum field fluctuations, with no
further external perturbation [199]. If J exceeds the intrinsic damping of each subsystem
to the environment, the strong coupling regime is reached. This condition is seeked e.g.
for quantum transduction [200], or to perform read-out of one subsystem via the other
[201].

In dissipatively coupled systems [202, 203], the mutual exchange of energy stems
from the correlation in the dissipation of the two subsystems to a common reservoir
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[204, 205]. In this case, the damping of each subsystem is no more a nuisance hindering
the strong coupling regime, but becomes the driving mechanism itself for the coupling.
In this case the energy levels attract each other, becoming degenerate in a finite region
of detuning, while the damping show non-monotonous trend with enhancement or re-
duction of the dissipation to the environment. This coupling mechanism requires open
cavity systems and a coherent mode in the common reservoir, as can be a traveling wave
[206]. Dissipative coupling is now boosting research for its close link to non-Hermitian
physics (anti-P7 symmetry [207, 208], exceptional points [209, 210]) and technological
fallouts driven by engineering of the dissipation [211], with fruitful application in non-
reciprocal transport [212] and synchronization [213].

Both coupling mechanisms can coexist in a single system, creating the possibility of
tuning one into the other. Nonetheless, only few papers report compresence of both
coherent and dissipative coupling in hybrid systems, a condition we refer to as mixed
coupling [202, 212, 214, 215]. Experimental investigation of mixed coupling systems can
be useful especially in determining under which conditions one coupling mechanism
is optimized over the other, thus widening the field of engineering variables to design
tailored solid-state devices.

5.2 Experimental approach

The same one-dimensional magnonic-phononic crystal discussed in Ch.4 is here inves-
tigated with specific focus on the crossing of PM and MEC modes. The aim is to as-
sess the character (coherent or dissipative) and the strength of the coupling between the
two modes. Experimentally, the condition of crossing is easily obtained by tuning the
strength of the external magnetic field: recalling Fig.4.10, while the frequency of the PM
mode depends on B, the MEC modes display no dispersion. This results in the pos-
sibility to bring to degeneracy the PM mode with one or the other of the MEC modes, a
condition in which coupled magneto-mechanical dynamics is observed.

The approach is to acquire tr-MOKE maps in close-up regions across the mode in-
tersections, with small steps of Bey in order to obtain detailed datasets concerning the
coupled modes. For this investigation only tr-MOKE data are analyzed, for which both
acoustic and magnetic dynamics are simultaneously triggered. Indeed, as detailed at
the end of this chapter, the coupled magneto-mechanical dynamics is different if only
the acoustic subsystem is triggered while the magnetic precession is acoustically driven,
as for the SAW-FMR experiment discussed in Ch.3, or if both phonon and magnon are
impulsively excited, as it is the case for this pump-probe experiment. Restated, it is the
difference between exciting a mode that drives a resonance, and exciting independently
two modes that can couple to each other. In the former case, energy is injected from
outside (e.g. the pump laser) into one subsystem (the phonons) and then a different
subsystem (the magnetization) absorbs partially the injected energy. In the latter case,
external energy is injected into both the subsystems, and the two triggered modes can
interact and further mutually exchange energy. In this picture, a pump pulse is able to
excite both phononic and magnonic modes: thus tr-MOKE resides in the second sce-
nario. Differently, magnetic BLS can only probe the magnonic modes (the PM mode
plus eventually higher-order modes); also numerical simulations are unable to repro-
duce the coupled dynamics as long as a proper magneto-elastic field is not introduced
in the model. This is the basic reason under the impossibility to study magnon-phonon
coupling via BLS.
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Figure 5.1: FFT maps of tr-MOKE data for the ancillary sample at ¢ = 90°. (a) FFT magnitude;
the red ellipses indicate the presence of enhancement and depletion of the spectral weight at the
PM-MECT1 crossings. (b) Spectral phase; the arrows highlight the = swap in the dynamical phase
of the PM mode when Bey is swept through zero strength.

The tr-MOKE data are analyzed in time-domain. The results of fitting show devi-
ations for the frequency and the damping of the coupled modes with respect to the
uncoupled ones. A model Hamiltonian encompassing both coherent and dissipative
couplings is introduced in order to analyze the coupled modes. In particular, fitting
the experimental results to the model eigenvalues allows to quantify the strength of the
competing coupling mechanisms in the weak-coupling regime.

Coarse structure for the crossings

The maps in Fig.4.10 resulted in calculation of magnetostatic parameters (Fig.4.11) and
in confirmation via correlative techniques of the nature of the PM mode (Fig.4.4). Still,
the most striking feature in Fig.4.10 is the spectral weight of the FFT magnitude at the
crossings of PM mode with either MEC1 or MEC2. Two cases can be observed: (i) spec-
tral weight enhancement for the PM-MEC1 crossing at large azimuth (¢ = 60° and 75°),
and for any PM-MEC?2; (ii) spectral weight depletion for the PM-MEC1 crossing at small
azimuth (¢ = 15°, 30° and 45°). Precipitous conclusions on different nature of the mode
coupling depending on the azimuth must be avoided, especially given the reduced spec-
tral resolution of FFT maps: given a total observation window of 3.3 ns, the FFT resolu-
tion is no better than 600 MHz in FWHM.

As a demonstration that any step in the interpretation must be set carefully, I report
tr-MOKE results obtained on a sibling sample. The ancillary sample was fabricated with
the same DUV lithographic technique, and it is composed of the same stacking layers of
ferromagnets (thickness tpy = tg = 10 nm), but with different geometrical parameters:
width w = 310 nm, inter-NW spacing d = 300 nm and full NW periodicity D = 610 nm.
What motivated the investigation of a new sample is that the configuration at ¢ = 90°
is highly symmetrical and as such can be more insightful; still, looking again at Fig.4.10
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no mode crossing is visible in the full range accessible for B.y. The ancillary sample,
having approximately a factor 3/2 larger periodicity D, is expected to host a factor 2/3
lower-frequency MEC1 mode; moreover, since the layer stacking and thickness is the
same, the lowest-order magnon will be basically the same, possibly featuring different
magnetostatics given the different filling ratio of the NWs. Thus in the ancillary sample
a PM-MECI crossing for ¢ = 90° is expected to take place. Indeed, as shown in Fig.5.1(a)
the MEC1 mode lies at f = (6.8 +0.05) GHz, and crosses the PM mode at opposite fields
Bext = £41 mT. As expected, the anisotropy field for this sample is larger (B, = 61 mT),
as a consequence of the different filling ratio of the NW pattern resulting in reduced
inter-NW dipolar interaction and reduced screening of the demagnetizing field; more-
over, note that the reduction in the MEC1 frequency is smaller than the expected factor
3/2: this is a further hint that specific non-linearities in the phonon spectrum are present,
as due to the phononic-crystal structure, that result in the failure of linear-dispersion
models for the phonons. Notably, as highlighted by the red ellipses in Fig.5.1(a), the
spectral weight of the FFT magnitude is either enhanced or depleted depending on the
field being positive or negative, respectively. Looking at the spectral phase in Fig.5.1(b),
the only difference between the two crossings is the PM mode swapping the dynamical
phase by 7 upon passing beyond the axis Bexs = 0 mT, consistently with the discussion
on symmetries reported in the previous chapter. The conclusion of this ancillary experi-
ment is that the enhancement/depletion feature is a coarse structure in the mode crossing,
which mainly relates to the dynamical phases of the interacting modes: no direct infor-
mation on the details of the coupling (strength and coupling mechanism) is encoded
therein.

To substantiate this picture, following Ref.[196] we performed systematic computa-
tions of the frequency spectra for two quasi-degenerate modes, as a function of their
frequency detuning. The spectra are computed as FFT of simulated time-domain maps,
in analogy to the experimental data acquired via tr-MOKE. Three values for the coupling
strength g and two values for the relative phase A¢ were considered; only coherent cou-
pling was assumed for simplicity. I believe the conclusions of this reasoning are not
affected by these simplification. The two-dimensional maps for the calculated FFT mag-
nitude and spectral phase are reported in Fig.5.2; the calculated theoretical eigenvalues
are shown as black solid lines in each panel. In order to allow a direct comparison to the
experimental data, the simulated time-window was fixed to 3 ns, resulting in smearing
of the FFT peaks along the frequency axis by about 600 MHz in FWHM as expected; the
intrinsic damping of the modes was assumed negligible in order to highlight the merely
instrumental contribution. For g = 0 rad/ns (no coupling), the FFT magnitude at the
crossing strongly depends on the relative phase of the modes: mixing of signals with
same or opposite dynamical phase results in enhancement or depletion of the spectral
weight, respectively. In this case, no coupling at all takes place, the effect originating
only from the coherent superposition of indipendent modes. For g = 1 rad/ns (weak
coupling), the theoretical eigenvalues start to hybridize and to experience frequency re-
pulsion (see the black solid lines), but the frequency gap is smaller than the spectral
resolution. Partial spectral superposition of the modes determines again enhancement
and depletion in the spectral weight, depending on the relative modal phase. For g = 2
rad/ns (strong coupling) the two hybridized branches are well separated and no coher-
ent artifact appears in the FFT magnitude. Thus, inspection of only the magnitude does
not allow to disentangle coupling and dynamical-phase effects in the case of zero and
weak coupling. Combined analysis of the spectral phase can help in this job. For exam-
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Figure 5.2: Two-dimensional maps for FFT magnitude and spectral phase calculated for the cross-
ing of two modes. The abscissa is the relative frequency detuning of the uncoupled modes, so
in each map one mode is flat and one has linear dispersion with unitary slope. For three values
of coherent coupling strength (g = 0, 1 and 2 rad/ns) the calculation has been carried out for
A¢ = 0 and 7, where A¢ is the phase difference of the two modes. The computed frequency for
the coupled modes is reported as black solid lines. For the calculations, only coherent coupling
was assumed, and the FFT resolution was assumed as limited to 600 MHz in FWHM by the finite
observation time window computed.



Coherent and dissipative coupling in a one-dimensional magneto-mechanical system 105

Frequency (GHz)

Magnetic field (mT)

Figure 5.3: FFT magnitude (top) and spectral phase (bottom) of the experimental configurations
in which crossing was observed.

ple, the magnitude maps for g = 0 rad/ns and A¢ = 0 is quite similar to that for g = 1
rad/ns and A¢ = 7, showing spectral-weight enhancement in the region of the cross-
ing; the phase maps, instead, are strikingly different and could guide the analysis. As a
final comment on the aspect of the coarse structure, in Fig.5.3 an overview of the exper-
imental results for FFT magnitude and spectral phase is reported. Four azimuth angles
are shown, namely ¢ = 75°, 60°, 45° and 30°. The spectral phase for PM-MECI cross-
ing displays qualitatively the same behaviour for the four angles, and looking at Fig.5.2
the crossing could be coarsely labeled as weakly coupled with small A¢; differently, the
magnitude displays either enhancement or depletion. This further demonstrates that
the mere spectral weight cannot be assumed as an indicator of a coupling mechanism
instead of another, nor of different coupling strengths. In can be noted also that the spec-
tral phase at the PM-MEC2 crossing is qualitatively different: this is a hint that a possible
different coupling mechanism could be at play.

The conclusion of this discussion is that for poorly-resolved FFT, i.e. when the spec-
tral resolution is coarser or comparable to the frequency separation of the coupled mo-
des, the magnitude can give artifacts in the peak intensity which are not related to the
physics driving the mode coupling. The spectral phase, on the other hand, seems more
reliable in the assessment of the coupling: proper modeling of the spectral phase depen-
dence could be a viable road for the investigation of weakly-coupled systems. The path
I followed was different: any information in the complex FFT (magnitude and phase)
is already encoded in the time-domain data. Moreover, time-dependent details of the
mode dynamics (e.g. details of the damping and anomalies in the dynamical phase) are
readily available in the time-domain data, while they are basically impossible to be re-
covered from the Fourier-transformed data as they are encoded in details smeared on
the entire frequency axis with frequency-dependent phases. For these two reasons (pos-
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Figure 5.4: (a) FFT magnitude for ¢ = 60°; the vertical dashed line at Bext = 61.8 mT highlights
the field value chosen for this time-domain analysis. (b) Original time-domain trace (black circles)
and fit with three modes (red line). (c) Result of the subtraction of MEC2 fit to the original trace
(black diamonds) in order to highlight the residual contribution, and fit of the residual with two
modes (blue line).

sible artifacts in the FFT magnitude and direct availability of details in time-domain) the
following analysis was performed via time-domain fitting. Looking retrospectively to
the results shown until now in this part, starting from time-domain data a deviation into
frequency-resolved maps proved quite insightful as they gave in a glimpse the general
dispersion of the modes, allowing also to compare with correlative frequency-domain
techniques; now it is necessary to go back to time-domain for getting insights into the
coupling mechanism.

5.3 Analysis of a PM-MEC1 crossing

Among all the crossings observed (see Fig.5.3), I investigated in detail only the PM-
MEC1 crossing for ¢ = 60°. The reason for this choice is twofold: (i) at this angle the PM
mode is quite intense, allowing a reliable analysis in time-domain; (ii) the field position
of the crossing is entirely within the range available with the electromagnet. Note that
also the PM-MEC?2 crossing at ¢ = 30° satisfies these requirements; it will be object of
future investigations.

The coarse structure of the targeted crossing in Fig.5.3 shows enhancement character.
To gain insights into the fine structure of the mode crossing, the time-domain structure
of our data is exploited. The tr-MOKE traces were fitted with the function in Eq.4.1; the
index 7 runs on all the three modes, i.e. the PM, MEC1 and MEC2 modes. Note that
the necessity to consider three modes to fit each trace is not obvious: for example, in
case of negligible coupling, at zero detuning two modes are exactly degenerate and the
trace should be satisfactorily fitted with only two damped modes; this aspect gets more
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dramatic if pure dissipative coupling is at play, as will appear clearer in a while. The
results shown in Fig.5.4 demonstrates that three modes were indeed required. It reports
analysis of tr-MOKE data at ¢ = 60° for Bex = 61.8 mT. This field value has been cho-
sen since, as the following analysis demonstrates, it is the nominal value of degeneracy
of the uncoupled modes, i.e. it corresponds to the zero detuning condition; the follow-
ing discussion holds stronger for other field values. In Fig.5.4(a) appears, surprisingly,
that Bext = 61.8 mT does not correspond to the region of maximum enhancement, again
testifying the presence of artifacts in the FFT spectral weight. In panel (b) the original
trace (black circles) and the fit with three modes (red line) are reported. Panel (c) re-
ports (black diamonds) the data obtained as the original trace to which the MEC?2 fit was
subtracted. The aim of this procedure is to highlight the contributions due to the two in-
teracting modes, namely the PM and MEC1 modes. The fit with the residual two modes
is also reported (blue line). Here, it is apparent that the amplitude modulation in the first
nanosecond, reminiscent of Rabi oscillations for crossing-avoiding levels, requires two
modes to be properly fitted.

Following this analysis, time-domain fits were performed of traces acquired in finely
sampled intervals (approximately 0.3 mT) of magnetic field in a close-up of the PM-
MECI crossing region; the original three-moded traces were employed. In Fig.5.5 the
values of frequency [panel (a)] and damping [panel (b)] obtained as best-fit parameters
are reported: the avoided crossing of the frequencies is a clear demonstration of the von
Neumann-Wigner hybridization effect [197]. The errorbars are the 95% confidence level
of the fitting algorithm. The color code for the PM and MEC1 modes interpolates be-
tween predominant phonon-character (green) and magnon-character (yellow). In panel
(a) also dashed lines are reported, matching the asymptotic values of the modes at large
detuning: the crossing of these lines at Bexy = 61.8 mT indicates the value of the ex-
pected zero detuning. In panel (b) the same color code is used. The damping for the two
interacting modes is field-dependent; degeneracy in the dampings is observed about
Bext = 67 mT. As highlighted by the arrows, there is a mismatch between the position of
zero detuning and the crossing of the dampings. This asymmetry suggests that unusual
coupling of the modes is at play, and motivates a step into theoretical modeling of the
coupling.

Model Hamiltonian for coherent and dissipative coupling

The Hamiltonian # modeling both coherent and dissipative coupling can be written
[202, 204] under the rotating wave approximation as

H/h=daa’a+opb'b+ g (ald+e®abl) . (5.1)

Here a' and b' (a and b) are the creation (annihilation) operators for mode A and B, re-
spectively; in the present experiment the modes are the phonon and the magnon, flat
and dispersive respectively. The generalized angular frequency of uncoupled mode
i = (A, B) is denoted as @; = w; — iv;, encompassing both the angular frequency w;
and the intrinsic damping ;. The parameter g is the strength of the coupling, whose
nature depends on the value of the phase ®: pure coherent coupling for & = 0, pure
dissipative coupling for & = 7. The coupling term (the third on the right-hand side in
Eq.5.1) is sometimes written as (J + i") (a'b + ab'), where J and T are the coherent and
dissipative coupling strengths, respectively [203, 214]. The two expressions are equiv-
alent, once the correspondence ge'®/? = J — il" is made. This is equivalent to define a
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Figure 5.5: Results for frequency [panel (a)] and damping [panel (b)] obtained as best-fit parame-
ters from time-domain traces in a close-up of the PM-MECI crossing for ¢ = 60°. The experimen-
tal data for the hybridizing modes show deviations from the uncoupled modes, mixing phonon
character (green circles) and magnon character (yellow circles). The frequency values for the un-
coupled modes are shown as black dashed lines. The arrows highlight the mismatch between the
field values for zero-detuning [panel (a)] and for damping crossing [panel (b)]. The fit results for
the non-coupling MEC2 mode are also reported (orange circles).
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Figure 5.6: Modification of the eigenvalues of # upon changing the coupling phase ®. (a-d) Fre-
quency dispersion (real part). (e-h) Damping (imaginary part). All plots are shown as a function
of the uncoupled frequency detuning. The upper branch (&) and the lower branch (&) results
are shown in red and blue lines, respectively. The uncoupled values for frequency and damping
are shown in each plot as black dashed lines. For comparison to the experimental results, y4 = 1.2
rad/ns and vp = 0.8 rad/ns was assumed; the coupling strength was kept at g = 0.5 rad/ns.
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complex coupling parameter g that can be expressed either with its real and imaginary
parts (J and I') or with its absolute value and argument (g and ®/2). The Hamiltonian
in Eq.5.1 is non-Hermitian, owing both to the imaginary part of w; and to the dissipative
coupling term.

To calculate the coupled eigenvalues, the Hamiltonian is rewritten as

H/h=(af b) (giﬁp ng) (g) : (5.2)

and the problem reduces to the diagonalization of the 2x2 matrix. Thus the coupled
eigenvalues of H are calculated to be

~ ~ ~ ~ 2
Dy = (W) n \/ (vaQwB) e (5.3)

where, in analogy with above, the real part of @, gives the angular frequency and the
opposite imaginary part gives the damping. The subscripts + and — indicate the upper
and lower branches, respectively. In Fig.5.6 the coupled (red and blue lines) and uncou-
pled (black dashed lines) eigenvalues are plotted as a function of the uncoupled modes
frequency detuning. To closely compare to the experimental results, the intrinsic damp-
ings of the uncoupled modes have been set to 0.8 rad/ns and 1.2 rad/ns for the flat and
dispersive mode, respectively, and the coupling strength ¢ has been set to 0.5 rad/ns.
At @ = 0 [panels (a) and (e)], the frequency degeneracy at zero detuning is lifted and
a gap opens proportional to the coupling strength [216]; this is often understood as the
smoking gun for hybridization. The dampings, on the other hand, attract each other and
become degenerate at zero detuning. At ® = 7 [panels (c) and (g)] the deviations from
the uncoupled values are opposite: the coupled frequencies experience level attraction,
resulting in extension of the degeneracy to a finite region across zero detuning, while
the dampings repel each other, a condition often interpreted as sub- and super-radiant
modes [217, 218].

Note that the coupled eigenvalues for & = 0 and ¢ = 7 have a high degree of sym-
metry: wy features inversion symmetry with respect to the point of degeneracy of the
uncoupled modes, while for . the point for inversion symmetry is the average damping
of the uncoupled modes, i.e. (74 + v5) /2. This symmetry is broken if both couplings are
at play, i.e. for mixed coupling, as shown for ® = 7/2 [panels (b) and (f)] and ¢ = 37/2
[panels (d) and (h)]. In these intermediate cases, the frequency repulsion is weaker than
for & = 0 and the deviation from the uncoupled frequencies is asymmetric. The damp-
ings have an intermediate trend, displaying both repulsion and degeneracy. The most
striking feature is that the condition for degenerate dampings is shifted from zero de-
tuning: this can be assumed as an experimental indicator for mixed-coupling systems.

Analysis of the fit results

On the basis of this brief theory detour, the analysis proceeded by fitting frequency and
damping data reported in Fig.5.5 with the theoretical eigenvalues of Eq.5.3. Note that
the aim was to fit together both frequency and damping, i.e. to get a unique set of best-fit
parameters that optimize the model function for both datasets; to further complicate,
the model involves complex parameters. The computational solution adopted consists
in appending in a single numerical vector the frequency and damping values, whose ab-
scissa was a two-fold repeated magnetic field vector; the model function is then defined
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Figure 5.7: Fitting of the frequency [panel (a)] and damping [panel (b)] on the basis of the calcu-
lated eigenvalues of the model Hamiltonian. The data for the lower (upper) branch are displayed
in blue (red). The best-fit curves are shown with the same color code. The uncoupled frequency
and damping are reported as black dashed lines. The inset of panel (a) shows the mapping of
the complex coupling parameter to a plane spanned by J ($ = 0, pure coherent coupling) and I
(® = 7, pure dissipative coupling); the red dot lies in correspondence to the value of § obtained
from the fit.

as a step-wise function, which assumes the model frequency in the first half and the
model damping in the second half of its field of definition. During the fit all the param-
eters are left free to vary. The PM mode is assumed as linear in Bey: this is a reasonable
approximation of the actual non-linear dispersion, given the reduced detuning window.

The results of the fit are reported in Fig.5.7, for frequency [panel (a)] and damping
[panel (b)]. The data for the upper (lower) frequency branch are shown in red (blue).
The same color code is adopted for the best-fit curves. The uncoupled frequencies and
dampings, which are fit parameters too, are reported as black dashed lines. The fit re-
sults for the intrisic dampings are v, = (0.66 £ 0.02) rad/ns and v, = (1.20 & 0.04)
rad/ns. The model well describes the trend of the experimental data. In particular it
catches the observed mismatch between the frequency zero-detuning and the crossing of
the damping. The fit parameters related to the coupling result g = (0.55 £ 0.03) rad/ns
and ® = 1.3 £ 0.1, corresponding to J = (0.44 £ 0.04) rad/ns and I = (—0.33 £ 0.04)
rad/ns. To discuss the coupling phase @, it can be instructive to map the complex cou-
pling parameter § to a half-plane' spanned by J and I': in this picture the radius gives
the absolute value of the coupling and the argument gives the degree of mixing of coher-
ent and dissipative mechanisms. Pure coherent coupling corresponds to a real g, pure
dissipative coupling to an imaginary g, mixed-coupling to any other situation. The inset
of Fig.5.7(a) reports the discussed mapping; the red dot is located in correspondence of
the fit results, showing that the system is close to a 50:50 ratio of coherent and dissipa-
tive coupling. Finally, the coupling strength ¢ obtained from the fit has to be compared
to the intrinsic damping of the modes. A standard quantifier of the coupling, often en-

1Only a half-plane is sufficient since the coupling term appears as squared in the eigenvalue equation Eq.5.3:
the phase translation ® — ® + 27 corresponds to a rotation of only 7 in this complex plane.
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countered in studies on coherent coupling, is the cooperativity C, which is the ratio of
the coupling strength to the intrinsic dampings, namely C = ¢*/v,,,7,. The meaning,
roughly, is that if g exceeds both the intrinsic dampings 7,,, and v,(i.e. if C > 1), then
the two hybridizing modes exchange energy to one another at a rate larger than the irre-
versible energy loss to the environment: this is the onset of the strong coupling regime.
For the present experiment, the values obtained from the fit give C = 0.38 & 0.05. This
low value of cooperativity sets the sample as weakly coupled. This is expected, given
the discussion above on the observed artifacts in the FFT magnitude.

A final comment on the relevance of a time-domain approach. As already discussed,
the FFT magnitude of the tr-MOKE traces has poor spectral resolution. This has been
ascribed to the limited observation time window, which sets the minimum frequency
linewidth to 600 MHz in FWHM: the gap opening approximately 200 MHz wide is thus
masked, the Rayleigh criterion being largely not met. However, besides instrumental
resolution, the peak linewidth is affected also by the lifetime of the observed excita-
tion: this holds also for standard frequency-domain techniques, where the lifetime con-
tribution to the linewidth is dominant whenever the instrumental broadening can be
neglected. From the results obtained in this chapter, the lifetime contribution to the peak
linewidth would be between 100 and 200 MHz: the details of the crossing would be
equally masked, even assuming no instrumental broadening. In general, whenever the
intrinsic damping is larger than the coupling strength, frequency-domain techniques can
give fictitious results, whereas the time-domain approach presented allows for reliable
quantification of the coupling, pushing forward the resolution limit. This is particu-
larly important for weakly-coupled systems, and even more for dissipatively-coupled
systems experiencing level attraction.

5.4 Conclusions and look-outs

In part III, I presented the experimental investigation of a one-dimensional magnonic-
phononic crystal, expected to be an ideal system to investigate magneto-elastic coupling
as due to tailored and localized modes. The employed time-resolved approach proved
suitable to analyse some aspects of the sample magnetostatics and acoustic dynamics,
as discussed in Ch.4. Comparison to correlative static techniques was helpful both for
further confirming the observed signals, and for highlighting the specificity of the dy-
namical approach. What really motivated the employ of a pump-probe scheme is the
possibility to impulsively trigger both phononic and magnonic dynamics in the artifi-
cial crystal, and to analyse the decay of the coupled modes on their natural timescale.
The results of this investigation, reported in the present chapter, show evidence of com-
peting coherent and dissipative coupling in the sample, as deduced from the observed
asymmetry in the frequency and damping of the coupled modes. A model Hamiltonian
was presented, that unifies on equal footing both coupling mechanisms with continuous
tuning from one to the other via the phase ®. Quantitative estimation of the strength
and degree of mixing of the coupling was obtained via fitting the eigenvalues of the
Hamiltonian to the experimental data.

Being able to quantify the degree of coherent and dissipative coupling can help in
identifying the experimental parameter which tunes the coupling from one mechanism
to the other. In cavity magnonics (magnon-photon hybridization), it is possible to tune
from dissipative to coherent coupling e.g. by moving the magnetic system (oftentimes a
micron-size sphere of Yttrium Iron Garnet) either in a node or in an antinode of the cavity
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Figure 5.8: Analysis of PM-MEC1 crossing for sample azimuth ¢ = 75° and magnetic field tilted
OOP approximately § = 15°. (a) Wide-scan map of FFT magnitude; the white box highlights
the crossing region which has been investigated with finer field steps. Frequency and damping
[panels (b) and (c)] are extracted from time-domain fit. The upper (lower) branch is reported as
red (blue) circles. The fit of the Hamiltonian eigenvalues to the frequency and damping data are
shown as solid lines. The uncoupled values are indicated by black dashed lines. The inset of panel
(b) shows the location of the complex coupling parameter g in the (J,I') plane.

photon field [202, 204]. A similar effect can be speculated to be present also in magneto-
mechanical systems, where displacing the magnetic resonator in positions with different
standing strain field could enhance one coupling mechanism at the expense of the other.
For the magnonic-phononic crystal here investigated, a possibility is to set ¢ = 90° (Bext
parallel to HA), thus squeezing the PM mode to be an edge mode localized at the borders
of the NWs [147, 219], closer to strain antinodes; or to design the NW periodicity to have
hybridization with higher-order magnetic modes, whose spatial distribution along the
NW width is different.

A preliminary demonstration of this possibility has been explored, as reported in
Fig.5.8. The sample azimuth was set to ¢ = 75°, and the field By was tilted OOP by
approximately 15°. Panel (a) shows that the PM-MEC1 crossing lies entirely within the
accessible field range. This is a consequence of the increased steep in the PM mode (for
comparison to the condition of field completely IP, see Fig.5.3): the presence of an OOP
field component results in strong demagnetizing fields arising across the NW thickness,
modifying localization and energetics of the magnon. Details on the spatial distribution
of the mode in this configuration require numerical simulations. The same analysis pro-
cedure discussed in Section 5.3 has been applied. The results of the time-domain fit are
impressively different: in this configuration the degeneracy of the damping lies in cor-
respondence to the zero-detuning condition, suggesting negligible dissipative coupling.
The fit of the Hamiltonian eigenvalues corroborates this, giving g = (0.43 +0.03) rad/ns
and ¢ = 6.0 = 0.1. The system still exhibits weak coupling between the modes, but
coherent coupling is largely the leading mechanism in this experimental configuration.

These results confirm the measured sample as a relevant platform to address the
interplay between mechanical and magnetic dynamical modes. For such artificial sys-
tems two key advantages can be outlined. First, each artificial atom can be purposely
designed. The magnetic anisotropies can be set by fabrication, resulting in tailored mag-
netostatics and excitation spectra, and eventually in simple models for their description
to be employed. Also the choice of materials for the stacking layers and of the cross
sections largely influences the magnonic modes, allowing for example tunable localiza-
tion. Tailoring the cross section also sets specific localized phononic modes residing in



each artificial atom. Second, the artificial atoms are not isolated: beyond localized exci-
tations, the system hosts collective propagating modes, an appealing theme particularly
for applications. The symmetry of the artificial lattice and the spacing between each
component are further degrees of freedom to take advantage from. As a final comment,
I would like to stress that for one- and two-dimensional magnonic-phononic crystals,
the artificial atoms are of course fabricated on top of a substrate. This, far from being
a nuisance, can become a potentiality for addressing reservoir-mediated couplings, as
the results reported in this chapter show. In summary, engineering of artificial atoms
(localized excitations) and of the artificial lattices (delocalized excitations) can be basi-
cally decoupled, and can be the driving force to envision tailored devices with specific
functionalities. Of course, mutatis mutandis this is to be generalized to other types of hy-
brid artificial crystals, the only obstacle seeming the inventiveness and imagination of
researchers.



Conclusions

Objectives

In this thesis I explored the coupling of phonons and magnons in transition metal fer-
romagnetic samples. The focus was the investigation of the details of the intertwined
magneto-acoustic dynamics resulting from impulsive excitation of finite-wavevector a-
coustic and magnetic transients via all-optical techniques.

Results

The addressed systems were polycrystalline Ni thin films e-beam evaporated on trans-
parent substrates, and magnonic-phononic crystals composed of sub-micron polycrys-
talline ferromagnetic nanowires produced via DUV lithography on Si substrate.

On the Ni thin film samples, SAWs generated via TG at three different wavevectors
were observed to drive resonant magnetization precession. The condition of SAW-FMR
required tuning the strength of an external IP magnetic field. Analysis of the resonance
results, in terms of resonance field and linewidth, allowed to perform close compari-
son to photon-driven B-FMR measurements. The drawn conclusion was that SAW-FMR
probes the same physics as B-FMR, with finer spatial resolution as given by the laser
footprint. Moreover, the limit of applicability of the technique was identified, on the
basis of magnon bands calculated with an approximate model: as SAW-FMR is driven
by finite-wavevector acoustic modes, discrepancies from B-FMR results are expected to
take place if the magnon frequencies deviate substantially from the uniform precession
frequency.

The magnonic-phononic crystals exhibited rich phenomenology in the transient state
after pump excitation. Both acoustic and magnetic modes were triggered by the same
pulse; they were identified on the basis of the dependence on the strength of the IP
external magnetic field, and of correlative tr-R and BLS measurements and simulation
with micromagnetic models. The pump selection rules for excitation of the purely mag-
netic mode were experimentally identified. At azimuthal angle ¢ = 60°, the magnon-
phonon crossing was analysed in detail via tr-MOKE. Fitting of the time-resolved tran-
sients revealed avoided crossing of the modes, as a demonstration of the von Neumann-
Wigner hybridization effect. The evident asymmetry between the damping parameter
dispersion and the condition of zero-detuning prompted the development of a Hamilto-
nian model suitable for coexisting coherent and dissipative coupling, so far observed in
photon-magnon coupling. Fitting the model to the observational data resulted in quan-
tification of the degree of mixing of coherent and dissipative coupling.
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Future directions

Specific outlooks for the experiments discussed have been already presented in the corre-
sponding chapters. Here I would like to schematically illustrate some research directions
that can be pursued with the developed instrumentation and the framework presented
in this thesis.

* Exploring non-thermally excited magnons in magnetic oxides. In a TG setup
finite-wavevector magnons could be excited exploiting the crossed-polarization
configuration for the pump beams. Recalling the reservoirs model presented in
the introduction, this approach would be complementary, since energy is initially
injected into the spin subsystem: specific coherent flow of energy and angular mo-
mentum to the phonon bath and to other reservoirs could be traced. The systems of
choice are typically complex magnetic oxides, where the phase diagram could be
mapped, and possibly modified, by TG-triggered large perturbations in the mag-
netization.

* Exploring quenching of ferroelectric order. Ferroelectrics are another class of
broken-symmetry phase. Here, large injection of carriers in the conduction band
could lead to screening of the electric dipoles and accompanied structural modifi-
cations occurring before electron-hole recombination takes place. The timescale of
such screening-driven distortions could be addressed via a TG approach.

* Exploring the non-linear acoustic regime. In the Impulsive Stimulated Brillouin
Scattering configuration for TG (the same employed for the Ni experiment), SAWs
are generated together with quasi-stationary surface ripples, which decay via in-
coherent thermal diffusion. Such ripple deformation assimilate the excited sample
to a transient phononic crystal: at large ripple depth, modification of the spectra
are expected, much in the same way as happens for real phononic crystals. Long-
living acoustic waves would be observed to chirp as the quasi-stationary ripples
relax. This would mark the onset of a non-linear transient state, where the proper-
ties observed via TG would be no more the equilibrium properties of the sample.

* Exploring light-driven phase transitions. With proper tuning of pump wave-
length and properties of the TG optical grating at the sample, basically any ex-
periment observing a light-induced phase transition could be replicated via TG.
Under which conditions (in terms of TG pitch, fluence...) the locally-driven tran-
sition propagates to the whole laser footprint? What are the relevant timescale and
the low-energy excitations responsible? Questions like these could be addressed,
with the extension of TG spectroscopy to a photon-energy tunable source.

* Towards extreme timescales. The flourishing field of attosecond electronic spec-
troscopy could benefit from a TG approach: ultrafast (at the electron-dynamics
timescale) phenomena like Optically Induced Spin TRansfer (OISTR) or light-indu-
ced electronic reactions could be tackled leveraging the space resolution of TG
spectroscopy.
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APPENDIX A

Beyond uniform excitation

Here some aspects related to the relevance of spatial confinement or non-uniformity of
the pump beam are reported; the focus is on single-pump experiment, with the aim at
giving a further insight into the relevance of TG spectroscopy.

The maximum frequency excited by an impulsive trigger is fmax = 1/27, where 7 is
the time duration of the pump pulse. This limit is set by the FT of the temporal exten-
sion of the pump Gaussian intensity, which results in a Gaussian frequency spectrum
centered at zero. With the same approach, the spatial extension of the intensity sets
the limit of the excited wavevector band: the more the pump is focused, the larger the
wavevector bandwidth is, again accordingly to (space) FT. In this light, some relevant
literature with focus on optical excitation of magnetic dynamics is briefly discussed now.

In Ref.[129], the authors employ an ultrafast NIR pump to generate a pulse of photo-
excited carriers in a heterostructure composed of Fe/GaAs; the system is electrically
poled, so that the photo-current flows OOP [see Fig.A.1(a)]. An Oersted field is gener-
ated IP, anti-symmetric along a diameter of the Gaussian pump footprint. The field can
be written approximately as

1 —4%/R?
B(a) o (1 e ) : (A1)
where R ~ 4 pm is the radius of the laser footprint. The leading Fourier component of
B(z) is at wavevector k = 27 /4R, which is thus the wavevector of the excited spin wave
in the Fe overlayer.

A different approach is discussed in Ref.[220]. In antiferromagnetic DyFeOj the op-
tical penetration depth is tuned between § = 50 nm and § = 350 nm by changing the
pump photon energy: thus the pump energy is confined in a small layer of thickness
approximately J, where the spin orientation is modified by thermal effects [Fig.A.1(b)].
The exponentially-localized modulation couples to a broadband magnon wavepacket,
which propagates in the OOP direction away from the surface. Upon FT of the depth
profile of the deposited energy, a Lorentzian shape for the wavevector band is obtained:
wavevector-selective probe allows to confirm the Lorentzian distribution in the ampli-
tude of the modes composing the excited wavepacket.

From Ref.[221] (and Supplemental Information) another aspect can be outlined. An
ultrafast pump pulse is focused to a small area (7 um?) on the surface of ferrimagnetic
oxide Lutethium Iron Garnet [Fig.A.1(c)]. The localized impulsive trigger can couple to a
broadband spectrum of magnons in wavevector domain; time-resolved magneto-optical
imaging allows to acquire the amplitude of the excited modes in frequency and wavevec-
tor. In this experiment IP propagation is addressed, so the excited band is Gaussian,
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Figure A.1: Overview of some literature optical pump-probe experiments highlighting the con-
nection of spatial localization to wavevector band of induced magnons. (a) The OOP photocur-
rent triggered by pump absorption generates a cylindrycally-symmetric magnetic field, whose
leading spatial Fourier component is at finite wavevector. Adapted from [129]. (b) Deposition
of pump energy beneath the sample surface is limited within a thickness given approximately
by the optical penetration depth §: a magnon wavepacket propagating into the bulk is triggered,
whose wavevector spectrum is the Lorentzian FT of the exponential energy confinement. Adapted
from [220]. (c) A tightly focused pump excites broadband (in frequency and wavevector) magnon
modes, which are observed via magneto-optical imaging. The intensity of the modes depends
not only on the impulsive excitation, but also on the magnetic susceptibility. Adapted from [221].
(d) Spatial shaping of the pump footprint results in selective directionality in the excited modes.
Adapted from [222].
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centered at zero wavevector. Despite this, the amplitude of the excited modes does not
decay monotonously for increasing wavevector (i.e. it is not proportional to the Gaus-
sian pulse bandwidth), rather it is enhanced for specific modes depending on external
parameters like the angle of an external magnetic field H, or its strength, and on time de-
lay. This is understood on the basis of the magnetostatic susceptibility XZ(-;n), given that
Mi(k,w) = x7}(k, w)H;(k,w), where the magnetization M and the other quantities are
reported in reciprocal space for spatial and temporal frequency. Beyond technicalities,
the point is that the amplitude of a magnon mode identified by w and k is proportional
to the susceptibility at the addressed frequency and wavevector. This is the reason why
not all the modes compatible with the temporal and spatial FT of the pump are excited.

With on-purpose engineering of the pump spatial profile, the directionality of finite-
wavevector modes can be selected, as discussed in Ref.[222]. In this experiment, circu-
larly-polarized photons excite via Inverse Faraday Effect the magnetization precession in
the magnetic oxide Gd; 3Ybg ¢BiFe;O12: the effective impulsive magnetic field h(r,t) =
h(r)d(t — to) has the same spatial FT of the pulse intensity and can couple to a propor-
tionally broadband wavepacket of spin waves. Given a Gaussian spatial profile of the
footprint, possibly with different semiaxes length a and b along the x and y directions,
the spatial FT of the impulsive field is

2 92 2,2
kZa kyb

h(k):hoe_< T ) ho = / drh(r) . (A2)

At loose focusing, the observed dynamics closely compares to uniform ferrimagnetic
resonance data; at tight focusing, however, different frequencies and linewidths are ob-
served, a result interpreted in terms of excitation of finite-wavevector magnons. More-
over, with spatial shaping of the pump the directionality of the magnons can be selected.
For example, for an elliptical footprint with a < b, the effective field FT (Eq.A.2) exhibits
larger bandwidth along &, and consequently smaller-wavelength magnons are excited
in the z direction; following the Huygens principle, also the propagation direction of the
excited waves is predominantly along x. Other works where the discussed concepts are
employed can be found in literature [198, 223].

This brief literature overview allows to draw three conclusions as rule-of-thumb
guidelines: (i) for impulsive excitation as a first approximation the wavevector band
is proportional to the spatial FT of the pump footprint, while the frequency band is pro-
portional to the temporal FT of the time profile of the pulse; (ii) Fourier engineering of
the spatio-temporal localization of the pump accordingly selects the excited modes; (iii)
the material-dependent susceptibility accounts for further modulation in the amplitude
of the excited modes; also, specific anisotropies in the sample play a role determining the
final spectrum (see Ref.[224] for a very clear - theoretical - example). Finally, of course
the amplitude of the observed modes depends on the detection efficiency, namely on the
probe process.

Détour: Analogy to musical instruments

It is common experience that two different musical instruments playing the same note
are distinguishable, even to the untrained hear: in the musician jargon, the two sounds
(or the two instruments) are said to have different timber. Physically, the two sounds
share the same fundamental frequency (what gives the pitch of the note), while they
differ in the spectrum of higher harmonics: it is the different relative amplitude of these
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Figure A.2: (a) Sketch of the initial deformation in a harpsichord string, where a sharp plectrum
deformates the string in a triangle-like shape. (b) In a piano, a rounded hammer strikes the string,
giving a less sharp deformation. The difference in the excitation tool determines the different
timber of the two instruments. The sketches are obviously not to scale.

higher harmonics what is perceived by our brain as a different timber. A primary role in
determining the amplitude of the harmonics generated by the vibrating body is played
by the excitation mechanism, in close analogy to what has been discussed above.

For simplicity, let us consider two instruments based on vibrating strings, namely
harpsichord and piano. For a vibrating string with fixed ends, the fundamental fre-
quency is fo = (1/2L) \/T/u (Where L, T and (s are the string length, tension and linear
mass respectively) and the wavelength is Ay = 2L; for higher harmonics the frequency
is f,, = nfo and the wavelength \,, = 2L/n, for n integer. In a harpsichord the excita-
tion mechanism involves a sharp plectrum plucking the string [Fig.A.2(a)]. Right before
the plectrum is released, the string is deformed in a triangular shape: as for the Fourier
theorem, the spatial waveform of the string can be analysed as being composed of many
higher harmonics with sizeable amplitude. Thus, when the string is left to vibrate, all
these harmonics will radiate acoustic energy, synthesising a sound with rich spectrum:
the timber of harpsichord is rather brilliant and sharp. In a piano the string is set into
vibration by the strike of a hammer [Fig.A.2(b)]. The strike is impulsive in the sense dis-
cussed above: physical contact between the hammer and the string lasts typically about
7 = 500 us, meaning that only frequencies f < 1/27 = 1 kHz can be excited. More-
over, the hammer has a radius of curvature of about 1 cm: thus the spatial deformation
induced by the strike is quite rounded and fewer harmonics are required to synthesise
the waveform. After the strike, less harmonics are involved in acoustic radiation, result-
ing in a soft and pure timber. In the spirit of the above discussion, the bandwidth of
the spatial FT is smaller for the piano hammer than for the harpsichord plectrum: this
results in different accessible wavevectors for the excited modes. This discussion only
considered the role of the excitation tool. Specific transfer functions to the bridge, to
the sounding board, to air and finally to ear can determine further modification of the
harmonics amplitude: all these aspects also contribute to the perceived timber.
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Nonlinear optics approach to TG

The transient grating formation and detection discussed in Ch.2 involves four light wa-
ves which do not linearly superimpose, but rather they influence each other: thus the
process can be described with the tools of nonlinear optics. The following discussion
only aims at presenting a useful conceptualization: the interested reader can refer to
Ref.[51, 54].

In nonlinear optics the quantity of interest is the time-dependent dielectric polar-
ization P(r,t) responsible for radiating the signal beam; in general, it is a functional
of the local and time-dependent electric field E(r,¢). At low field, the linear relation
Pi(r,t) = eoxi;jA;(r,t) is sufficient, where A; is the j component of the electric field
amplitude; at high field, expansion of the dielectric polarization into a power series in
A; is required. Moreover, since the higher-order contributions are usually small, the in-
volved beams can be considered separately. Thus, instead of a complicated functional of
the local (in time and space) field E(r,t), the polarization can be written as a power se-
ries of the amplitude of the different beams. Finally, the nonlinear-optics recipe requires
that to describe a certain source term (i.e. the polarization at the specific frequency and
wavevector of the signal), only those combinations of amplitudes are allowed for which
the frequencies and wavevectors add up to the desired values.

To apply this approach to TG spectroscopy, the shorthand A(wa,k4) = A4 (and
similar for the other three beams: as in Ch.2 the input beams are indicated with A4, B
and C) is introduced for brevity; note that space and time FT has been performed. Then
a power expansion in the amplitudes is written, where the resulting polarization is a
function of linear combinations of the input frequencies and wavevectors:

Py(fwy £ we *ws; £k £ ko £ k3) = &g XZ(_;)A]- + Xl(gz'/)cAjAk + XE?%;AjAkAl} ; (B.1)

here the coefficients (™) are the higher order susceptibilities, which in general depend
on the frequencies and wavevectors; negative frequencies in the combination +w; ws+
w3 acquire meaning considering A;(—w1, —ki) = Af(wi,k:) and similar. To describe
TG spectroscopy, the polarization must have non-zero amplitude at the frequency and
wavevector of the signal beam, i.e. P(wp,kp) # 0. For this reason, the first order term in
Eq.B.1 must be driven by Ap. The second order term involves the combination of two
amplitudes: all the possibilities are 2wy, wa*we, 2we, 0 (recalling thatwa = wp). Thus,
this term cannot contribute at the frequency wp = w¢. The third-order term provides
the required combination since wp = w4 — wp + we = we. Higher-orders are usually
unimportant as their contribution is increasingly small. Removing useless terms, Eq.B.1
becomes "

Pi(wp,kp) = eo Xij)AD,j + Xz(-?z)czAC,jAA,kAB,l : (B2)
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All the nonlinear interactions of the grating generation and detection process are now
expressed in one single quantity, the third-order susceptibility XE?,)C I

Two aspects are relevant from this approach. First, the polarization P(wp,kp) ra-
diates a signal wave with sizeable amplitude only if the wavevectors satisfy the same
linear combination of the frequencies, namely kp = k4 — kg + k¢ this is the so-called
phase matching condition. Note that it corresponds to the Bragg condition discussed in
Ch.2, with the grating wavevector q = k4 — kp. If the phase matching condition is not
met, a scattered wave can still be observed, with reduced amplitude, if the sample is suf-
ficiently thin: this situation corresponds to diffraction at a thin grating. Second, Eq.B.2
can be rewritten as

Pi(wp,kp) =eo [X) Ap,3 + AxisAcy| | (B3)

with
Axij = XA AR, - (B4)

Comparison to Egs.2.10 and 2.11 shows that the pump-induced modification of the op-
tical susceptibility is proportional to the third-order susceptibility: quantitative TG ex-
periments varying the polarization of the pump beams can lead to quantification of the
81 (!) entries of this tensor. Note, however, that if the separation of pump and probe is
legitimate the probe does not know what is the origin of the modulation of the dielectric
environment of the sample. For example, via TG it is possible to trigger standing acous-
tic waves that diffract the probe; similarly in acousto-optic modulators a rf acoustic wave
is pumped in an optical crystal via piezo-electric transducers, and results in a standing
acoustic wave which again diffracts a laser beam.



APPENDIX C

Characterization of Ni films

Details on sample growth

Films and capping layers for samples A, B and C discussed in chapter 3 were deposited
by e-beam evaporation at the CNR-IOM ENF clean room facility in Trieste, Italy. After
acetone and ethanol cleaning, the substrates were inserted into the deposition chamber,
where a base pressure of 107% mbar was maintained. Thin film and capping were de-
posited using a Ni rod (99.995%, Alfa Aesar) and fused silica powder (99.995%, Alfa
Aesar), respectively. The material targets were positioned inside a Tungsten crucible
and heated up by a 10 keV electron beam. The evaporation rates r for Ni and SiO, were
checked prior to deposition using a calibrated quartz microbalance, obtaining ry; = 0.1
A/s and rsi0, = 0.3 A/s, respectively; the uncertainty in the deposited thickness takes
into account the uncertainty in the calibration.

Structural and morphological characterization

The samples were characterized in their structure and morphology via GIXRD and XRR
in collaboration with CNR-IMM and Universita degli Studi di Milano-Bicocca. A prior
knowledge of the structural quality of the samples is important, as the magnetostatic
properties of the Ni films are strongly influenced thereby. The reduced in-depth pene-
tration of X-rays at grazing incidence results in enhanced surface sensitivity, relevant for
investigation of thin films.

GIXRD patterns are acquired using a Cu K, X-ray source and a position sensitive
gas detector. In all the measurements, the take-off angle between the X-ray beam and
the sample is fixed at w = 0.5°. In Fig.C.1(a) the GIXRD patterns for sample A (black
solid line) and sample B (red solid line) are reported, for 26 in the range 90° — 110°. By
comparing the raw data with the tabulated diffraction pattern for the Ni powder, the
peaks around 93° and 103° were assigned to the (311) and (222) reflections, respectively.
In powder diffraction analysis, it is customary to calculate the size D of the crystallites
by using the Scherrer formula [225]:

K\

D= Bcosh’ D

where K is the Scherrer constant fixed at 0.94 for spherical crystallites with cubic sym-
metry, A = 1.542 A is the X-ray wavelength, 3 the peak FWHM expressed in radians and
0 the position of the peak. For polycrystalline sample the same procedure can be applied,
resulting in D = (4.4 & 0.5) nm for both samples. Note that, since the scattering plane in
GIXRD geometry is basically horizontal, D mostly refers to the in-plane crystallite size;
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Figure C.1: (a) GIXRD patterns acquired for sample A (black solid line) and for sample B (red
solid line), together with cumulative Gaussian fits (green and blue solid lines, respectively) of
the two observed diffraction peaks. Based on powder diffraction database, the observed peaks
are attributed to Ni (311) and Ni (222) reflections. (b) XRR data for sample A and sample B are
reported as black squares. The fit to each curve is reported as red solid line.

Table C.1: Best-fit parameters to the XRR data for sample A and sample B.

Sample A Sample B
Layer ¢(nm) r(nm) p.(e” /A% | Layer ¢(nm) r(nm) p. (e~ /A®)
SiO9 8.5 1.2 0.67 SiOq 9.6 1.3 0.67
Ni 14.4 0.4 2.30 Ni 14.4 1.3 2.38

CaF; Inf. 0.7 0.95 (fixed) | SiO;  Inf. 0.9 0.67 (fixed)

nevertheless, there is no reason to suspect highly asymmetric grains, for example with
columnar shape elongated along the OOP axis, especially for cubic crystals like Ni. The
higher intensity of the Ni (222) diffraction peak for sample A is attributed to a different
structural configuration of the ferromagnetic film, with more pronounced texturization
of the crystalline grains with respect to sample B. This finding is consistent with sample
A being grown on an ordered crystal, and sample B on an amorphous substrate. No
GIXRD data were acquired from sample C, since the reduced Ni thickness resulted in no
diffraction peaks observed; however, it is likely that also sample C hosts grains with the
same size, also given that its thickness is larger than D.

From XRR measurements the thickness ¢, roughness r, and electronic density p. for
each layer composing the stack can be extracted. To this purpose, the data were simu-
lated according to the Parrat formula [226] corrected by a Croce-Névot factor [227]; in
the model, the substrate was assumed with infinite thickness, and its electron density
was fixed to the nominal values. In Fig.C.1(b) the XRR collected spectra for sample A
and B are reported as black squares; the red solid lines indicate the model fit to the ex-
perimental data. The best-fit parameters are summarized in Tab.C.1. The thickness of
each layer is compatible with the nominal value. The same holds for p., as the expected
values are 0.67, 2.29 and 0.95 e~ /A? for SiO,, Ni and CaPFs, respectively: this demon-
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strates the reliability of the investigated systems from the chemical point of view, as
severe Ni oxidation would result in altered electron density. The roughness of the Ni
film is strongly influenced by the adopted substrate: for sample B (amorphous SiO; sub-
strate), the roughness is more than three times larger than for sample A (crystalline CaF;
substrate). This suggests that the Ni layer is morphologically more ordered on the latter
substrate, also consistently with the results of GIXRD.

As a last step for the morphological characterization, AFM maps were acquired at
CNR-IOM in Trieste: they are reported in Fig.C.2(a-c) for the three samples. The scans
were obtained in standard air conditions with a Solver Pro (NT-MDT) instrument, in
semi-contact mode using commercial cantilevers (NT-MDT, NSG30, nominal spring con-
stant £ = 40 N/m, nominal radius of curvature 10 nm). To each map, a second-order
polynomial background was subtracted, and the zero-height level was set to the average
plane of each map. The first observation from the color-coded height is that sample A
presents a better uniformity in the surface topography; on the other hand, samples B and
C display severe indented scratches, most probably due to sample wear, and structures
which can be attributed to deposited dust grains. To get quantitative insight, the free
software Gwyddion was employed. The structures and the scratches were masked on a
height-based criterion, and displayed with blue color in the maps; this procedure ensures
that only the as-deposited portions of sample surface are considered for the roughness
quantitative analysis. For the selected regions highlighted in yellow boxes, the horizon-
tal cumulative height profiles were calculated and are displayed in panels (d-f) as black
solid lines. The profile waviness and roughness, computed with a built-in algorythm, are
also reported, as red and green solid lines respectively. The handy meaning of waviness
is that it is a low-frequency spatial filter of the profile, that reproduces the gross struc-
tures mainly due to scratches, dust and non-flatness of the substrate. For each profile the
root mean square (rms) waviness W, and roughness R, are reported in Tab.C.2, together
with the two-dimensional rms roughness S,. For information about the standards for
calculation of roughness and waviness, the interested reader is redirected to Ref.[228].
The residual roughness R, is smaller than 1 nm, a hint that the deposition process pro-
ceeded smoothly. The cumulative roughness, taking into account both roughness and
waviness, is in line within a factor two with the values obtained with XRR for the top-
most layer. The last column in Tab.C.2 reports the average wavelength A, in the profiles.
The relevance of this parameter is its correlation to enhancement of scattering between
magnon states at different wavevector, with Ag = 27/)\,; moreover, if comparable to
the TG pitch A it could reduce the generation efficiency of the acoustic and magnetic
transients. Given the reduced concavity of the SW bands (see Sect.3.4 below) and that
Ao < A, these issues can be neglected. Note that the full image size is 30 x 30 um?, which
is approximately the size of the laser spot employed in the experiment: for this reason, it
is informative of the quality of the average portion of sample surface investigated during
the experiment.

Magnetostatic characterization

The magnetostatic properties were investigated via static longitudinal MOKE at the
NFFA facility (MBE-Cluster) in Trieste, Italy [229]. In Fig.C.3 MOKE hysteresis loops
of the three samples are reported [panels (a) to (c) refer to sample A to C]. To check
the expected IP magnetic isotropy of the samples, two hysteresis loops were acquired,
namely at ¢ = 0° and ¢ = 90°, where ¢ is the azimuthal rotation angle around the
sample normal axis; for sample A ¢ = 0° corresponds to having the external magnetic
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(a) Sample A (b) Sample B (c) Sample C

(d) (e) ®

Figure C.2: (a-c) AFM maps for the three investigated samples. The masked regions are reported
in blue. (d-f) Horizontal cumulative profiles (black) calculated from the regions highlighted with
yellow boxes in panels (a-c); the profile waviness (red) and roughness (green) are also shown.

Table C.2: Quantitative results for roughness, waviness, and
average profile wavelength for the AFM maps and profiles re-
ported in Fig.C.2.

| Sg(nm) Ry (nm) W, (nm) A, (um)

Sample A | 0.5 0.1 0.4 0.7
Sample B | 2.0 1.0 25 1.1
Sample C | 1.5 0.3 1.1 14

(b)

N

o

N

MOKE signal (arb. units)

4 2 o 2
Magnetic field (mT)

Figure C.3: Magnetic hysteresis loops acquired via longitudinal MOKE. Panel (a-c) refer to sample
A, B, and C, respectively. For each sample two loops were acquired, with 90° difference in the
azimuth angle. Adapted from Ref.[99].
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Figure C.4: B-FMR measurements for sample A at two different azimuth angles: ¢ = 0° (blue
circles) and ¢ = 45° (orange circles), corresponding to Bex: || [100] and Bex || [110], respectively.
The best fits of the Kittel curve are reported (light blue and yellow solid lines, respectively). The
table reports the best-fit values of M., and . Adapted from Ref.[99].

field Bey parallel to the [100] axis of the substrate, while for samples B and C it corre-
sponds to an arbitrary substrate edge since no crystallographic directions are given. All
the samples show small coercivity (B. < 2 mT) as expected for a polycrystalline Ni thin
film. Samples B and C show good IP isotropy, both in the coercivity and in the rema-
nence. On the other hand, a small uniaxial anisotropy in the remanence is observed for
sample A. This could be surprising since the substrate has cubic symmetry: thus, if any
anisotropy is to be observed, it should have fourfold symmetry. Nevertheless, a weak
uniaxial anisotropy in ferromagnetic thin films grown via sputtering or evaporation is
reported in literature [230]: what breaks the four-fold symmetry of the substrate is the
off-normal axis of the effusion cone. Another source of symmetry breaking could be the
magnetic field employed in e-beam evaporation. Interestingly, whatever the reason is for
the anisotropy, it is not observed in the films grown on SiO,, a hint that the crystallinity
of the substrate has to be playing a role.

Since the FMR measurements reported in chapter 3 are performed at field strength
much larger than 2 mT, the samples are always in magnetic saturation, and the weak
magnetic anisotropy is expected not to be relevant: basically, the Zeeman energy is al-
ways much stronger than the anisotropy energy, which thus does not play a relevant role
in the resonance mechanism. As a sanity check, B-FMR measurements were performed
at two inequivalent azimuthal angles, namely ¢ = 0° and ¢ = 45°, which correspond to
Bext || [100] or Bext || [110], respectively. The EMR frequency as a function of Beyt is re-
ported in Fig.C .4 for the two azimuth configurations. The data do not show any sizeable
anisotropy. As will be described below in this chapter, fitting the Kittel model (Eq.3.9) to
FMR data allows to calculate the effective magnetization M. and the magnetomechan-
ical ratio . The best-fit results are reported in Fig.C.4 and are in complete agreement,
legitimating analysis of B-FMR and SAW-FMR data on the basis of an isotropic Kittel
model.






APPENDIX D

Literature overview on NW samples

Here below some literature results are reported, relevant for understanding the experi-
mental observations reported in chapter 4 and 5. In particular, the addressed questions
are: (i) what are the acoustic and magnonic modes that can be observed in our sam-
ple? and (ii) what do we know from literature about this system, in terms of magnetic
anisotropy, switching process and magnetic coupling at the Fe /Py interface?

A magnonic-phononic crystal

The real-space periodicity given by magnetic NWs on a semi-infinite substrate deter-
mines the emergence of phononic and magnonic collective dynamics typical of artificial
crystals. Here a quick overview of this aspect for one-dimensional magnonic-phononic
crystals is reported; the modes actually observed in our experiment are highlighted.

A phononic crystal. From the acoustic point of view, the presence of shallow (some
tens of nanometers) structures loading the substrate and periodically alternating with
air gaps gives rise to properties typical of a SPnC: in particular reciprocal-space period-
icity in the SAW dispersion arises, together with mode hybridization and gap opening
[231]. TG spectroscopy has been proved well suited for mapping the two-dimensional
surface phononic band structure of SPnCs [92]: phononic hybridization at the edge and
at the center! of pBZ is reported, as well as phononic forbidden bands [see Fig.D.1(a-b)].
Also acoustic BLS is a suitable technique to measure the phononic band structure [157]:
as reported in Fig.D.1(c) quasi-flat phononic bands at the edge of pBZ with forbidden
bands several gigahertz wide are observed, as due to hybridization of surface and bulk
acoustic waves. With the aid of finite-elements simulations the spatial localization of the
SAWs can be visualized, as reported in Fig.D.1(d) for the three bands observed via BLS.
Similarly to what happens for electronic bands in solids, hybridization of modes takes
place also at the center of pBZ: in a one-dimensional SPnC the first acoustic mode for
zero wavevector (besides the quasi-static mode at zero frequency) is given by hybridiza-
tion of RSAW with its zone-folded replicas, as highlighted by a red arrow in Fig.D.1(c).

Each artificial atom composing the SPnC also hosts localized acoustic modes: breath-
ing modes along the directions of strong confinement, bending and shear modes for
structures with high aspect ratio cross sections, twist modes for nanopillars, are only ex-
amples of a rich phenomenology. These modes can of course be excited in their higher
orders, with increasing number of nodes in the strain field in analogy to standing acous-
tic waves on a constrained string. For both the localized and the collective phononic

Hnterestingly, it is reported that the hybridization of Rayleigh and Sezawa modes in a SPnC allows also gap
opening in other position of pBZ, enabling unusual acoustic waves with zero group velocity for propagation
direction oblique to the periodicity direction [92].
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Figure D.1: (a-b) TG measurement of the surface phononic band structure in a one-dimensional
NW array. The TG wavevector is varied both in magnitude and direction with respect to the
NW axis [panel (a)] in order to excite SAWs from the whole first pBZ; three dispersion surfaces are
observed, as a function of the two-dimensional IP wavevector [panel (b)]. Adapted from [92]. (c-d)
BLS measurement of the dispersion of SAWs for wavevector along the array periodicity direction.
Three small-bandwidth bands are observed [panel (c)]; the red arrow on the left highlights that
the lowest-frequency mode at the center of pBZ results from hybridization of RSAW with its zone-
folded replicas. Finite-elements calculations show the symmetry and thickness localization of the
three observed acoustic modes at the edge of pBZ [panel (d)]. Adapted from [157].

modes, the experimental constraints and symmetries usually allow only a certain set of
modes to be excited and/or probed: this is a consequence of the anisotropy both of each
artificial atom and of the artificial crystal as a whole. For the experiment discussed in
chapter 4 and 5, the excited modes are (i) a standing SAW with zero wavevector result-
ing from hybridization of RSAW with its zone-folded replicas, and (ii) the lowest-order
localized breathing mode along the width of each NW.

A magnonic crystal. In close analogy to the phononic counterpart, fabrication of
magnetic NWs alternating to air gaps allows formation of magnonic bands. Also for
MCs mode hybridization takes place, generating flat bands and opening gaps in the
band structure. One-dimensional MCs composed of NWs are relevant because of the ab-
sence of the demagnetizing field in the longitudinal configuration, owing to the strong
shape anisotropy: this allows simple models to be developed for the understanding
of their magnetostatics. The research in this field moved from single-layer NWs with
rectangular cross-section [219, 232], to bi- [233] and trilayered [234, 235] (with a non-
magnetic spacer) NWs, possibly also with asymmetric L-shaped cross-section in order
to explore band-engineering and magnon localization [236]. In each of these configura-
tions, specific modes are observed; nonetheless, a general categorization can be made
for NWs whose thickness t is much smaller than the width w:

¢ for ¢t < 40 nm the magnon amplitude is uniform along the thickness, since higher-
order magnonic modes require large energy to overcome the exchange interaction
with such reduced space modulation [237]. For a rule-of-thumb calculation, the
difference in energy between two consecutive standing magnon modes in a film of
thickness t is AE = Dgy(/t)?, where D, is the spin-wave stiffness; for example
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Figure D.2: (a) BLS measurements of the magnonic band structure of a Py NW array (black dots)
and calculated bands (lines). (b) Localization of the dynamical magnetization along a NW cross
section, as obtained from finite-elements calculations. M modes are uniform along the NW thick-
ness, while N modes display a single node (they are first-order PSSWs). Magnetization direction
is indicated by the arrows, its intensity by the color code. Adapted from [157].

this expression gives frequency separation Af = 680 MHz or Af = 68 GHz for
t = 100 nm or ¢t = 10 nm, respectively (I considered the case of pure Fe, for which
Dg, = 281 meV A2 [14]; the constant varies within a factor two for Ni and Py
[238]);

¢ along the NW width, on the other hand, higher-order quantized magnons are ob-
served [232], in line with the argument of previous point given a width of few
hundreds of nanometers;

e for bi- and trilayered NWs, both in-phase and out-of-phase precession of the mag-
netization in the two magnetic layers are possible, leading to acoustic and optical
magnon bands. The thickness of the non-magnetic layer modulates the intra-NW
coupling between the magnetic layers, allowing engineering of the frequency of
the optical modes;

¢ for these multilayered NWs, there is the possibility to stabilize both parallel and
anti-parallel magnetization in the two layers, with specific magnon bands;

¢ L-shaped cross section strengthens high-order magnonic modes mostly localized
in the wide base [239].

In all of these cases, in order to have hybridization of magnonic modes and gap opening,
it is required to have a sizeable inter-NW interaction, typically of dipolar origin: this is
enhanced by NW spacing small as compared to the width [240], and it is always weaker
for anti-parallel aligned multilayers owing to the smaller stray dipolar field.

Typically the measurement of magnonic bands in MCs is performed via magnetic
BLS. In Ref.[157], the same one-dimensional magnonic-phononic crystal discussed in ref-
erence to Fig.D.1(c-d) was investigated specifically as a MC. In Fig.D.2 some results that
are of interest in the context of the current experiment are reported. BLS measurements
of the magnonic bands are reported, for wavevector spanning one and a half pBZ [panel
(a)]. Calculated bands are drawn as solid and dashed lines, and the magnonic bandgaps
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Figure D.3: VSM hysteresis loops for (a) a one-dimensional array of Py NWs (¢ = 100 nm, w = 185
nm, d = 35 nm), and for (b) an unpatterned reference film with same thickness ¢. The external
magnetic field is applied either along the NW length (¢ = 0°, squares) or orthogonal (¢ = 90°,
circles). Adapted from [241].

are highlighted as coloured stripes. Apart for the fundamental magnonic mode (labelled
M1) which shows a prominent dispersion, the other modes are rather flat. This is un-
derstood on the basis of the finite-elements calculations [panel (b)]. The direction of the
dynamical component of magnetization is indicated by the arrows, while its amplitude
is indicated by the color code. The calculations refer to the modes at the edge of pBZ.
Two categories of magnons are observed: those labelled as M are uniform along the NW
thickness, those labelled as N display a magnetization node at the center of the thick-
ness, i.e. are first-order PSSWs. Note that in this experiment the NWs are 63-nm thick:
the appearance of low-frequency higher-order magnons is consistent with the above dis-
cussion on SW stiffness. As stated above, the wavevector dispersion is driven by dipolar
inter-NW coupling. This is enhanced for the quasi-uniform M1 mode, while the other
modes show reduced stray fields as due to the higher spatial modulation: this explains
the reduced bandwidth in their dispersion. Similarly to what discussed for the phononic
modes, the number and nature of the magnons excited and observed with a specific ex-
perimental protocol depend strongly on the symmetry of the experimental setup. In the
experiment discussed in chapter 4, the homogeneous excitation of the magnetic subsys-
tem only couples to a magnon of same symmetry, like the one indicated as M1 in Fig.D.2.

Anisotropy, switching process, interface coupling

In a series of publications starting from the late ‘'90s, NW arrays fabricated with the same
recipe have been investigated. For what concerns the experiment presented in chapter
4 and 5, the relevant aspects found are (i) the nature of the magnetic anisotropy, (ii)
the coercivity and switching process, and (iii) the magnetic coupling at the Fe/Py inter-
face. As will result from the following discussion (i) the sample is dominated by shape
anisotropy, (ii) a competition of coherent rotation and magnetization curling is at play as
for the switching process, and (iii) no specific role is played by the bilayer, i.e. the sys-
tem behaves as a single effective magnetic materials with inter-layer ferromagnetically
coupled dynamical modes.

Magnetic anisotropy. In Ref.[241] the effects of magnetic anisotropy are investigated
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Figure D.4: Room-temperature coercivity for external magnetic field parallel to EA for different
thickness-to-width ratio of the NWs. The cross-over from coherent rotation and magnetization
curling is highlighted by the shaded background. The dashed red line highlights the approximate
region for the sample investigated in this chapter. Adapted from [241].

measuring hysteresis loops in a one-dimensional array of Py NWs with ¢ = 100 nm,
w = 185 nm and d = 35 nm; comparison to an unpatterned film of the same thickness is
also reported. The resulting hysteresis loops from room-temperature VSM are reported
here as Fig.D.3, for the NW array [panel (a)] and for the unpatterned film [panel (b)].
The hysteresis loops for the NW array are strongly anisotropic, with clear definition of
magnetic EA and HA, parallel or perpendicular, respectively, to the NW long geometri-
cal axis: in the figure they are indicated as the angle ¢ = 0° or 90°, respectively. In the
unpatterned film, the magnetization switching takes place rather abruptly, with negligi-
ble coercive field (B, < 5 mT); note moreover that the hysteresis loops are identical for
the two orientations of the external magnetic field, demonstrating negligible MCA. The
deposited ferromagnetic layer is polycrystalline, with negligible long-range crystalline
order or growth-induced texture: this is probably due to the 60-nm thick polymeric Bot-
tom Anti Reflection Coating (BARC) employed to improve nanostructure definition in
DUV-based lithography [144]. The residual magnetic anisotropy observed in the NW
array can be entirely ascribed to shape anisotropy. This also allows to obtain simple
approximate expression for the demagnetizing factors of the NWs (see Appendix E).
This shows that the magnetic anisotropy in such systems entirely originates from shape
anisotropy.

Switching process. VSM-based investigation of the coercive field for one-dimensional
Py NW arrays is reported in Ref.[241, 242]. Systematic variation of NW thickness, width
and spacing unveils the details of the magnetization switching process and the role of
dipolar inter-NW coupling in the determination of magnetostatic properties. As shown
in Fig.D.4, the coercivity as a function of the thickness-to-width (¢/w) ratio displays a non
monotonous trend, suggesting the presence of a cross-over in the magnetization switch-
ing mode. This is confirmed by the azimuthal dependence of the coercivity for different
NW thickness, keeping constant width and spacing. Referring to Fig.D.5, for t < 40 nm
the coercivity is maximum for By parallel to EA (¢ = 0°) and decreases monotonically
reaching a minimum for Bey parallel to HA (¢ = 90°); for larger thickness, on the con-
trary, the coercivity increases when rotating By away from EA, except for Bey aligned
along HA, for which the coercivity reaches the global minimum at every thickness. 2

2Note that for all the investigated thicknesses, twofold symmetry (180° periodicity) in the coercivity is
observed: this is again consistent with negligible MCA.
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Figure D.5: Room-temperature coercivity as a function of the azimuthal angle between the exter-
nal magnetic field and EA (¢ = 0°: Bext || EA; ¢ = 90°: Bext || HA). Results for four thicknesses of
Py NWs are reported, from 10 nm to 120 nm. Adapted from [241].
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Figure D.6: Longitudinal MOKE hysteresis loops for three arrays of NWs with different composi-
tion: Py (sample #1), Fe (sample #2) and bilayer Fe/Py (sample #3). The external magnetic field is
along EA [panel (a)] or along HA [panel (b)]. From [161].

The different trend in the coercivity is known as a signature of different magnetization
switching modes. For thin NWs (¢ < 40 nm), the reduction of coercivity with increas-
ing azimuth indicates coherent rotation as the dominant mechanism for magnetization
switch, in similarity to the simple Stoner-Wohlfart model [243] for single-domain par-
ticles. Note that in Ref.[244] a modified Stoner-Wohlfart model was proposed, which
shows the same qualitative trend in the coercivity: in that case, relevant for long cylin-
drical NWs with radius smaller than 30 nm and micron-size length, the magnetization
switch involves the propagation of a single transverse domain wall. The different trend
of coercivity for thicker NWs (¢t > 40 nm) is understood as the onset of magnetization
curling [163, 245] as the dominant mechanism of magnetization switching. This regime
is favoured by the fact that NigoFeyo is a soft magnetic material, and the geometrical
dimensions of the NWs are larger than the exchange length (about 5.7 nm [246]), im-
plying domain-wall propagation with low energy barriers. For the sample investigated
in this chapter, t/w is about 0.06 as indicated by the vertical dashed line in Fig.D .4, so
coherent rotation is expected as the dominant mechanism for magnetization switching;
nevertheless, as shown later, coercivity is observed to increase with the azimuth, indi-
cating magnetization curling to be likely compresent. Probably the presence of the Fe
layer alters the phenomenology reported, shifting to lower ¢/w the cross-over between
the two reversal mechanisms. This point deserves further investigation.

Interface coupling. The third relevant aspect is the interface magnetic coupling be-
tween Fe and Py layers. In Ref.[161] this has been studied comparing magnetostatic
properties and magnonic spectra of one-dimensional NW arrays composed of Py (sam-
ple #1), Fe (sample#2) and Fe/Py (sample #3). The geometry was kept fixed for all these
samples to ¢ = 10 nm for each layer, w = 340 nm, d = 100 nm. Note that sample #3
is very similar, in composition and geometry, to the sample investigated in this chap-
ter. In Fig.D.6 hysteresis loops from static longitudinal MOKE are reported for the three
samples, for external field along EA [panel (a)] and along HA [panel (b)]. The coercivity
increases from Py to Fe to Fe/Py sample, consistently with the general larger coercivity
of Fe with respect to Py, and to larger coercivity for 20-nm thick NWs as compared to
10-nm thick. Importantly, the hysteresis of Fe/Py sample is smooth along the switching
branches. The absence of intermediate jumps suggests strong ferromagnetic exchange
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coupling at the interface: the two layers thus behave as a single effective ferromagnetic
material. Note that MOKE is mainly sensitive to the top-most layer, as due to the opti-
cal penetration depth in metals (g = 30 nm, [151]); for multilayer magnetic systems a
volume-integrated technique like SQUID or VSM could be beneficial. Hysteresis loops
measured via SQUID (not reported here) also lack intermediate magnetization jumps,
confirming interface ferromagnetic exchange coupling [235]. Agreement is also obtained
in Ref.[161] via investigation of the magnonic bands and simulation with micromagnetic
models. In Fig.D.7(a) magnon frequencies measured via magnetic BLS on sample #3
are reported as white circles as a function of the magnon wavevector; the image back-
ground is the intensity plot obtained from micromagnetic simulations. Good agreement
between the experimental data and the simulations is obtained. Qualitatively, the same
agreement [see panel (b)] can be obtained considering the NW as composed of an effec-
tive magnetic medium [ENW], where the magnetostatic parameters are the average of
values for Fe and Py. The agreement to experimental data is considerable for the funda-
mental magnonic mode. This indicates that also the magnetization dynamics is strongly
coupled in the two ferromagnetic layers, in particular for the fundamental mode. As a
last aspect, results of micromagnetic simulations are reported in panel (c). The curves
represent the amplitude of the dynamical component of the magnetization as a function
of the position across the width of a NW; it is assumed that no dependence on the posi-
tion across the thickness is present. The first five magnonic modes computed for sample
#3 are reported, with the corresponding frequency at zero wavevector indicated in each
subpanel. Spatially symmetric (antisymmetric) modes are shown as solid (dashed) lines.
In the simulation, the contributions from Fe and Py can be isolated, and are coded in the
color (yellow and blue, respectively). In the simulated modes the two magnetic layers
show very similar spatial dynamics, with in-phase character. This further confirms that
the strong exchange coupling at the interface sets collective magnetization dynamics,
the two layers behaving as a single magnetic entity also in the dynamical regime. In-
phase dynamics of the two layers is sometimes dubbed an acoustic magnonic mode, in
similarity to the nomenclature for phonons; also optical magnonic modes, whereby the
magnetization in the two layers precesses out-of-phase, are possible excitations of the
bilayered system. It is precisely the inter-layer coupling what sets the energy (and thus
the frequency) of optical magnons. Some papers report investigation of this effect, by
purposely growing a Cu spacer between two ferromagnetic layers [234, 247-250]. Vary-
ing the Cu thickness in the range (5-50) nm, the coupling between the ferromagnetic
layers weakens, and the magnetization state of the NW (either parallel or anti-parallel)
is set by the competition between inter- and intra-NW dipolar interaction. Anti-parallel
magnetization configuration of the NWs can be observed during the magnetization re-
versal (step-wise switch along hysteresis loops), and rich magnonic bands are observed
via BLS.
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Figure D.7: (a) Magnonic frequency (white circles) measured via magnetic BLS as a function of the
magnon wavevector, for sample #3 (Fe/Py bilayered NW); the background is the intensity map
as obtained from micromagnetic simulations. (b) Intensity map for a fictitious effective magnetic
material with properties obtained as average of Fe and Py: the lowest magnonic mode still well
reproduces the experimental BLS data. (c) Amplitude of the dynamical component of the magne-
tization as a function of the position across the NW width, for sample #3. The first five magnonic
modes are simulated, for zero wavevector; the frequency of each mode is reported in the subpan-
els. The contributions of Fe (yellow) and of Py (blue) are isolated. Adapted from [161].






APPENDIX E

Demagnetizing factors for orthorombic NWs

The magnetization M inside an ellipsoidal ferromagnet is uniform and the i-th compo-
nent of the demagnetizing field can be expressed as (Hg); = — > ; N;;M;, where N;; is
the demagnetizing tensor. If M is aligned to one of the principal axes of the ellipsoid, IV;;
is diagonal and its components are the demagnetizing factors. Analytical expressions for
the demagnetizing factors in a generic ferromagnetic ellipsoid have been calculated in
Ref.[251]. Few simple shapes can be analyzed as limiting cases of an ellipsoid (see e.g.
Ref.[2]). Thus a ferromagnetic thin film is the limit of an oblate ellipsoid with short rev-
olution axis: setting the OOP direction parallel to the z axis, one obtains N, = N, = 0,
N. = 1, meaning that no demagnetizing field arises when the film is magnetized IP.
Again, a long ferromagnetic cylinder aligned along the z axis is the limit of a prolate
ellipsoid: thus N, = N, = 1/2, N, = 0, and demagnetizing field results from magne-
tization pointing orthogonal to the cylinder axis. For a ferromagnetic sphere, rotational
symmetry sets N, = N, = N, = 1/3.

In general, the demagnetizing tensor can be an extremely complicated function of
the position. Luckily, a simple approximate expression for the demagnetizing factors for
an orthorombic magnetic wire dominated by shape anisotropy is available, as derived
extending the reasoning reported in Ref.[252]. In reference to Fig.E.1, given wire width
w, the thickness is expressed as ¢t = r;w and the length as | = row, where r and r; are
the adimensional aspect ratios. The basic geometrical assumption [252] is that when the
wire is magnetized along z, the demagnetizing factor NV, is proportional to the inverse
geometrical dimension: N, = C/row, with C some proportionality factor. Extending the

Figure E.1: Sketch of the elongated wire considered in the model. The width (w), thickness (¢t =
riw) and length (I = r2w) of the wire are aligned to the x, y and z axis, respectively.
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reasoning, it is possible to write N, = C/riw and N, = C/w. Imposing the constraint
Ny + Ny + NZ =1(in .SI units), the proportion'allity factor is express-ed as O = .
Inserting this expression for C, the demagnetizing factors are obtained as

r1ir2
Ny=—"""—
r1+ro+rire
T2
Ny=—""-—"—"—,
ry+re+rire
1
N, =

rL+ 1o+ 1172

In [252], the approximated model is compared to exact solutions for the demagnetizing
factors [253]: the percentage error is reported as < 6%.

For the NW array investigated in part III the aspect ratios assume the large values of
r1 = 20 nm/340 nm =~ 0.06 and 7, = 4 mm/340 nm ~ 12 000. With these numbers, the
expressions for N; can be approximated to

71

N, ~ ~ry =0.06,
1+’I’1 "
1
N, =~ ~1-—r1 =094
y 1+T1 1 0.9 5

%

1 1
— =0 =] .
ro(1471) (7“2 >
Thus, for our high aspect-ratio NWs the geometrical ratios give a reasonable estimate of
the demagnetizing factors.



Acronyms

AFM Atomic Force Microscopy.

B-FMR Broadband FMR.
BLS Brillouin Light Scattering.
BZ Brillouin Zone.

DE Damon-Eshbach.
DUV deep ultraviolet.

EA Easy Axis.
ENW Effective NW.

EUV Extreme Ultraviolet.

FEL Free Electron Laser.

FFT Fast Fourier Transform.

FMR Ferromagnetic Resonance.

FR Faraday Rotation.

FT Fourier Transform.

FWHM Full Width at Half Maximum.

FWM Four Wave Mixing.

GIXRD Grazing Incidence X-Ray Diffraction.

HA Hard Axis.

IDT Inter-Digitated Transducer.
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Acronyms

IP in plane.

LH linear horizontal.
LLG Landau-Lifshitz-Gilbert.

LV linear vertical.

MC Magnonic Crystal.

MCA Magneto-Crystalline Anisotropy.
MEC Magneto-Elastic Coupling.
MOKE Magneto-Optical Kerr Effect.

NIR Near Infrared.
NW Nano Wire.

OOP out of plane.

p-MOKE polar MOKE.
pBZ pseudo-BZ.
PM pure magnonic mode.

PSSW Perpendicular Standing SW.

rf radio-frequency.
rms root mean square.

RSAW Rayleigh Surface Acoustic Wave.

SAW Surface Acoustic Wave.
SAW-FMR SAW-driven FMR.
SOC Spin-Orbit Coupling.
SPnC Surface Phononic Crystal.

SQUID Superconducting Quantum Interference Device.

SSIW Surface-Skimming Longitudinal Wave.
SW Spin Wave.

SWR Spin Wave Resonance.

TEM Transmission Electron Microscopy.
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TG Transient-Grating.
TMS Two-Magnon Scattering.
tr time-resolved.

tr-R time-resolved reflectivity.
VSM Vibrating Sample Magnetometry.

XRR X-Ray Reflectivity.
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