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1

Introduction

1.1 Scenario and Motivation

The information related to the proximity between people or between people and

objects and the related processing of this information are taking on a very important

role, clearly amplified by the possibility of having digital tools. In fact, the rapid

developments of mobile Internet, localization technologies, and social networks have

made it possible to realize proximity-based services.

The concept of proximity always refers to the presence of humans, and in particu-

lar to the proximity between them or with respect to a specific target. Since sensitive

information concerns the people involved, severe privacy and security issues arise.

Therefore, this thesis focuses precisely on the problem of privacy and security.

However, proximity can have different meanings and the thesis aims to address

and analyze the different meanings of proximity and the different contexts.

The first meaning is that of proximity between people for social reasons. Accord-

ing to the definition provided by Aristotle, ªMan is by nature a social animalº. This

feature has always characterized the human being and has found new forms of ex-

pression in this modern and technological era. Indeed, the rapid and widespread

development of social networks is explained precisely by this need to enter into a re-

lationship with one’s peers. Social networks probably represent the most disrupting

digital innovation of the last twenty years.

Different kinds of applications are nowadays implemented on top of social net-

works. Among these, the services that are achieving more popularity are those that

allow finding friends nearby, or even unknown people or nearby points of inter-

est. In fact, the major social networks provide their users with proximity-based ser-

vices, such as the Nearby Friends feature of Facebook. There are also social networks

founded on geospatial features, among which, services based on the reciprocal prox-

imity of users like Foursquare, Jiepang, FullCircle, Tinder, Gowalla, and Facebook

Places. For example, Tinder allows unknown users can come into contact if they are
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in proximity and match some preferences. Specifically, each user advertises a set of

attributes (possibly, not identifying) and expresses a preference for the attributes of

other users. To detect proximity, it is necessary that the users reciprocally show an

expression of interest. Another possible service regards proximity testing performed

by users with respect to a given target (static or moving). In the context of car shar-

ing, the targets are the available cars of a given company. Other examples of moving

targets are ride-sharing, crowd-shipping, proximity marketing, or applications sup-

porting people to obtain aids by volunteers when they are away (consider for exam-

ple the case of blind people). Instead, an example of a static target is represented by

points of interest (POIs).

In these services, a relevant issue from the side of privacy is that we do not have

guarantees that the provider is fully trusted and enough immune to data breaches.

In the literature, many research works are concentrating their efforts on this field of

proximity-based services [111, 98, 120, 128, 85], but never in the most severe threat

model of a global passive adversary. Concretely, this is the case of services entirely

delivered to social-network users within the social network (due to the fact that the

social network provider, playing as a global passive adversary, can monitor the flow

of all themessages in the network), without assuming external communication chan-

nels.

The first research question we address in this thesis is: ªHow can we provide

proximity-based services within social networks, guaranteeing the privacy of the users

involved against a global passive adversary?º Therefore, we deal with this problem

and propose a solution allowing any pair of users to perform a proximity test with-

out revealing to the adversary the fact that the test is performed. This goal has not

been reached previously in the literature. In particular, we provide three proximity-

based services. The first is a service aimed to test the proximity of users who know

each other. Roughly, we provide the privacy features to a service similar to Facebook

Nearby Friends. The second service is used to test the proximity between users who

do not know each other but make public some information (photos, preferences,

etc.). The service allows detecting proximity of unknown users only on the basis of

their agreement. This service extends the features given by services such as Tinder,

by enabling the above privacy features. Finally, the last service regards proximity

testing of a user with respect to a (static or moving) target. The privacy requirement

is that the user remains anonymous also with respect to the target. This service ex-

tends services such as Tripadvisor or BlaBlaCar.

Social proximity has since ever been evaluated as positive. The pandemic emer-

gency of recent years attributed a second meaning to the concept of proximity which

is proximity detection for contact tracing. The concept of proximity between people
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has never been more important. The outbreak of the COVID-19 pandemic has dra-

matically reduced our social relations to avoid spreading the contagion. The COVID-

19 pandemic is one of the most difficult challenges that modern society has ever

faced. To counter and slow down the spread of the virus, new ways, new strate-

gies, and solutions are being sought every day, in every sector, from the economic

to the medical, from the political to the technological. Precisely, in the latter field,

researchers are investing their effort to propose, digital solutions for contact tracing

that preserve privacy and comply with current regulations. Digital contact tracing

(DCT) should be considered as a complementary task with respect to traditional

contact tracing because it is able to identify contacts that escape the investigation

activities carried out by contact tracers (for example, whether they regard contacts

with people unknown to the index case). In addition, the specific characteristics of

COVID-19 infection (variable symptoms, frequent asymptomatic carriers, and incu-

bation times relatively short) require faster detection of at-risk contacts than tradi-

tional contact tracing. DCT represents one of the weapons that information technol-

ogy can provide to fight the pandemic.

In the European Union, the prevailing protocol is DP-3T (Decentralized Privacy-

Preserving Proximity Tracing) [166], typically implemented via GAEN (Google-

Apple Exposure Notification) [20]. DP-3T/GAEN is decentralized (i.e., does not del-

egate contact detection to a server) and does not utilize localization systems (such as

GPS) to detect proximity, but only BLE. A number of vulnerabilities have been re-

ported about DP-3T/GAEN [23, 170, 26], which can lead to break protocol integrity

and users’ privacy.

Therefore, the second research question that we address in this thesis is: ªCan we

realize an alternative approach that overcomes the most drawbacks of DP-3T/GAEN?º

It is not only pandemic emergencies that cause numerous victims or force us to

live in the worry of coming into contact with an invisible and lethal enemy, but there

are also other emergencies, of which we talk too little, which cause numerous vic-

tims every year, mainly young women, all over the world. Therefore, a third mean-

ing that we deal with in this thesis is proximity in the domain of controlling people’s

safety. The number of victims of stalking is constantly increasing and too often the

solutions put in place turn out to be inadequate. Also, in this case, proximity-based

services can represent an easy and safe solution. Electronic monitoring is a valuable

approach to the control of sex offenders. It also avoids prison overcrowding and pro-

tects victims. Two technologies are currently being adopted: RFID and GPS. GPS

is the best choice when high-security requirements are desired. In fact, radio fre-

quency attacks are possible for RFID, endangering the victim. However, when GPS

is adopted, privacy issues become critical.
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In this thesis, we analyze the problem of EM in the general case, by identifying a

gap in existing techniques in the case of dynamic exclusion zones, which is the most

critical case from the victim’s privacy perspective. Therefore, the third research ques-

tion that we address is: ªCan we realize a solution for electronic monitoring to preserve

the privacy of the victim?º

In all these proximity cases, the way in which geolocation information is man-

aged clearly plays an important role. It is also necessary to manage the territory

in order to efficiently process this information. Therefore, the fourth research ques-

tion that we address in this thesis is: ªCan we design an efficient representation capa-

ble of supporting proximity detection at different ranges?º We adopt a tag-grid-based

approach that consists of the partition of the territory into cells of a certain shape

(squares, hexagons, circles, etc.), possibly overlapping each other. We design a hier-

archical spatial index based on the concept of quad tree, in which also overlapping is

enabled. We call this structure shifted quad tree (SQT).

Furthermore, often these data are in large quantities and therefore there is a need

to manage them in outsourcing. The proximity service provider outsources the map

data to a third party (typically the cloud), which however may not be honest. The

proximity service provider needs guarantees on the completeness and correctness of

the portion of map data returned. Therefore, the fifth research question that we ad-

dress in this thesis is: ªCan we implement an approach able to guarantee query integrity

over map data outsourced to a cloud?º To answer this question, we implemented a

lightweight message-authentication-code-based approach.

1.2 Outline of the Thesis

This thesis proposes new solutions to realize proximity-based services guaranteeing

privacy. Proximity-based services expose the user to serious privacy threats because

they could allow massive monitoring by an honest but curious provider. We propose

several protocols to implement proximity-based services in different contexts, such

as social networks, electronic proximity monitoring for the prevention of crimes,

and contact tracing, always with the main objective of ensuring privacy.

For each proposed solution, a security analysis is performed.

The thesis is organized as follows:

In Chapter 2, we provide an overview of the proximity-based services found in

the literature. These services are classified into four main groups: grid-based, tag-

based, location-anonymity-based, encryption-based. Furthermore, this chapter provides

some background notions useful to better understand the protocols proposed in the

thesis.
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Chapter 3 introduces some fundamental concepts and solutions that constitute

the starting point for realizing the proximity-based services presented in the follow-

ing chapters. In particular, this chapter focuses on the management of the mapping

of the territory. Therefore, we propose an efficient representation capable of sup-

porting proximity detection at different ranges. To achieve this goal, we design a

grid-based solution that supports the modulation of the range of action of proxim-

ity testing. Thus, we propose a new hierarchical spatial index, called shifted quad

tree, allowing the user to choose the distance within which proximity testing is per-

formed. Furthermore, we concentrate on query integrity over map data outsourced

to a (possibly dishonest) cloud. We propose an approach based on a flat data struc-

ture, opposite to tree-like of the state-of-the-art solutions. The solution advances the

state of the art.

In Chapter 4, using the solutions we have designed in Chapter 3, we propose a

solution that allows the realization of proximity-based services in Social Networks

guaranteeing privacy. Therefore, after defining an anonymity protocol and commu-

nication primitives, we develop a privacy-preserving proximity-based solution that

provides both symmetric and asymmetric proximity testing entirely within social

networks. We realize three different proximity-based services: KN-service (Proxim-

ity between known users), UN-service (Proximity between unknown users), and TN-

service (Proximity between an anonymous user and a target). The services are im-

plemented through several phases that guarantee the privacy of the users involved.

In Chapter 5, we propose an approach for electronic proximity monitoring of sex

offenders, and more generally, for the prevention of crimes. We focus on this topic

from a perspective that considers both the privacy of the victim and the security

of the solution against the offender’s misbehavior. In this context, Radio Frequency

(RF) and Global Positioning System (GPS) are the reference technologies but radio

frequency attacks are possible for RF, endangering the victim, and instead, when

GPS is adopted, privacy issues become critical. To overcome this drawback, we pro-

pose a GPS-based solution that does not allow the victim’s location to be revealed

unless the offender is nearby, thus finding a solution that advances the state of the

art.

Chapter 6 focuses on the topic of digital contact tracing (DCT), in particular

proximity tracing, as an important, effective, and privacy-preserving measure for

curbing the spread of pandemic disease outbreaks. We propose a new centralized

DCT protocol. Unlike DP-3T/GAEN, the proposed protocol does not rely on the ex-

change of ephemeral identities among users. Furthermore, our solution does not

use Bluetooth, therefore users are not exposed to existing Bluetooth vulnerabilities.



6 1 Introduction

We prove that ZE2-P3T is more secure than the state-of-the-art approach, i.e., DP-

3T/GAEN.



2

Approaches for Proximity-Based Services

This chapter offers an overview of the most significant proximity-based services, with the

aim of framing the research field in which the thesis moves and showing the currently ex-

isting solutions. A classification of proximity-based services approaches is provided. Fur-

thermore, this chapter provides some background notions useful to better understand the

protocols proposed in the thesis. The concepts given in this chapter form a basis for the

development of the protocols presented in subsequent chapters.

2.1 Introduction

Thanks to advances in positioning technologies and to the spread of mobile devices

with data communication capabilities, location-based services (LBS) are becoming

popular. Proximity-based services are a special class of LBS in which service adap-

tation depends on the comparison between a given threshold value and the distance

between a user and other (possibly moving) entities [111]. Proximity services are

becoming more and more important, just think of meeting apps, contact tracing,

proximity advertising, national security, proximity marketing, etc. The pandemic

emergency brought out the importance of the concept of proximity between peo-

ple. Digital contact tracing (DCT), in particular proximity tracing, is an important,

effective, and privacy-protecting measure to stem the spread of pandemic disease

outbreaks [144]. Researchers are investing their effort to propose, digital solutions

for tracing contacts that preserve privacy and that comply with current regulations

(as shown in detail in Section 6.2). Furthermore, in the field of the Industrial In-

ternet of Things (IIoT), mechanisms have been proposed that exploit the concept of

proximity [139]. Apple’s Bluetooth Low Energy (BLE), named iBeacon, it is a widely

used technology in the Proximity-based Services domain. However, it has several

limitations. It suffers from poor proximity detection accuracy due to its reliance on

Received Signal Strength Indicator (RSSI). [184] offers an improved solution.
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Social networks probably represent the most disrupting digital innovation of the

last twenty years. Different kinds of applications are nowadays implemented on

top of social networks. The power of social networks could be better exploited in

various application contexts, such as e-democracy, e-participation, online surveys,

crowdsourcing, proximity-based services, and so on. Current social networks of-

fer proximity-based services. For example, Facebook supports the meeting feature

Nearby Friends. There are also social networks founded on geospatial features, pro-

viding services based on the reciprocal proximity of users like Foursquare, Jiepang,

FullCircle, Tinder, Gowalla, and Facebook Places. Nowadays, more and more users

use the proximity detection service such as ªpeople in the vicinityº, and ªnearby

restaurantsº, which make the proximity detection becomes a basic service in mo-

bile social networks. A well-known example of these services is the ªfriend-finderº

service, in which a user, for example, Alice, would like to be notified whenever her

friend, for example, Bob, is nearby so they could get in contact and eventually meet.

The traditional proximity detection methods require users to submit their loca-

tion information to the location server in order to find their neighbors. Technically,

a proximity query is a spatial range query on the database in which the range is de-

fined by the circle centered at the issuer’s location and having the proximity thresh-

old as radius.

Unfortunately, in these services, users’ privacy is threatened. A major privacy

concern with the use of LBS is the release to untrusted third parties of the user

precise location information. Indeed, an honest-but-curious (also said semi-trusted)

service provider could misuse location data, which are potentially sensitive. In the

recent literature [141], there is growing attention toward proximity-based social net-

working. The problem of privacy in proximity-based services has been deeply ana-

lyzed in the literature for more than a decade [111, 98, 120, 128, 85]. Note that the

possible threats may differ, for example, if the location server has a security vulnera-

bility or the insider abuses users’ location information, the location privacy of users

will be disclosed [181]. It could also happen that Alice wants to use the proximity

service without necessarily releasing her exact position to the service provider (SP).

Another possible circumstance is that Alice does not want to give the exact position

to her friends, although she may be willing to reveal whether she is in proximity. For

example, she may agree to let Bob know that she is in a neighborhood near Bob’s lo-

cation, but keep the specific address hidden from Bob. This may avoid the situation

in which friends can directly walk to other friends, as the goal of the service is usu-

ally to enable communication that may only eventually lead to meetings in person.

A solution to the above privacy concern can be to allow each user to specify certain

minimum location privacy requirements both with respect to the service provider



2.2 Proximity-Based Services Classification 9

and to the friends. Observe that these are minimum requirements, and a system

should be designed with the goals to (1) guarantee the satisfaction of the minimum

privacy requirements, and (2) reveal as little location information as possible. [111]

Several LBS privacy preserving techniques have been recently proposed [70, 71,

89, 110, 182]. Some techniques [70, 89, 110] consider the possible use of location

information contained in anonymous LBS requests to discover the identity of the is-

suers and hence their connection with the private information such as the specific

service being requested. To guarantee a given level of anonymity of the users, dif-

ferent spatial generalization functions are proposed. An anonymized request may

contain a quite precise location, since, independently from the actual size of the

region, a generalization is considered satisfactory whenever the region contains a

sufficiently large number of potential issuers.

These techniques perform in many scenarios but are not adequate for proxim-

ity services since location is considered private information. There are techniques

more focused on the obfuscation of private information and in particular on the

user’s location. A possible example is SpaceTwist [182], which is specifically de-

signed for K-NN queries and hides the location of the user by issuing a sequence

of requests reporting fake locations. Other solutions, as [71], exploit private infor-

mation retrieval (PIR) techniques to encrypt all of the information exchanged with

the service provider and to process the corresponding query in an encrypted form so

that no location information is revealed to the SP. In [91], the use of PIR techniques

has been proposed to calculate range queries between static resources. However, it is

not clear how these methods can be extended to computationally feasible solutions

to handle range queries in which friends, unlike fixed resources, are moving around.

Otherwise, [111] considers dynamic groups. The problem of privacy in proximity-

based services has been deeply analyzed in the literature but never in themost severe

threat model of a global passive adversary.

2.2 Proximity-Based Services Classification

The techniques for privacy-preserving proximity testing fall within the more general

class of location-based services (LBS) [86]. To preserve location privacy in Location

Based Services (LBS), several solutions have been designed. The most significant are

the following.

To hide all users’ locations, [32] proposed a conception of ªMix Zoneº. When a

user enters a mix zone, he changes his pseudonym and then gets out the mix zone. It

is difficult for LBS to know who the user is when the user obtains a new pseudonym

and goes out of the mix zone. The concept of k-anonymity into location privacy was
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introduced in [72]. Location k-anonymity is satisfied when the location of a mobile

user cannot be distinguished from other k − 1 users. Location privacy is achieved

through a minimum cloaking region that contains at least k users. Instead of sending

the exact location of a single user, the cloaking region is sent. This method requires

the presence of a trusted third party that is responsible for generating the minimum

cloaking regions by collecting the locations of different mobile users. The spatial

cloakingmethod can be employed to reduce the accuracy of location information and

protect location privacy. [21] represents an example of a spatial cloaking method, in

which the user sends a circle region to LBS instead of an exact location. However,

the quality of service will decline as the LBS is unable to obtain the exact locations

of users.

The above methods are inadequate in the mobile social network. For example, an

attacker can obtain the location information or non-location information of users.

Taking advantage of this information, the attacker could reconstruct the location

privacy of those users. The solutions proposed to provide a proximity detection ser-

vice on the mobile social network without exposing the user’s location information

are several. According to [181], they can be classified into four main classes: grid-

based, tag-based, location-anonymity-based, encryption-based.

2.2.1 Grid-based

The first group we consider for categorizing proximity-based services is the grid-

based class. According to this approach, a large geographical area is organized as a

grid, identifying (possibly overlapping) cells of a given shape. In the most common

approach, a user who wants to disclose their proximity with another user, sends

the service provider the cell identifier in which they are located in encrypted form

(possibly by using a cryptographic hash function). In the literature, several papers

follow this approach [153, 98, 154, 82, 192].

In 2009, [153] proposed a ªgrid-and-hashingmethodº, which consists of dividing

the space into a uniform grid unit (cell), and the ID of unit that each user located

in has irreversibly hashed before sending them to the location server. Specifically,

the authors developed a client-server solution for detecting proximity among friend

pairs while offering them location privacy. The client maps a user’s location into a

grid cell, converts it into an encrypted tuple, and sends it to the server. Based on

the encrypted tuples received from the users, the server determines the proximity

between them blindly, without knowing their actual locations. However, this method

exists false negative results as the grid division is pre-specified. This means that two

mobile users close to each other, but divided into different cells, generate different

hash values.
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To overcome this limitation, in [98], the authors adopted the grid-and-hashing

paradigm and developed two techniques, namely grid overlay and multilevel grids,

to increase detection accuracy while saving wireless bandwidth. In this solution,

each user has a corresponding hash vector by using a series of interlocking grids.

It indicates that two users are neighbors if they have the same hash result in a par-

ticular vector dimension. Based on these techniques, they elaborated the client-side

location update scheme and the server-side update handling procedure for continu-

ous proximity detection. In this method, the layout and placing of grid will have a

significant impact on reducing false negative rate.

[154] presented Vicinity Locator, a client-server solution for proximity detection,

based on encrypted, multi-level partitions of the spatial domain. The service notifies

a user if any friend users enter the user’s specified area of interest, called the vicinity

region. This region can be of any shape and can be flexibly changed on the fly. In

particular, the client maps its location into a granule and finds all granules contained

in his vicinity, which can be shaped arbitrarily. The client then encrypts its location-

and vicinity- granules and sends them to the server, which checks for proximity by

testing for the inclusion of an encrypted location granule within a set of encrypted

vicinity granules of a different user.

[82] proposed a privacy-preserving proximity testing scheme, called EPPD, in

which the ªvicinity regionº is centered on the false location generated using differ-

ential privacy techniques, which can avoid location exposure. In specific, EPPD is

comprised of two phases: first, users periodically upload their encrypted locations

to the service provider; and later, users can send requests to the service provider for

proximity testing and obtain the final testing results.

In [192], each user can define his privacy region and two users are neighbors only

when their privacy regions have an intersection. This solution enables LBS users to

send proximity-test requests to the LBS server and get the proximity-test computa-

tion results from the LBS server in a privacy-preserving way. The LBS server learns

nothing about the location information of the participants and the requesting user

cannot learn the responding users’ exact locations either. The requesting user can

learn the total number of responding users and the portion of valid responses. This

scheme also provides users with a method to verify the correctness of the proximity

test results generated by the semi-trusted server.

2.2.2 Tag-based

This approach leverages the spatial-temporal location tags present in a specific area

to allow the service provider to detect proximity. Unpredictable and unique spa-

tial±temporal location tags can be implemented by employing a physical infrastruc-
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ture or can be obtained by capturing some environmental features, such as Blue-

tooth IDs, WiFi IDs, LTE signals, military codes in GPS, audio signals, and atmo-

spheric gases. An attacker cannot forge a location tag if she is not at the correspond-

ing location and time, due to the high freshness (entropy) and spatial variety of

environmental signals. The location tags can resist location cheating for malicious

users, but there exist some difficulties to construct a suitable location tag. The pa-

pers [120, 188, 189, 140, 65, 181, 125, 82, 157] are good examples of this category.

[188, 189] proposed a scheme that enables a user to perform a location based

handshake that establishes secure communications among strangers, who do not

have a pre-shared secret, and a privacy-preserving proximity test without reveal-

ing the user’s actual location to the server or other users not within the proximity.

The spatial-temporal location tag is the key to proximity matching, where the fuzzy

extractor is exploited to extract a secret key from two matching users. In addition,

the location tag is organized in a Bloom filter, such that users can choose their own

matching sensitivity with ease via tuning the parameter of the Bloom filter and BCH

encoder.

In [140], the mobile network is divided into clusters. Each cluster is provided

with a trusted authority. Any communication between the nodes which are located

either inside or outside the cluster, takes place through the trusted authority. Each

client has a public as well as a secret location tags. The system adopts a non-

parametric Bayesianmethod known as infinite Gaussianmixturemodel for perform-

ing the proximity test.

[65] employs the basic geographical features of cellular networks and provides

two layers of spatial anonymity such that the user’s location is not directly provided

to a location service provider. Based on the features of the cellular network (e.g.,

LTE) at the first layer, the user’s location is kept hidden under the cloaking of the

base station (eNB) that provides a network connectivity to serve the user (SeNB).

At the second layer, the authors anonymized SeNB in a group of dummy locations

neighboring a central eNB (CeNB), all of which have the same query probability.

Bluetooth low energy (BLE) beacons have been widely deployed to deliver prox-

imity - based services to users’ smartphones when users are in the proximity of a

beacon. Such an approach suffers two major issues, i.e. the severe RSS fluctuation

might confuse the smartphone during the detection and a malicious PBS can be de-

livered by manipulating the same beacon ID. [125] proposed an RF fingerprinting

to label a beacon with an N-dimensional fingerprint vector, which consists of N RSS

values from N deployed beacons.

In [181], a method was presented which is based on the transfer of neighbor re-

lation. The social network server discovers neighbor relationships among users by
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Fig. 2.1: The system model of an example of a tag-based approach.

computing users’ nearby reference lists (i.e., by checking whether they have a com-

mon item). In addition, the authors also proposed another two methodsÐBeacon

Node Rotating Mechanism and Beacon Node Competition Mechanism to determine

the ways of transmitting signals of mobile nodes.

Among these papers, [82, 157, 181] are the most related to our proposal pre-

sented in Chapter 4 because they address the problem of proximity testing within

social networks as our solution. However, [82, 181] achieve a privacy level less robust

than our approach, since the service provider is aware of the fact that two users are

performing a proximity test, thus resulting in considerable privacy leakage. Anyway,

[82] requires a fully trusted authority generating users’ keys, as shown in Figure 2.1.

Furthermore, it is based on differential privacy, which requires much more compu-

tational effort than our approach.

Regarding [157], it is tailored for social networks but requires an external secure

channel to exchange some information among the users. Therefore, it does not offer

a solution fully lying within the social network.

2.2.3 Location-Anonymity-based

These techniques are based on the application of a distance-preserving transforma-

tion allowing the users to send their transformed positions to a centralized prox-

imity detection service able to compute the reciprocal distance but not the original

positions. This method is adopted by most proximity detections.

[146] well represents this class of techniques. It presented an anonymization

technique for location-based community services (LBCSs), which employs distance-

preserving coordinate transformations in conjunction with pseudonyms. It is based

on the idea that for determining the distance between targets only relative positions

are needed. In practice, [146] applied a distance-preserving mapping to transform
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the user’s location q into a location q’. After the transformation, a centralized prox-

imity detection method is presented to detect the proximity among the transformed

locations. However, [103] pointed out that such distance-preserving mapping is not

secure. An outside attacker can easily derive the secret mapping function and re-

cover the original location of users.

[111] presented three privacy-preserving protocols for proximity services, in par-

ticular, Hide & Crypt is a method that adopts a filter-and-refine two-phase proce-

dure. In the first phase, all users cloak their locations before sending them to the

server and in the second phase, the server computes the minimum and maximum

distances between these cloaking regions. The server classifies users’ friends being

in, not-in, or possibly-in proximity according to the specified thresholds and the

computed distances.

However, the techniques based on distance-preserving transformations are prone

to various vulnerabilities, as deeply studied in [109].

2.2.4 Encryption-based

The papers falling in this class of approaches face the problem mostly by using se-

cure multi-party computation or homomorphic-based protocols [73, 80, 128, 85, 94,

112, 120]. In this case, two users can perform the privacy-preserving proximity test

without revealing to each other and to the provider their position. At the end of the

execution of the protocol, the provider does not know anything about the result of

the proximity test.

In [190], Zhong et al. presented the Louis, Lester, and Pierre protocols for lo-

cation proximity. The Louis protocol uses additively homomorphic encryption to

compute the distance between Alice and Bob while it relies on a third party to per-

form the proximity test. Bob needs to be present online to perform the protocol. The

Lester protocol does not use a third party but rather than performing proximity test-

ing computes the actual distance between Alice and Bob. The Pierre protocol resorts

to grids and leaks Bob’s grid cell distance to Alice.

[120] casted the proximity testing problem as equality testing on a grid system

of hexagons. One of the protocols utilizes an oblivious server. Parties in this proto-

col use symmetric encryption, which leads to better performance. However, this re-

quires having preshared keys among parties, which is less amenable to one-to-many

proximity testing

[73] proposed InnerCircle, a multi-party computation protocol for parallelizable

decentralized proximity testing, using additively homomorphic encryption between

two parties that must be online. The protocol achieves fully privacy-preserving lo-

cation proximity without a trusted third party in a single round trip.
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In [85], Järvinen et al. designed efficient schemes for Euclidean distance-based

privacy-preserving location proximity. They demonstrate performance improve-

ments over InnerCircle. Yet the requirement of the two parties being online applies

to their setting as well.

[80] adopted a cryptographic approach to enable privacy-preserving computa-

tion of location data. Using distance computation as an example, the authors pro-

posed methods to compute distance and perform spatial cloaking over encrypted

coordinate data. Security is guaranteed by the underlying hardness problem in ho-

momorphic encryption.

[128] proposed OLIC, a protocol for privacy-preserving proximity testing with

a napping party, i.e. after providing some data about its location, one party can go

offline (nap) during the proximity testing execution, without undermining user pri-

vacy.

[151] homomorphically calculated distances using the UTM projection, ECEF

(Earth-Centered Earth-Fixed) coordinates, and the Haversine formula that make it

possible to consider the curvature of the Earth.

2.3 Background

In this section, we provide a background on the main cryptographic techniques used

in this thesis.

Cryptographic Hash Function. In order to safeguard information’s authenticity,

hash functions were introduced in cryptology in the late seventies. As time went on,

it became obvious that they were a very useful building block for addressing other

security issues in telecommunication and computer networks [138]. Hash functions

are functions that compress a string of arbitrary input to a string of fixed length.

If hash functions satisfy additional requirements, they are a very powerful tool in

the design of techniques to protect the authenticity of the information. Therefore,

hash functions can be used in a variety of cryptographic applications and thus they

are known as Cryptographic Hash functions [137]. Several security goals, including

authenticity, digital signatures, pseudo number generation, digital steganography,

digital time stamping, etc. are achieved by using cryptographic hash functions, rep-

resenting one of the most crucial tools in the science of cryptography [156]. Accord-

ing to Rompay [136], the formal definition of hash functions is as follows:

Definition 2.1. A hash function is a function h : D → R, where the domain D = {0,1}∗

and R = {0,1}n for some n ≥ 1.

Cryptographic Hash Functions are broad of two types: Keyed Hash functions,

which use a secret key, and Un-keyed Hash Functions, which do not use a secret key.
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The Keyed Hash Functions are referred to as Message Authentication Code (MAC).

Un-keyed Hash Functions (sometimes also known as Manipulation Detection Code

(MDC)) can further be classified into One Way Hash Functions(OWHF), Collision Re-

sistant Hash Functions(CRHF), and Universal One way Hash Functions(UOWHF) de-

pending on the additional properties it satisfies.

According to [115], OWHF is a hash function H that satisfies the following re-

quirements:

(i) H can be applied to block of data of any length.

(ii) H produces a fixed-length output.

(iii) Given H and x (any given input), it is easy to computer message digest H(x).

(iv) Given H and H(x), it is computationally infeasible to find x.

(v) Given H and H(x), it is computationally infeasible to find x and x′ such that

H(x) =H(x′).

In order to use a hash function for message authentication and digital signatures,

the first three conditions must be met. The fourth condition, often referred to as pre-

image resistance or one-way property, asserts that it is easy to generate a message code

given a message, but hard (virtually impossible) to generate a message given a code.

The fifth condition also known as Second pre-image resistance property guarantees

that an alternative message hashing to the same code as a given message cannot be

found.

According to [114], Collision Resistant Hash functions (CRHF)may be defined as a

Hash functionH , that satisfies all the requirements of OWHF and in addition, satisfy

the following collision resistance property:

Given H , it is computationally infeasible to find a pair (x,y) such that H(x) =H(y).

[119] presented the idea of Universal One Way Hash Functions (UOWHF) and us-

ing the same, presented a digital signature scheme that was not based on trapdoor

functions. [119] used 1-1 one-way functions to construct UOWHF and in turn im-

plement the Digital Signature scheme.

MessageAuthenticationCode (MAC) is a widely used technique to implementmes-

sage authentication and integrity. Since they have been in use for much longer in

the banking industry, message authentication codes predate the open research in

cryptology that began in the mid-seventies. However, MACs with strong crypto-

graphic features weren’t developed until open cryptologic research got underway.

Informally, a MAC is a short piece of information, associated with a message, used

to assess the integrity and authenticity of the message itself.

Definition 2.2. A MAC is a function satisfying the following conditions [137]:

(i) The description of h must be publicly known and the only secret information lies in the

key (extension of Kerckhoffs’s principle).



2.3 Background 17

(ii) The argument X can be of arbitrary length and the result h(K,X) has a fixed length of

n bits (with n ≥ 32, . . . ,64).

(iii) Given h, X and K , the computation of h(K,X) must be ªeasyº.

(iv) Given h and X, it is ªhardº to determine h(K,X) with a probability of success ªsignif-

icantly higherº than 1
2n . Even when a large set of pairs {Xi ,h(K,Xi )} is known, where the

Xi have been selected by the opponent, it is ªhardº to determine the key K or to compute

h(K,X0) for any X ′ , Xi . This last attack is called an adaptive chosen text attack.

Keyed-Hash Message Authentication Code (HMAC) is a specific kind of MAC

involving a cryptographic hash function and a secret cryptographic key [95]. As

with any MAC, it may be used to simultaneously verify both the data integrity and

authenticity of a message. Instead of employing digital signatures with asymmet-

ric cryptography, HMAC can enable authentication using a shared secret. HMAC

trades off the need for a complex public key infrastructure by delegating the key

exchange to the communicating parties, who are responsible for establishing and

using a trusted channel to agree on the key prior to communication. In particular,

HMAC(K,m) = H ((K ⊕ opad)||H((K ⊕ ipad)||m)) where K is a secret key generated

from a master key, m is the message to be authenticated, || denotes the operation of

concatenation, ⊕ represents the exclusive or (XOR) operation, and opad and ipad are

two kinds of padding, namely outer and inner padding. For both H and HMAC, the

output is generically called digest.

Identity-based Encryption (IBE) is a type of public-key encryption in which the

public key of a user is represented by some unique information associated with the

user’s identity. In IBE, each user may encrypt a message for another user without

requiring the public key to any external party, by directly using the information

associated with the identity of the other user.

Formally, an IBE scheme is composed of four algorithms:

Setup(k): it takes as input a security parameter k and outputs a master secret key

MSK and master public key MPK .

Extract(MPK , MSK , ID): it takes as input the master public key MPK , the master

secret key MSK , and a parameter ID representing the identity of a user. It outputs

a private key d associated with the user’s identity ID.

Encrypt(MPK , ID, M): it takes as input the master public key MPK , a parameter

ID representing the identity of a user, and a message M . It outputs a ciphertext C

intended for the user with identity ID.

Decrypt(MPK , C, d): it takes as input the master public key MPK , a ciphertext C,

and a private key d. It outputs the decryption M of the ciphertext C.

These four algorithms are used as follows.
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A trusted third party, called Private Key Generator (PKG), is involved. Prelimi-

nary, in the setup phase, the PKG invokes Setup(k) to obtain MPK and MSK . MPK

is provided to all the users and MSK is kept secret by PKG. A user U with identity

IDu , who wants to obtain a secret key associated with IDU , contacts the PKG, which

invokes Extract(MPK , MSK , IDU ) to obtain dU , and sends it to U . Clearly, the PKG

sends dU after verifying the identity ofU , for example through the intervention of an

Identity Provider. Suppose another user Y wants to send a message M to U (whose

identity IDU is known to Y ). Y has to invoke Encrypt(MPK , IDU , M) to obtain the

ciphertext C and then can send C to U . Eventually, U invokes Decrypt(MPK , C, dU )

to retrieve the message M . Observe that Y , during the encryption process, does not

interact with any party.



3

Map Data: Mapping the Territory

This chapter introduces some fundamental concepts and solutions that constitute the start-

ing point for realizing the proximity-based services presented in the following chapters.

This is due to the fact that proximity-based services are based on complex management of

map data, on which the targets or the users are represented. This chapter focuses on the

management of the mapping of the territory, in particular, it deals with the problem of the

map data from two points of view. The first is that of efficient representation capable of

supporting proximity detection at different ranges. Therefore, we propose a new hierarchi-

cal spatial index, called shifted quad tree, allowing the user to choose the distance within

which proximity testing is performed. The second aspect dealt with concerns a security

issue, specifically the problem of data integrity. In this case, the proximity service provider

outsources the map data to a third party (typically the cloud), which however may not be

honest. We propose an approach based on a flat data structure, opposite to tree-like of the

state-of-the-art solutions.

3.1 Introduction

Proximity-based services are based on the complex management of map data, on

which the targets of the proximity services or the users for whom the proximity

must be detected are represented. In this chapter, we deal with the map problem

given from two different points of view.

(i) The first is that of efficient representation capable of supporting proximity de-

tection at different ranges. A possible scenario is represented by social networks that

offer proximity-based services (such as the Nearby Friends function of Facebook).

This feature exposes users to serious privacy threats because it could allow for mas-

sive monitoring by an honest but curious provider. In the literature, no solution has

been provided to the problem of providing proximity services that preserve privacy

entirely within existing social networks. This problem typically underlies tag-grid-

based approaches. In grid-based approaches, a large geographic area is divided into
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cells of the same size (possibly overlapping), thus forming a grid. In the most com-

mon approach [98, 153, 154], to disclose the proximity between two users, the user

sends to the service provider the cell identifier in which is located in an encryp-

tion way (possibly by using a cryptographic hash function). In tag-based approaches

[120, 189, 65, 125, 82, 157], spatial-temporal location tags allow revealing proximity

in a specific area in which the service is used. Unpredictable and unique tags can be

implemented by employing a physical infrastructure or can be obtained by captur-

ing some environmental features, such as Bluetooth IDs, WiFi IDs, military codes

in GPS, audio signals, and atmospheric gases. [82, 157, 181] address the problem of

proximity testing within social networks. However, in [82, 181], the service provider

is aware of the fact that two users are performing a proximity test, thus resulting in

considerable privacy leakage. [157] requires an external independent secure chan-

nel to exchange some information among the users and, therefore, it does not offer a

solution fully lying within the social network. We focus on proximity-based services

aiming to detect the proximity between users or between a user and a target. We

have devised a tag-grid-based solution that supports the modulation of the range of

action of proximity testing [40]. Therefore, we proposed a new hierarchical spatial

index, called shifted quad tree allowing the user to choose the distance within which

proximity testing is performed. We had proposed a simpler solution in [39], but it

did not support the modulation of the range of action of proximity testing.

(ii) The second point of view considered is that of data integrity. Highly dynamic

map data play nowadays a crucial role in different application contexts. Their huge

volume often enforces the data owner to outsource them to a third party, becoming

this way the client of analytical queries computed by the cloud. In this case, the

proximity service provider outsources the map data to a third party (typically the

cloud), which however may not be honest. The proximity service provider needs

guarantees on the completeness and correctness of the portion of map data returned.

Query integrity is guaranteed if three properties are fulfilled: Completeness (all the

tuples involved in the queries have to be returned), Correctness (the tuples returned

have not to be corrupted), and Freshness (the most up-to-date version of tuples has

to be returned).

Since the services of interest may concern a specific area, typically the requests

that the provider makes to the cloud are range queries. We proposed in [42] a

lightweight message-authentication-code-based approach to guarantee query in-

tegrity over map data outsourced to a cloud. The proposed technique outperforms

tree-like state-of-the-art solutions and shows the nice feature of providing guaran-

tees for freshness without requiring timestamps, synchronization, and revocation

mechanisms.
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Therefore, this chapter consists of two parts: (i) The first one which focuses on

managing the mapping of the hierarchical territory, using the structure called shifted

quad tree to detect the proximity to different ranges. This structure will then be

adopted in the following chapters, with the necessary modifications for the cases

dealt with. (ii) The second part focuses on the integrity problem of highly dynamic

outsourced map data.

3.2 Proximity Testing: Grid Organization

The proposed approach is grid-based. Usually, grid-based techniques consist of the

partition of the territory into cells of a certain shape (squares, hexagons, circles, etc.),

possibly overlapping each other. Since we want to enable the modulation of the size

of the searching area in which users want to perform their proximity test, we need

a more sophisticated structure than that usually used in these approaches. The cells

induced by the grid will represent the area in which people are looking for near users

or services. Many existing proximity services such as Tinder, allow the user to choose

the size of the searching area between some meters to some kilometers (with a given

granularity). If we only used a fixed grid, whatever its shape and organization, we

could not get flexibility in the size of the searching area. To achieve this flexibility, we

design a hierarchical spatial index based on the concept of quad tree [44], in which

also overlapping is enabled. We call this structure shifted quad tree (SQT). A quad

tree is a tree in which each internal node has exactly four children. It can be used to

partition a 2-dimensional area into regions of different sizes. Specifically, the entire

area is associated with the root of the tree and it is partitioned into four regions, each

associated with a child of the root. Recursively, each region is partitioned into four

regions and so on. The last obtained regions are associated with the leaves of the

tree. Figure 5.1 describes the overlapping mechanism of the square cells, obtained

by taking two square grids (suppose, one black and the other red) initially coinci-

dent and by shifting the red one across the left-bottom diagonal for half diagonal of

the square. This way, each user belongs exactly to two squares (one black square and

one red square), and two users at a distance less than half of the length of the side

of the square have at least one cell in common. This mechanism is implemented at

each level of the SQT. To better understand the overlapping mechanism, we always

consider the figure 3.1, in which Alice belongs to the black cell (4,3) and the red cell

(3,3), Bob belongs to the black cell (3,2) and the red cell (3,3). They both belong to

the red cell (3,3), since they are at distance less than half of the length of the side

of the square. In the figure, the coordinates of the cells are replicated with different

colors since the red grid is thought as shifted from the position of the black grid. So,
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Fig. 3.1: Overlapping mechanism.

.

the red cell (x,y) is the shifted cell associated with the black cell (x,y). At each level

of a quad tree, we want to keep the same mechanism hierarchically thus obtaining

an SQT, which basically is a standard quad tree that includes a shifted node for each

quad-tree node. The shifted node s of a quad-tree node n indexes, in the territory, a

square that is the shifted cell of the square indexed by n. This mechanism is resumed

in Figure 3.3, in which we consider a restricted interest area (thus cutting some cells)

and a three-level SQT. About coordinates, we need to add two dimensions, one rep-

resenting the level in the tree and the other needed to make explicit the fact that the

coordinates are referring to a quad tree node or to a shifted node. We assume that the

numbering of the coordinates starts from 1 for a square of type quad tree entirely

included in the interested area.

The coordinates have the following form: ⟨k, i, j, t⟩, where k indicates the level

(0,1,2, ...), i, j the position, and t the type between (q)uad and (s)hifted. For ex-

ample, the cells ⟨0,1,3, q⟩, ⟨0,1,4, q⟩, ⟨0,2,3, q⟩, and ⟨0,2,4, q⟩ (representing four 0-

level quad-tree nodes) are aggregated into one 1-level quad-tree node, with coordi-

nates ⟨1,1,2, q⟩. This node indexes the blue square with the same coordinates. The

shifted 1-level node associated with this node has coordinates ⟨1,1,2, s⟩ and indexes

the green cell with the same coordinates. Moreover, the cells ⟨1,1,2, q⟩, ⟨1,1,3, q⟩,

⟨1,2,2, q⟩, and ⟨1,2,3, q⟩ (representing four 1-level quad-tree nodes) are aggregated

into the 2-level quad-tree node coloured in pink. The shifted 2-level node associated

with this node is colored in orange.

If we suppose to set a given level, for example k, then we will have that a cell

of level k is identified by its center, called centroid. Each user is able to identify the
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Fig. 3.2: An example of centroids.

Fig. 3.3: An example of SQT.

centroids of the two cells of level k in which they are located through the use of a

localization system. Each centroid can be identified by the coordinates of the cell

and, even though a given point in the space could be the centroid of different cells

(belonging to different levels), the presence of the coordinates of the level allows

us to uniquely identify the centroid. For each level k, a user, being located in two

overlapping cells, one of type q and the other of type s, detects two centroids as-

sociated with the level k. This operating principle is shown in Figure 3.2, in which

the user represented with a black dot, detects, level by level, the centroids ⟨0,4,3, q⟩,

and ⟨0,3,4, s⟩, for level 0, the centroids ⟨1,2,2, q⟩, and ⟨1,2,2, s⟩, for level 1, and the

centroids ⟨2,1,1, q⟩, and ⟨2,1,1, s⟩ for level 2. The centroids are represented in the

figure with yellow dots. Sometimes, a single dot represents multiple coincident cen-

troids (in the territory). Specifically, the centroid ⟨0,3,4, s⟩ coincides with the cen-

troid ⟨1,2,2, q⟩ and the centroid ⟨1,2,2, s⟩ coincides with the centroid ⟨2,1,1, s⟩.
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Usually, the proximity services are requested by the users within a maximum ra-

dius r with respect to their position. This means that if a service can be provided only

with a distance greater than r, it can be excluded. For this reason, the user needs to

identify just the cells for each level until a maximum level l (possibly l can coincide

with the depth of the SQT). Therefore, we suppose to consider a user X requiring

a service inside a maximum radius corresponding to the level l. We denote by C l
X

the set of centroids detected by X at each level less or equal to l. For example, still

referring to Figure 3.3, if the black dot represents the user X, then C2
X is exactly the

set of centroids listed above, i.e., ⟨0,4,3, q⟩, ⟨0,3,4, s⟩, ⟨1,2,2, q⟩, ⟨1,2,2, s⟩, ⟨2,1,1, q⟩,

and ⟨2,1,1, s⟩. This information is the basis of the proximity testing implementation,

because, in principle, the provider can detect two users in proximity within a certain

distance d (among the granularity set induced by the SQT), if they detect the same

centroid of a level corresponding to squares of side not greater than 2d. In Chapter 4,

we will see how to exploit this basic principle to obtain a privacy-preserving result,

specifically in the service KN-service, relating to the proximity of users who know

each other.

Our approach is grid-based and so far we described how our grid is hierarchically

organized. However, it is also tag-based. We define next how the tag-based mecha-

nism is implemented. In principle, as a tag, one of the technologies identified in the

literature [120], such as Bluetooth IDs, Wifi IDs, military codes in GPS, audio sig-

nals, LTE, and atmospheric gases could be used to obtain an unpredictable value,

associated with a point in space and time. The purpose of this value is to allow the

users to obscure the centroids when sending them to the provider, by preventing

that the provider can reverse the information and then discover the actual positions.

This value is called salt. A concrete way to implement salts is to rely on the collab-

oration of a telephone service provider (TSP), which transmits the salts through the

cellular network. We can use the cellular cells to identify a region of the space in

which, for a given time interval, a random salt, with a suitable rounding protocol,

is periodically broadcasted to all the devices belonging to this cell. We can organize

the tag-mechanism in a hierarchical fashion (in which the level 0 is represented by

the TSP cells), needed to properly combine it with the hierarchical grid, despite the

fact that the maximum space granularity we can obtain is the size of the TSP cells.

To implement a virtual TSP-cell of level k over the level k − 1 (for a given k ≥ 1), it

suffices to virtually aggregate a suitable number of virtual TSP cells of level k − 1

(observe that virtual TSP cells of level 0 are actually physical TSP cells). Virtual/-

physical TSP cells are called tag-cells. A necessary aspect to understand is how the

aggregation of the tag cells is performed to obtain tag cells higher in the hierarchy

but first it is worth dealing with the problem of possible misalignment, at a given
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Fig. 3.4: TSP overlapping mechanism.

level of the hierarchy, between the grid and the tag-cell structure. It can happen that

a cell of the grid is cut by a tag-cell and, in this case, two users belonging to the same

cell might receive two different salts, and then they are not detected in proximity.

To avoid this, we enable an overlapping mechanism, which, at level 0 just relies on

the physical overlapping between TSP cells adopted to manage the handover, and,

at higher levels, it is suitably implemented.

First, we consider the grids of level 0. At level 0, the only requirement is that

our cells are of size smaller than the overlapping area of TSP cells. This is realistic

because this overlapping can be of some meters. This ensures that two users sharing

the same cell (of level 0) receive at least one salt in common.

If we observe Figure 3.4, we can note that the green circles represent the tag-cells

of level 0 and all the users in the grey cell receive the same salt, while the users in

the yellow cell may receive different salts (according to their positions), of which at

least one is in common. This overlappingmechanism has to be achieved at the higher

levels, thus we get that some tag-cells of level 0 are aggregated into a tag-cell of level

1. Inside this tag-cell, a new salt (of level 1) should be transmitted. Specifically, the

TSP broadcasts in a tag-cell of level 0 both a salt of level 0 and a salt of level 1. The

same salt of level 1 is broadcasted in the adjacent tag-cells of level 0 to form the

virtual tag-cell of level 1. If we continue to always observe Figure 3.4, we can see

that if the three green tag-cells (of level 0) are aggregated into a tag-cell of level 1,

the three antennas transmit the same salt of level 1 (and a different salt of level 0 per
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tag-cell of level 0). By iteratively applying this approach, the tag-cells of level i are

aggregated into tag-cells of level i +1.

We assume that each salt is sent along with a label indicating its level so that the

users can distinguish them. Given a user X, we denote by Rl
X the set of salts of level

less or equal to l detected by X at a given instant. We observe that, at a given instant,

given two users X and Y and a level l, if X and Y are at a distance less than half of the

length of the side of the cells of level l, then C l
X∩C

l
Y , ∅ and Rl

X∩R
l
Y , ∅ i.e., the users

share at least one salt and one centroid of level less or equal to l. This observation

is the basis of how proximity is detected. The mechanism just described represents

the basis on which the research activity conducted was carried out. Specifically, in

Chapter 4, this aspect will be dealt with in detail and three different proximity-based

services KN-service, UN-service, TN-service will be described.

3.3 Data Integrity of Map Data

Query integrity for outsourced spatial databases is a well-known problem deeply

analyzed in the literature. The typical scenario in which the problem is formulated

is the provision of LBS (location-based services) by a service provider relying on data

that are outsourced by a third party, called data owner. To obtain the service, the

clients submit their queries to the service provider. The problem is to provide the

clients with an appropriate level of assurance that the result given by the service

provider as a response to a submitted query is correct (with no tampered values),

complete (with no omission) and fresh (the most updated data) [147]. A similar sce-

nario with identical needs occurs when the data owner is also the party that exploits

data (possibly also allowing external clients). Therefore, it collects and updates data

through sensors spread over the territory and outsources them to a third party, typ-

ically a cloud. Outsourcing database management to a computationally powerful

party makes more feasible intensive and complex operations on data and solves the

problem of storing and managing high data volumes. We are referring to the case of

huge fine-grained map data, collected by a given entity (possibly a government en-

tity) that relies on a cloud provider to store data and process queries needed to reach

the aimed mission. In this case, the data owner itself plays the role of client and

needs adequate guarantees that the queries performed by the cloud return correct,

complete, and fresh results.

There are a lot of emerging application domains leading to this scenario, such

as homeland security, vehicular networks (also by referring to security incident re-

sponse in the context of autonomous driving), weather maps, and so on. Often, these
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real-life domains, unlike the case of points of interest (POIs) in LBS, result in dense

maps, with highly dynamic data for which freshness is a critical property to fulfill.

The general (proof-based) approach to facing this problem is to add extra au-

thentication information allowing the cloud to return the answer to a query together

with a verification object (VO) giving the proof of query integrity.

According to [77, 76, 191], the most significant services in this context may

be proximity services, tracking services, and services to locate (nearby) friends or

nearby people with similar interests. In this case, the proximity service provider

outsources the map data to a third party (typically the cloud), which however may

not be honest. The proximity service provider needs guarantees on the completeness

and correctness of the portion of map data returned. The question motivating this

chapter is to understand if the state-of-the-art techniques used in the context of LBS

with outsourced databases can be applied also in our different scenario, or we need

to investigate new solutions. The answer is not trivial. Indeed, we have the simpli-

fication that we do not need public verifiability of query integrity because the party

receiving the response to the query is only the data owner itself. Against, we have a

number of challenging issues that complicate the problem: (1) huge and dense map

data; (2) very frequent insert and delete operations; (3) need of an effective verifica-

tion of freshness; (4) need to perform operations changing extra authentication in-

formation (for updates) directly at the source, and then through possibly constrained

devices (eg., sensors). Concerning the latter, we highlight that to avoid bottlenecks

at the data owner back-end, the devices distributed over the territory should per-

form the updates also by computing updated extra authentication information and

by sending them to the cloud. Therefore, the efficiency of updates becomes crucial.

Deterministic approaches existing in the literature basically are of two types

(possibly combined): tree-like based or signature-chain based. Tree-like approaches

rely on the extension of the notion of Merkle-Hash-Tree [113] to the 2-dimensional

case. [180] is probably the most representative proposal, among those that define

Merkle-Hash-Tree-based authenticated data structures (ADS) to deal with the case

of query integrity for spatial data.

It is well-known that tree-like methods are inherently static, thus not suitable

for dynamic contexts [185]. Methods based on signatures, [132, 79, 187, 53] (or

other cryptographic mechanisms like accumulation values [133, 186]), suffer from

the problem that the construction of the signature-based proofs is more expensive

than the tree-based approaches [185].

The idea behind this section was proposed in [42]. The goal is to take advantage

from the simplification concerning the non-necessity of public verifiability to adopt

a message-authentication-code-based flat method to fulfill the requirements above.
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The method allows O(1) insertion and deletion instead of O(log n) of tree-like ap-

proaches (where nmeasures the amount of stored data) and does not incorporate the

cryptographic complexity of alternate approaches existing in the literature. More-

over, freshness is provided without having to resort to revocation mechanisms and

to make assumptions on synchronizations, as happens in the case of public verifia-

bility.

3.3.1 Related Work

Data outsourcing means that data is no longer under the direct control of users

and this entails new risks and introduces new challenges for security and privacy.

To face the problem of query integrity, a number of probabilistic approaches exist

[185]. However, our technique is deterministic. Therefore, in this section, we focus

only on deterministic methods. The main approaches are based on trees and signa-

ture chains. The tree-based approach uses the Merkle hash tree or its variants. The

signature-based approach uses the signature aggregation technique and can lead

to low communication complexity, but may require special treatment for handling

more powerful queries and often leads to large storage and computation complexi-

ties [187].

In [173], and subsequently in [174], Wang et al. propose to combine BLS-based

homomorphic linear authenticator withMerkle Hash Tree to support both public au-

ditability and full data dynamics. In [102], Liu et al. present a multi-replica dynamic

public auditing scheme (MuR-DPA) which is based on a new multi-replica Merkle

hash tree (MR-MHT). With the growing popularity of location-based services and

the use of GPS-enabled smartphones and devices, the need to outsource spatial data

has grown rapidly in recent years. In [180], the authors propose the MR-tree, an au-

thenticated index based on the Merkle Hash tree and the R*-tree. Yang et al. develop

the MR*-tree, an alternative to the MR-tree, which significantly reduces the commu-

nication overhead between the LBS and the client; in addition, both the MR-tree and

the MR*-tree are fully outsourced. In [106], an authentication data structure based

on Merkle hash trees is adopted as an efficient authentication mechanism for check-

ing the integrity of outsourced spatial databases. A new scheme is suggested based

on the concepts of Merkle Hash Tree and quad-tree for verifying the authenticity of

outsourced spatial databases.

Cheng et al. [53] combined signature chain with a data partitioning structure,

considering two schemes, i.e. Verifiable KD-tree (VKDtree) that is based on space

partitioning, and Verifiable R-tree (VRtree) that is based on data partitioning. The

mechanismmust verify that all partitions relevant to the query are returned and that

all qualifying data points within each relevant partition are returned. The signature
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chain technique is used to concatenate points and partitions so that any malicious

omissions can be detected by the user. Zheng et al. [187] combine the Homomorphic

Linear Authentication (HLA) aggregation signature with MB-tree, by associating the

MB-tree entries with the HLA aggregation signatures.

Hu et al. [79] consider the Outsourced Spatial Database (OSDB) model and pro-

pose an efficient scheme, called VN-Auth, that allows a client to verify the correct-

ness and completeness of the result set. The approach can handle both k-nearest

neighbour (kNN) and range queries, and is based on neighbourhood information de-

rived by the Voronoi diagram of the underlying spatial dataset. VN-Auth produces

significantly smaller verification objects (VO) and the client can verify its integrity

by examining the signatures and exploring the neighbourhood of every object in the

result set. However, insert and delete are not supported and, very dense data would

lead to a proliferation of Voronoi regions.

3.3.2 The Basic Data Structure

We start by giving some preliminary definitions. We denote by H(x), the applica-

tion of a secure cryptography hash function (e.g., SHA256) on a message x and by

HMAC(k,M), the application of the HMAC function [95] (with any underlying se-

cure cryptographic hash function) with secret key k on a messageM . For bothH and

HMAC, the output is generically called digest.

Given an interval [a,b] ∈ R, amarker partition of [a,b] is a sequenceZ = ⟨0Z , [z0, z1],

1Z , (z1, z2],2Z , . . . , (n-1)Z , (zn−1, zn],nZ⟩ where zi ∈ [a,b], iZ < [a,b], for 0 ≤ i ≤ n, z0 = a,

zn = b and zi < zj for 0 ≤ i < j ≤ n. The elements iZ separating the sub-intervals of the

sequence are fresh values, i.e., they are outside of the domain [a,b]. These elements

are called l(inear)-markers (of Z).

Given an element α, we say that α ∈ Z if α is a l-marker or α ∈ [a,b]. In words, the

elements of Z are the l-markers and the elements belonging to the intervals in which

[a,b] is partitioned. Now, we define a total order among the elements in Z , such that

an element α ∈ Z is less than β ∈ Z if α precedes β in the sequence.

Formally: Given α,β ∈ Z such that α , β, we say that α <Z β if either:

(1) α = 0Z , or

(2) α,β ∈ [a,b] and α < β, or

(3) α = iZ and β = jZ are l-markers and i < j , or

(4) α ∈ [a,b], β = iZ (with i , 0) is a l-marker and α ≤ zi , or

(5) α = iZ is a l-marker, β ∈ [a,b] and β > zi .

Example 3.1. With this example, we clarify the notions of marker partition, member-

ship, and total order. Consider the interval [a,b] = [0,100] and the marker partition



30 3 Map Data: Mapping the Territory

Z = ⟨0Z , [z0, z1],1Z , (z1, z2],2Z ,

(z2, z3],3Z , (z3, z4],4Z⟩ where z1 = 25, z2 = 50, z3 = 75. By definition, z0 = 0, z4 = 100.

Observe that 3Z ∈ Z because 3Z is an l-marker. Similarly, 37 ∈ Z because 37 is a value

occurring in the interval [a,b] (specifically, 37 ∈ (z1, z2]). Concerning the total order,

it holds that: (1) 0Z is the minimum, (2) 37 <Z 78 as 37 < 78, (3) 1Z <Z 3Z as 1 < 3,

(4) 67 <Z 3Z as 67 < z3 = 75, and (5) 2Z < 98 as 98 > z2 = 50.

Given an interval [a,b] ∈ R, an [a,b]-map database (of arity n) is a total function

M : [a,b] × [a,b]→ A1 × · · · ×An ∪ {0T }, where Ais are called data attributes and 0T is

the the zero tuple, i.e., a dummy tuple which represents the fact that no attribute is

associated with a pair (x,y) such that M(x,y) = 0T .

An XY -markered version ÅM of an [a,b]-map database M , is obtained by replacing

the domain [a,b] × [a,b] by X × Y , where X and Y are marker partitions of [a,b], in

such a way that ÅM(x,y) =M(x,y) if x,y ∈ [a,b], ÅM(x,y) = 0T otherwise. We recall that

a marker partition, as defined earlier, is a partition of [a,b] into intervals interleaved

by l-markers. ÅM is such that the map database is preserved over the pairs belonging

to [a,b] × [a,b] and assigns the dummy tuple 0T to any other pair with at least an

l-marker as a component.

We define a total order on X × Y such that (xi , yi ) <XY (xj , yj ) if yi <Y yj ∨ (yi =

yj ∧ xi <X xj ).

Observe that <X and <Y are the total orders defined on the marker partitions X

and Y , respectively.

We denote by MX (MY , respectively) the (ordered) set of all the l-markers of

X ( of Y, respectively). The bucket schema of ÅM is the set MX ×MY . An element of

m ∈MX ×MY is called marker.

Given a marker m = (iX , jY ) with i < |MX | − 1 and j < |MY | − 1, we define (iX , jY )-

bucket the set B = {(x,y) ∈ [a,b]× [a,b] : iX <X x <X (i +1)X , jY <Y y <Y (j +1)Y }.

Example 3.2. In Fig. 3.5, the domain X ×Y of a XY -markered version ÅM of an [a,b]−

map database, is depicted. The X and Y markers partitions of [a,b] are obtained by

dividing [a,b] in 4 sub-intervals of equal size. The red elements are the markers. The

blue elements represent pairs (x,y) such that ÅM(x,y) , 0T , i.e., they are elements

with some associated information. For all other elements (x,y) not represented in

the figure, we assume ÅM(x,y) = 0T . Finally, the green square represents the (1X ,1Y )-

bucket.

Given an (iX , jY )-bucket B, and t ≥ 0, we define a t-ghost chain on B, the (possibly

empty) sequence GB = ⟨g1, g2, . . . , gt⟩ such that:

(1) For each 1 ≤ q < t, gq = (dq, eq), where dq is a digest and eq =HMAC(k,dq ||dq+1),

(2) gt = (dt , et), where dt is a digest and et =HMAC(k,dt ||H(((i +1)X , (j +1)Y )||0T )).
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Fig. 3.5: Domain of a XY -markered version ÅM of an [a,b]-map database.

An element g ∈ GB is called ghost tuple (g-tuple).

Given an XY -markered version ÅM of an [a,b]-map databaseM , an (iX , jY )-bucket

B, and a t-ghost chain GB, we define the k-integrity chain on B, as the sequence

V = (v1, v2, .., vk) of 3-tuples vq = (aq, bq, cq), such that:

(1) a1 = (iX , jY ), ak = ((i +1)X , (j +1)Y ),

(2) for 1 < q < k, aq ∈ B and ÅM(aq) , 0T ,

(3) for 1 ≤ q ≤ k, bq = ÅM(aq),

(4) for 1 ≤ q < k, if 1 ≤ q < k−1∨(q = k−1∧G = ∅), then cq =HMAC(k,H(aq ||bq)||H(aq+1||

bq+1)), else, ck−1 =HMAC(k,H(ak−1||bk−1)||d1),

(5) ck is any digest (we do not care the value),

(6) V = (v1, v2, .., vk) is ordered on aq according to the relation <XY .

The elements v1, vk ∈ V are called marker-tuples (m-tuples) and the elements vq ∈

V with 1 < q < k are called secured-tuples (s-tuples).

A set R = [a′ , b′]× [c′ ,d ′] ⊆ [a,b]× [a,b] is called range set. Given a range set R and

a k-integrity chain V on a bucket B, a s-tuple vq = (aq, bq, cq) ∈ V is called in-tuple

(for R) if aq ∈ R, otherwise vq is called out-tuple (for R). A bucket B composed only of

in-tuples for R (out-tuples for R) is called internal bucket for R (external bucket for

R, resp.). Any other bucket is called borderline bucket for R.

Given a range set R and an k-integrity chain V on a bucket B, we define the R-

modified version ÅV of V as the sequence ÅV = ( Åv1 . . . , Åvk) of 3-tuples Åvq = ( Åaq, Åbq, Åcq),

such that:

(1) Åv1 = v1 and Åvk = vk ,

(2) for 1 < q ≤ k − 1, if vq = (aq, bq, cq) is an out-tuple, Åvq = (aq,H(aq ||bq), cq) (thus

obtaining a succinct version of the out-tuple), Åvq = vq otherwise.

Observe that, as discussed in Section 3.3.4, the succinct version of an out-tuple

consists of a few bits that do not significantly make worse the size of the VO.
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A secured version Ms of an [a,b]-map database M consists of:

(1) An XY -markered version ÅM of M ,

(2) For each bucket B, an integrity chain V on B (with ghost chain GB),

(3) For each integrity chain V on B, a state SB which counts the number of insert and

delete operations affecting B.

On a secured version Ms of an [a,b]−map database, the following operations are

allowed:

INSERT: Given a bucket B, this operation receives, as input, an element a ∈ B such

that ÅM(a) = 0T and an element b ∈ A1 × . . . ×An. It updates the function ÅM in such

a way that ÅM(a) = b. Then, it creates a new 3-tuple v and inserts it in the integrity

chain V on B. Finally, it increments by one the state SB.

DELETE: This operation receives, as input, an element a ∈ B. It updates the function

ÅM in such a way that ÅM(a) = 0T . Then, it removes the 3-tuple v (if any), with a as

left-most component, from the integrity chain V on B and adds a new g-tuple g to

the end of the sequence GB. Finally, it increments by one the state SB.

RANGE_QUERY: This operation receives, as input, a range query Q(R) where R is a

range set. It outputs all the elements in R along with additional information (VO) to

verify the integrity of the result.

VERIFY: This operation receives, as input, the output of the RANGE_QUERY oper-

ation and outputs true if the query integrity is checked (in the sense defined in the

next section), false otherwise.

3.3.3 Query Integrity Protocol

In this section, we describe how, on the basis of the data structure introduced in

the previous section, it is possible to define a protocol to guarantee query integrity

on map data. Query integrity is guaranteed if three properties are fulfilled: Com-

pleteness (all the tuples involved in the queries have to be returned), Correctness (the

tuples returned have not to be corrupted), and Freshness (themost up-to-date version

of tuples has to be returned). The actors of our protocol are:

Data Owner. It is the party that owns map data and outsources these to the cloud.

It consists of two entities: the back-end and the sensors. The back-end submits the

range queries to the cloud and verifies their integrity. The sensors insert data (with

high frequency) and must secure data at the source, to avoid possible compromis-

ing. We assume that sensors are constrained devices, so that our data structures are

designed in such a way that insert and delete operations are very efficient. The back-

end keeps and updates, for each bucket, the state information (i.e., an integer value).

Finally, the key k is shared between the sensors and the back-end.



3.3 Data Integrity of Map Data 33

Cloud. It stores data and processes range queries. The cloud keeps, for each bucket,

the associated integrity chain.

The bucket schema MX ×MY is public and, thus not tamperable. We recall that

the elements of an integrity chain V are 3-tuples of the form vq = (aq, bq, cq) ∈ V ,

the elements of a ghost chain GB are pairs of the form gq = (dq, eq) ∈ GB and the

elements of a modified version ÅV of an integrity chain V are 3-tuples of the form

Åvq = ( Åaq, Åbq, Åbq) ∈ ÅV .

As introduced in the previous section, the query integrity protocol consists of

four operations: INSERT, DELETE, RANGE_QUERY, VERIFY. Since INSERT and

DELETE update the state of a bucket, we define an auxiliary operation called

STATE_UPDATE which involves the back-end to update the state. The way in which

this operation is implemented guarantees the integrity of the state update.

INSERT.

This operation affects both the map database and an integrity chain. Indeed, the

integrity chain would include a new element corresponding to the new inserted tu-

ple. The sensor starts by sending to the cloud the coordinates in which the insertion

should be done together with the information being inserted. Let B be the involved

bucket. The cloud responds by sending to the sensor the portion of the integrity

chain (two elements ± see below) necessary to perform the insertion of the new ele-

ment. Indeed, the cloud cannot directly perform this operation because it does not

own the secret key k needed to compute HMACs. The sensor contacts the back-end

to update the state information associated with the bucket. The cloud receives and

includes the updated portion of the integrity chain.

In detail, let a ∈ B be the insertion point and b ∈ A1 × . . . ×An be the tuple being

inserted. Given the k-integrity chain V on B, the g-chain GB, and the state SB, this

operation performs the steps described in the following:

(1) The sensor sends to the cloud a,b;

(2) the cloud finds the elements vq, vq+1 ∈ V such that aq <XY a <XY aq+1;

(3) if q = k − 1 and GB , ∅, the cloud computes h1 = H(d1) and h2 = H(aq ||bq), else it

computes h1 =H(aq+1||bq+1) and h2 =H(aq ||bq);

(4) the cloud sends h1,h2 to the sensor;

(5) the sensor computes h3 =H(a||b), h4 = HMAC(k,h3||h1), h5 =HMAC(k,h2||h3);

(6) the sensor sends h4,h5 to the cloud and invokes STATE_UPDATE;

(7) the cloud creates the elements v = (a,b,h4) and inserts v between vq and vq+1;

(8) finally, the cloud sets cq = h5.

Formally, the insert operation changes the value of the function ÅM in a from 0T

to b. Observe that the links of the chain so obtained consist of HMACs computed by
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the sensor. The aim of this solution is to make them computable only by the data

owner in such a way that no fake insertion can be simulated by the cloud.

DELETE.

This is an operation dual w.r.t. insertion. Therefore, the integrity chain must be

also updated by dropping the element corresponding to the deleted tuple. However,

in this case, it is also needed to include a new g-tuple in the g-chain. This allows

the data owner to detect missing deletions (as better explained in Section 3.3.6). Let

a ∈ B be the point in which the deletion must be done. Given the k-integrity chain V

on B, the t-ghost chain GB and the state SB, this operation performs the steps in the

following:

(1) The sensor sends a to the cloud;

(2) the cloud finds the elements vq−1, vq, vq+1 ∈ V such that aq = a;

(3) the cloud computes h1 =H(aq−1||bq−1);

(3) if q = k − 1 and GB , ∅, the cloud sets h2 = d1, else it computes h2 =H(aq+1||bq+1);

(4) if GB , ∅, the cloud sets h3 = dt , else if q = k − 1, it computes h3 = H(ak−2||bk−2),

else it computes h3 =H(ak−1||bk−1);

(5) the cloud computes h4 =H(ak ||bk);

(6) the cloud sends h1,h2,h3,h4, cq−1, cq, bq to the sensor;

(7) the sensor computes h5 =H(a||bq) and checks that cq−1 =

HMAC(k,h1||h5) and that cq =HMAC(k,h5||h2);

(8) the sensor computes h6 =HMAC(k,h1||h2), h7 =HMAC(k,h5), h8 =HMAC(k,h3||h7),

and h9 =HMAC(k,h7||h4);

(9) the sensor sends (h6,h7,h8,h9) to the cloud and invokes STATE _UPDATE;

(10) the cloud sets cq−1 = h6;

(11) if GB , ∅, the cloud sets et = h8, else if q = k − 1, it sets ck−2 = h8, else it sets

ck−1 = h8

(12) the cloud creates the g-tuple g = (h7,h9) and inserts it at the tail of GB.

Formally, the delete operation sets the value of the function ÅM to 0T . The check

at the step (8) ensures that the cloud returns to the sensor the correct digests. In fact,

without this check, the cloud could re-use an old HMAC to link vq−1 and vq+1 and

obtain a new HMAC for an arbitrary element. Note that this check is not necessary

for the INSERT operation because the HMAC computations performed by the sen-

sor involve the new tuple to be inserted, thus the cloud could not obtain arbitrary

HMACs.

RANGE_QUERY.

Let be Q(R) the range query with Range Set R:

(1) The back-end sends Q(R) to the cloud;
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(2) the cloud builds the set V containing all the pairs (V ,GB), where B is an internal

bucket for R and V is the integrity chain on B with ghost chain GB;

(3) the cloud builds the set ÅV containing all the pairs ( ÅV ,GB), where B is a borderline

bucket for R and ÅV is the modified version of the integrity chain V on B with ghost

chain GB.

(4) the cloud sends V, ÅV to the back-end.

VERIFY.

First to define the VERIFY function, we introduce a modified hash function ÅH

defined as: ÅH(x||y) = y if y is a digest, ÅH(x||y) =H(x||y) otherwise.

This operation is performed entirely by the back-end which, after submitting the

range query Q(R), receives the sets V, ÅV.

The steps are the following:

1. For each (V ,GB) ∈V, where V is the k-integrity chain on the bucket Bwith t-ghost

chain GB and state SB:

a) Check cq =HMAC(k,H(aq ||bq)||H(aq+1||bq+1))(1 ≤ q < k − 1)

b) If GB , ∅,

i. Build the set D = {HMAC(k,H(aq ||bq))} (2 ≤ q ≤ k − 1)

ii. Check that ck−1 =HMAC(k,H(ak−1||bk−1)||d1)

iii. For 1 ≤ q ≤ t − 1, check that eq =HMAC(k,dq ||dq+1)

iv. For 1 ≤ q ≤ t − 1, check that dq <D)

v. Check that et =HMAC(k,dt ||H(ak ||bk)))

c) If GB = ∅, check ck−1 =HMAC(k,H(ak−1|| bk−1)||H(ak ||bk))

d) Check that SB = k − 2+2t

2. For each ( ÅV ,GB) ∈ ÅV, where ÅV is the R-modified version of the k-integrity chain

V on B with t-ghost chain GB and state SB:

a) Check Åcq =HMAC(k, ÅH( Åaq ||Åbq)|| ÅH( Åaq+1||Åbq+1)) (1 ≤ q < k − 1)

b) If GB , ∅,

i. Build the set D = {HMAC(k, ÅH( Åaq ||Åbq))} (2 ≤ q ≤ k − 1)

ii. Check that Åck−1 =HMAC(k, ÅH( Åak−1||Åbk−1)||d1)

iii. For 1 ≤ q ≤ t − 1, checks that eq =HMAC(k,dq ||dq+1)

iv. For 1 ≤ q ≤ t − 1, check that dq <D)

v. Check that et =HMAC(k,dt || ÅH( Åak ||Åbk)))

c) If GB = ∅, check Åck−1 =HMAC(k, ÅH( Åak−1||Åbk−1)|| ÅH( Åak || Åbk))

d) Check that SB = k − 2+2t

If all the previous checks are verified, then this operation returns true, otherwise

returns false.
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Now, we briefly discuss how the checks performed in this operation ensure query

integrity. Anyway, the security analysis is treated in Section 3.3.6.

First, the checks (1.a), (1.b.ii), (1.b.iii), (1.b.v), (1.c) and (2.a), (2.b.ii), (2.b.iii),

(2.b.v), (2.c) verify that the elements in the integrity chains and in the ghost chains

are correctly linked through the HMACs, so that the cloud can not tamper their val-

ues. The checks (1.b.iv) and (2.b.iv) explain the role of the g-tuples. In fact, they

ensure the cloud does not omit a deletion or performs an unauthorized deletion in

place of a legal one. Finally, the checks (1.d), (2.d) use the notion of state, to guaran-

tee the freshness of the result. We recall that the state of each chain is increased by

one when an insertion or a deletion occurred. The term k−2 is the number of s-tuples

occurring in an integrity chain (one per insertion). t is the number of g-tuples occur-

ring in the corresponding g-chain (one per deletion). Moreover, for each g-tuple, a

previous s-tuple has been previously inserted in the chain, thus the term t is multi-

plied by 2. SB , k−2+2t means that the cloud omitted an operation between INSERT

and DELETE and tries to deceive the data owner by returning an old version of the

chain.

STATE_UPDATE.

We recall that this operation is invoked by the INSERT and DELETE operations.

Consider the (iX , jY )-bucket B in which a tuple has to be inserted or deleted. The

steps are the following:

(1) The sensor picks up a random R and computes h =HMAC(k,R||iX ||jY ) and sends

R, (iX , jY ),h to the back-end.

(2) The back-end computes h′=HMAC(k,R||iX ||jY ) and checks that h′ = h and that the

random R has never been used before for the bucket B.

(3) The back-end increases SB by one.

Example 3.3. In Fig. 3.6, we extend the example of the previous section by introduc-

ing the integrity chains. The red elements are the markers and the blue elements are

the s-tuples. For each bucket, the arrows which link two elements represent the fact

that these elements are consecutive in the integrity chain associated with the bucket.

The yellow elements are the g-tuples forming the g-chain associated with a bucket.

For graphical reasons, we represent the g-tuples inside the bucket, but actually, they

are not in the domain X × Y . In this example, the only buckets with non-empty g-

chain are (0X ,0Y ), (3X ,0Y ), (2X ,2Y )-buckets. This means that in all other buckets, no

deletion occurred. Now, we consider that the data owner submits a range query with

Range Set R represented by the black rectangle in the figure. The (2X ,2Y )-bucket

is an internal bucket for R, while the others 8 buckets, inside the green rectangle,

are borderline buckets for R. The cloud outputs two sets of integrity chains on the

buckets inside the green rectangle. The first set contains only an integrity chain on
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Fig. 3.6: Range query.

the internal (2X ,2Y )-bucket and the second set contains 8 R-modified versions of in-

tegrity chains (one for each borderline bucket). The grey elements are out-tuples for

R and are not required directly by the data owner, but they are necessary to verify the

integrity of the query. However, in a R-modified version of an integrity chain, when

an out-tuple occurs, it is replaced with a more lightweight version which includes

the digest of the associated information instead of the information itself.

3.3.4 Cost Analysis

In this section, we provide a cost analysis, in terms of time and space required by

our solution. Time-costs are expressed in terms of number of elementary hash func-

tion applications, which is the application of the function on a message with size

not greater than the size of blocks on which it is defined (according to the Merkle-

Damgard scheme). For example, SHA-256 works by diving the message into blocks

of size 512 bits.

We denote by l the number of bits of the elementary block of a given hash func-

tion and by p the number of bits of the digest. For instance, for SHA-256, l =512 bits

and p = 256 bits. We do not consider the cost of concatenation, assignment, padding,

and XOR, because they are negligible compared to the hash computations. To be gen-

eral, we analyze the cost asymptotically by considering as variable: (1) the number

n of tuples of the entire database, (2) the quantity x
l , representing the number of

elementary blocks (for the hash function) into which a tuple of size x is divided; (3)

the number q of tuples required by the query (when applicable).

TIME-COST ANALYSIS.

Now, we analyze the cost of the operations performed by the data owner, which

is usually considered in the field of query integrity the most critical issue.
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On the basis of the preliminary notations, it is easy to see that the computational

cost of the application of H on a message M of size x, is C(x) = x
l .

All operations need the computation of the HMAC function. The definition of

HMAC is: HMAC(K,M) =H((K ⊕ opad)||H((K ⊕ ipad)||M), where K is a secret key of

arbitrary size |K | assumed equal to l. It is possible to compute K ⊕opad and K ⊕ ipad

only once and these values can be stored and used when required. Moreover, we can

neglect also the cost of the XOR operation. ((K⊕ipad)||M) returns a block of size l+x.

Therefore, H((K ⊕ ipad)||M) costs l+x
l = 1+ x

l . The hash function H operates on (K ⊕

opad)||H((K ⊕ ipad)||M), which has size l + p. We can assume that p < l. The message

of size l+p is padded to the size 2l. Consequently, the overall cost is: 2l
l +1+

x
l = 3+ x

l .

Now, we can determine the computational costs of the operations INSERT, DELE-

TE, and VERIFY. We omit RANGE_QUERY because it does not involve hash compu-

tation for the data owner.

Obviously, we are interested in the data-owner-side computational cost. Observe

that, in our model, the data owner consists of two components, that are the sen-

sors and the back-end. We focus our analysis on sensor-side operations, because sen-

sors can be, in general, constrained devices. On the other hand, both INSERT and

DELETE invoke STATE_UPDATE which involves also the back-end. Besides the fact

that the back-end is not constrained, STATE_UPDATE requires for the data owner

just a single hash operation, so it is not relevant for our analysis. Instead, the VER-

IFY procedure is entirely performed by the back-end and requires several hash com-

putations. Therefore it is included in the computational analysis.

We denote by x the size of a||b, where a ∈ [a,b]× [a,b] and b ∈ A1 × · · · ×An ∪ {0T }

(assuming that such a size is the same for each a||b). Moreover, we denote by p the

size of the digests of H and assume to use a hash function for which 2p = l (e.g.,

SHA256).

INSERT: The hash computations performed by the sensor are h3,h4,h5 (Step (5))

and h in the step (1) of STATE_UPDATE. The computation of h3 =H(a||b) can be per-

formed with cost x
l . Instead, h4,h5 are computed by applying the HMAC function on

the concatenation between two digests (h3||h1 for h4 and h2||h3 for h5, respectively).

Thus, the input of the HMAC function has size l = p+p and the cost of each HMAC is

3+ l
l = 4. Regarding h, we assume that the size of R||iX ||iY is less than l, then because

the padding, the input of HMAC has size l and the cost is 4. The total cost is then:

CINS = x
l +2 · 4+4 = x

l +12. Therefore, CINS is O( xl ).

DELETE: The reasoning is similar to the case of INSERT. The hash computations

performed by the sensor are h5, cq−1, cq, h6,h7,h8,

h9 (Step (8-9)) and h in the STATE_UPDATE operation. The computation of h5 =

H(a||bq) can be performed with cost x
l . Regarding the digests cq−1, cq,h6, ,h8,h9, they
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are computed by applying the HMAC function on the concatenation between two

digests. Thus, the input of the HMAC function has size l = p + p and the cost of each

HMAC is 3 + l
l = 4. Finally, the digest h7 is obtained by applying, again, the HMAC

function with an input of size p bits, but it is padded to the size of l bits, so, again,

the cost of HMAC is 4. Clearly, the cost of the computation of h is, again, 4. The total

cost is then: CDEL =
x
l +6 · 4+4 = x

l +28. Therefore, CDEL is O( xl )

VERIFY: For this operation, the evaluation of the computational costs is a bit

more complicated than the previous. In fact, it depends on the number of (inter-

nal and borderline) buckets involved in the query and, for each of them, the cost

depends on the number of in-tuples, ex-tuples, and g-tuples. We denote by N (i),

N (o), N (g), N (m) the total number of in-tuples, out-tuples, g-tuples, and m-tuples,

respectively, involved in a range query. We highlight that N (i) are the actual tu-

ples that the data owner requires in the range query, therefore N (i) = q. The others

N (o)+N (g)+N (m) elements are additional information used to verify query integrity.

For the sake of brevity, we omit some details and provide directly the total cost

of this operation:

CVERIFY = (q +N (m)) · xl +4 · (q +N (m) +N (g) +N (o)) + 4 · (q +N (o)).

We assume that N (o) and N (g) are Θ(q), and that N (m) is O(q). Therefore,

CVERIFY is O
(

q · xl

)

. Observe that, as expected, none of the INSERT, DELETE and

VERIFY operation depends on the total number of tuples of the database n.

We remark that in the proposed scenario, the operation VERIFY is performed by

the back-end, by using back-office resources, thus not constrained. For this reason,

we do not consider this aspect critical in our analysis.

SPACE-COST ANALYSIS.

Another important metric to consider is the overhead, in terms of (exchanged

and stored) bits that our proposal requires. In particular, we consider:

(i) the cloud-side additional storage (as the data owner does not maintain any data

structure), and

(ii) the size of the verification object (VO).

We extend the notation of Section 3.3.4, specifically with reference to time anal-

ysis, by introducing Nt(m) and Nt(g) that denote the total number of markers and

g-tuples in the database, respectively.

First, consider item (i). The bucket schema is public and intentionally generable

so that it should not be materialized and stored by the cloud. However, for each

marker the cloud has to keep one digest. In addition, the cloud maintains one digest

per tuple. Finally, as overhead, the cloud keeps the set of g-tuples, each consisting of

two digests. In sum, we have the amount of bits equal to: p · (n+Nt(m)) + 2 · p ·Nt(g),

where, we recall, p is the number of bits of digests.
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We assume that Nt(m) and Nt(g) are O(n). Therefore, the cloud-side additional

storage is O(n).

Regarding (ii), the VO is represented by the in-tuples, the succinct version of in-

volved out-tuples (if any), the g-tuples (if any), and the m-tuples (that are, we recall,

the head and the tail markers of the chains associated with the returned buckets).

The VO Size is then (in bits): (x + p) · q + o ·N (o) + 2 · p ·N (g) + e ·N (m), where o

and e denote the size, in bits, of a succinct version of an out-tuple and of a m-tuple,

respectively.

Observe that both o and e are (constant) small values (of the order of 2-3 times

p). Moreover, we assume that N (o),N (g), and N (m) are O(q). Therefore, the VO size

is O(q · x)

3.3.5 Performance Comparison

In this section, we provide a first preliminary validation of our approach by com-

paring it with MHT-based techniques (MHT stands for Merkle Hash Tree). We start

by performing an analytical comparison. The computational cost of our solution

in terms of time and space has been discussed in 3.3.4. Regarding MHT-based ap-

proaches, there are different variants of Merkle Hash Trees.

Observe that we can easily determine lower-bound costs by considering that in-

sertion and deletion require in any case the computation of the root, so they include

a logarithmic contribution on the number of leaves of the tree (i.e., n). Moreover,

insertion requires also the computation of the hash of the new tuple (i.e., x
l ). Finally,

for the verification, for any tuple, at least the hash must be computed and the path

until the root must be recomputed (i.e., q · xl + log n).

By considering the results described in Section 3.3.4 (concerning our technique

relating to time analysis), we obtain the Table reported in Table 3.1. Note that the

performance of our solution does not depend on the total number of the elements

in the database, and this makes our approach very scalable. We observe that the

asymptotic improvement w.r.t. MHT-based approaches for INSERT and VERIFY is

at least the reduction from log n to a constant cost. Even though log n is not a cost

treating scalability, we can say that, for big data, the improvement can give real

benefits, also by observing that for MHT-based approaches we only consider lower-

bound costs valid for each technique of that type. For DELETE, the reasoning is the

same, provided that x
l is considered constant. Obviously, it does not depend on n.

However, an analysis on the size of tuples is not meaningless. This would lead to the

conclusion that for very large tuples (this is not the case of sensors, for example),

concerning only DELETE, the benefits of our technique are reduced.
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Operation Tree-based Our proposal

INSERT Ω( x
l
+ log n) O( x

l
)

DELETE Ω(log n) O( x
l
)

VERIFY Ω(q · x
l
+ log n) O(q · x

l
)

Table 3.1: Time-Cost comparison.

Type of analysis Tree-based Our proposal

Cloud-side Additional Storage Ω(n) O(n)

VO Size Ω(q · x + log n) O(q · x)

Table 3.2: Space-Cost comparison.

Now, we consider the space-cost analysis. Regarding the cloud-side additional

storage, for MHT-based approaches, at least a digest per tuple has to be maintained

by the cloud. Thus, the total required space is Ω(n).

Regarding the size of the VO, in MHT-based approaches, except for some few

extreme cases, the VO includes, along with the tuples required in the query, at least

a digest per node in the path from the leaves of the tree and the root. Then, the VO

size is Ω(q · x + log(n)). The result agrees with what is reported in [185].

By considering the results described in Section 3.3.4 (concerning our approach

relating to space analysis), we obtain the Table 3.2.

The above analysis highlights that our proposal has some benefits also in terms

of space.

3.3.6 Security Analysis

In this section, we conduct a security analysis of our protocol. The considered actors

are the cloud and the data owner, which owns the secret key k used to compute

the HMAC function. In our adversary model, the attacker is the cloud. The basic

assumptions we make are:

A1: the bucket schema MX ×MY is public and not alterable.

A2: the data owner maintains the state SB for each bucket B and it is not alterable by

the attacker.

A3: the secret key k of the data owner is not guessable.

A4: the hash function used are unbreakable (pre-image resistant, second pre-image

resistant, collision-resistant).

We define the following security compromises:
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Cfrs. The query result of a range query is compromised on freshness if it differs from

the actual query result and is obtained from an old (valid) integrity chain.

Ccrr. The query result of a range query is compromised on correctness if it differs from

the actual query result and at least one of the following cases holds: (1) There exists

in the query result an i-tuple obtained by the cloud by altering an original tuple, or

(2) A new i-tuple is forged by the cloud and included in the query result.

Ccmp. Given a tuple t internal to the range query in the original map database, the

query result of a range query is compromised on completeness if t does not occur in it.

The query result of a range query is integrity-proven if¬Cf rs∧¬Ccrr∧¬Ccmp holds.

We could show that if the VERIFY operation is satisfied, then the following three

invariants hold. Informally, the invariants are: I1 all the HMAC links are correct; I2

the states SBs are coherent w.r.t. the returned number of tuples; I3No returned tuple

(out-tuple or in-tuple) correspond to g-tuples. Note that the invariant I2 is based on

the fact that the state SB is the correct value and cannot be tampered by an attacker.

It easy to check that this is true since the state is maintained and updated by the data

owner. The update is done when the sensor invokes the STATE_UPDATE operation

in which it sends an authenticated information to the back-end which cannot be

generated by an attacker.

We show now that the logic conjunction of the three invariants introduced above

is sufficient to prove that the query result is integrity-proven, and thus the security of

our approach. In other words, this proves the effectiveness of the VERIFY operation

as a way for the data owner to have assurance about the integrity of the range-query

results returned by the cloud.

Theorem 3.4. The query result of a range query is integrity-proven if it the VERIFY

operation returns true.

Proof. The proof consists in showing, by contradiction, that if the query result is not

integrity-proven (i.e., at least one of Cf rs,Ccrr ,Ccmp holds) then the VERIFY opera-

tion returns false (i.e., at least one of the three invariants does not hold).

First, it is possible to show that if Cf rs holds, then I2 does not hold. Indeed,

by definition of Cf rs, the query result is obtained from an old integrity chain. This

means that at least one INSERT or DELETE operation is omitted by the cloud. How-

ever, the state SB is anyway incremented by one at each operation by the owner.

Therefore, it is not coherent with the number of tuples returned in the query result

(see steps 1.d and 2.d of the VERIFY procedure) and then the invariant I2 is violated.

Consider now Ccrr . If it holds, then at least one among I1, I2, I3 does not hold.

This can be proven by showing that if Ccrr holds, to maintain I1 valid, either I2 or

I3 does not hold. Indeed, in the case both Ccrr and I1 hold, as HMACs can not be
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forged from scratch, the only possibility is that they are obtained from the sensors

during the execution of the protocol. To do this, there are two possibilities: (1) the

HMACs are obtained from a legal execution of the protocol and (2) the HMACs are

obtained by deceiving the sensors during the INSERT and DELETE operation. The

case (1) occurs when the sensor inserts a tuple and, successively, removes it. The

cloud can use the HMACs obtained from the INSERT operation to replace or create

a new tuple. However, if the cloud does not alter the g-chain associated with the

bucket where the tuple was inserted, a g-tuple corresponding to this tuple exists

and the invariant I3 does not hold. On the other hand, if such a g-tuple is removed

from the g-chain, I2 does not hold. Regarding the case (2), the way in which INSERT

and DELETE are implemented avoids this possibility without invaliding I2 or I3. In

a similar way, it is possible to show that if Ccmp holds, then at least one of I1, I2, I3

does not hold. The proof sketch is then concluded.





4

A Privacy-Preserving Protocol for Proximity-Based

Services in Social Networks

Several innovative applications could be advantageously placed within social networks, to

be effective, attractive, and pervasive. An example of an application domain that could

benefit from social networks is proximity-based services. This feature exposes users to

serious privacy threats because it could allow for massive monitoring by an honest but

curious provider. In the literature, no solution has been provided to the problem of pro-

viding proximity services that preserve privacy entirely within existing social networks.

We develop a privacy-preserving proximity-based solution that provides both symmetric

and asymmetric proximity testing entirely within social networks. We realize three differ-

ent proximity-based services: KN-service (Proximity between known users), UN-service

(Proximity between unknown users), TN-service (Proximity between an anonymous user

and a target).

4.1 Introduction

Several social networks provide their users with proximity-based services, such as

the Nearby Friends feature of Facebook. There are also social networks founded on

geospatial features, amongwhich, services based on the reciprocal proximity of users

like Tinder, Foursquare, Jiepang, FullCircle, Gowalla, and Facebook Places. These

services are exposed to serious privacy threats, because we do not have guarantees

that the provider is fully trusted and enough immune to data breaches. Although

proximity-based services have been deeply studied in the literature for more than

a decade [111, 98, 120, 128, 85], the most severe threat model of a global passive

adversary has never been analyzed. Concretely, this is the case of services entirely

delivered to social-network users within the social network (due to the fact that the

social network provider, playing as a global passive adversary, can monitor the flow

of all themessages in the network), without assuming external communication chan-

nels.
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In the paper [39], we dealt with this problem and proposed a solution that allows

any pair of users to perform a proximity test without revealing to the adversary that

the test was performed. This goal had not previously been achieved in the literature.

The solution we proposed in [39] jointly solves two problems: (i) the first is to allow

that proximity is detected by the social network provider without discovering the

positions of the users. To achieve this, we use an approach based on grid-tag [181].

This measure alone is not enough to achieve our strong privacy goal. The social net-

work provider, in fact, may observe all the messages exchanged between users and,

then, discover that they are performing a proximity test. Therefore, we have to solve

jointly a second problem (ii) which can be seen as an anonymous communication

problem against the global passive adversary. However, we are in a specific situation

in which no general-purpose connection-oriented communication is required, but

only the anonymous exchange of a few short asynchronous messages. In the liter-

ature, the problem of anonymous communication in social networks has been ad-

dressed in some works [126, 88]. However, [126] only deals with anonymous group

communication (therefore it cannot be used for proximity testing), and [88] does not

provide sender anonymity against the global passive adversary (thus for the reci-

procity of proximity testing, it would be inapplicable in our context). First of all, it

is advisable to check whether the existing solutions, which have not been designed

in the context of social networks, can be trivially applied to solve our problem. To do

this, we need to refer to any P2P overlay anonymous routing approach resistant to

the global passive adversary. Indeed, social network users can play the role of peers.

Existing P2P overlay network routing techniques resisting to the global passive ad-

versary are based either on mixnets [68, 93, 31], or on buses [78, 28, 183]. State-of-

the-art mixnet-based approaches, require a high amount of cover traffic. Any (even

ideal) mixnet-based approach, requires that each peer has at least three adjacent

peers in the P2P overlay networks with which constant-rate cover traffic is bidirec-

tionally exchanged [68]. Three is the minimum number because we have to mix at

least two incoming sources of traffic into one outcoming flow, in order to have the

exponential fan-out mechanism achieved by mixnets. As cover traffic would result

in bandwidth and CPU overhead for social network users, we should limit it as much

as possible. In the approach based on buses, anonymity is achieved by implement-

ing routes (either deterministic [78, 28] or non-deterministic [183]) independent of

the communication path, which senders and receivers can opportunistically exploit.

With this approach, cover traffic is drastically reduced with respect to mixnets be-

cause each node has exactly one 1-hop source and, thus, only two adjacent peers,

and cover traffic is one-directional. However, both deterministic (in which the fixed

route is an Eulerian path passing through all the nodes) and non-deterministic ap-
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proaches (in which the latency increases with hyperbolic growth on the number of

nodes) are unrealistic in scenarios with a huge number of nodes like social networks.

In [38], we focused precisely on the problem of anonymous short communica-

tions over social networks and we showed that our proposal offers a good solution

to the trade-off between traffic overhead and communication latency, better than the

application of existing anonymous overlay routing protocols.

Next, we extended these protocols [39, 38] in paper [40], in which we devel-

oped a protocol for anonymous short communications in social networks (against

the global passive adversary) and its application to proximity-based services. The

paper [40] can be related to two macro-topics, traditionally not intersecting with

each other: anonymous communication networks and privacy-preserving proximity test-

ing, which is the chosen application domain. The main contribution of this exten-

sion is to jointly achieve the security requirements of anonymous communication

networks (i.e., sender and recipient anonymity) and the privacy features required in

the context of proximity-based services. Another meaningful innovation regards the

practical application of the anonymous routing protocol to the domain of proximity-

based services, which we will see in this chapter.

Since we only consider short asynchronous messages, to solve concretely the

anonymity problem we could use, for example, the protocol that we have presented

in [40]. In this thesis, we do not adopt the anonymity protocol presented in [40] but

a simpler version published in [39]. Our approach uses the concept of fixed deter-

ministic routes of buses to minimize cover traffic but only to hide the sender inside

a small predetermined cyclic route (thus, with acceptable latency). The recipient is

hidden inside a random walk outcoming the cyclic route of the sender. This allows

us to achieve communication k-anonymity [172] for both senders and recipients.

Since we assumed that we have an anonymity protocol, we can develop a privacy-

preserving proximity-based solution that provides both symmetric and asymmetric

proximity testing entirely within social networks. In fact, we decided to show in this

thesis the proximity protocol created in [40] in which we use a grid-based approach

allowing the users to modulate the distance in which the proximity services have to

be provided in order to realize three different proximity- based services: KN-service

(Proximity between known users), UN-service (Proximity between unknown users),

TN-service (Proximity between an anonymous user and a target).

4.2 Related Work

To better contextualize the problem treated in this chapter, we examine very briefly

the literature, relating to the subject of our work, that has already been extensively
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treated in Chapter 2. The techniques proposed in the literature to implement a

privacy-preserving proximity test can be divided into four groups[181].

Grid-based. According to this approach, a large geographical area is organized as a

grid, identifying (possibly overlapping) cells of a given shape. In the most common

approach, a user who wants to disclose their proximity with another user, sends the

service provider the cell identifier in which they are located in encrypted form. The

papers [98, 153, 154] are good examples of this category.

Tag-based. This approach leverages the spatial-temporal location tags present in a

specific area to allow the service provider to detect proximity. Unpredictable and

unique tags can be implemented by employing a physical infrastructure or can be

obtained by capturing some environmental features, such as Bluetooth IDs, WiFi

IDs, military codes in GPS, audio signals, and atmospheric gases. The papers [120,

189, 65, 125, 82, 181, 157] fall into this class of approaches. Among these, [82, 157,

181] are the most related to our proposal and reached the same goals. However, [82]

requires a fully trusted authority generating users’ keys. Furthermore, it is based

on differential privacy, which requires much more computational effort than our

approach. [157] requires an external independent secure channel to exchange some

information among the users. Therefore, it does not offer a solution fully lying within

the social network.

Location-anonymity-based. These techniques are based on the application of a dis-

tance - preserving transformation allowing the users to send their transformed posi-

tions to a centralized proximity detection service able to compute the reciprocal dis-

tance but not the original positions. [146] is good example of this category. However,

as deeply studied in [109], the techniques based on distance-preserving transforma-

tions are prone to various vulnerabilities.

Encryption-based. The papers falling in this class of approaches face the problem

mostly by using secure multi-party computation or homomorphic-based protocols

[128, 85, 94, 112, 120]. In this case, two users can perform the privacy-preserving

proximity test without revealing to each other and to the provider their position. At

the end of the execution of the protocol, the provider does not know anything about

the result of the proximity test.

To the best of our knowledge, besides those described above ([82, 157, 181]),

there is no relevant work studying how to provide privacy-preserving proximity-

testing in social networks. Our solution achieves this goal by applying to social net-

works some ideas taken from the field of anonymous routing.
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Fig. 4.1: Overlapping mechanism.

.

4.3 The Proposed Protocol

4.3.1 Grid Organization

Before explaining the protocol, we provide some preliminary notions regarding the

way in which our tag-grid-based technique is organized and regarding the anonymity

protocol we use.

Since our technique belongs to grid-based proximity-testing techniques [98], the

entire territory is virtually divided into cells. We consider square cells of side a, over-

lapped in such a way that, at each instant, each user is simultaneously in two cells.

This disposition ensures that two users at a distance less than a have at least one cell

in common. We need a more sophisticated structure because we want to enable the

modulation of the size of the searching area in which users want to perform their

proximity test. The description of how the grid is organized has already been ex-

plained in Section 3.2. Figures 4.1 and 4.3, already explained in Chapter 3, schema-

tize our technique.

4.3.2 Rings

In a setup phase, the users are organized into rings. A ring is a circular route of users

of a given size k. For each ring, each belonging user is uniquely associated with a

number, called identifier, between 1 and k. The construction of rings depends on the

type of proximity service we want to provide. For example, supposing that proxim-

ity test can be performed only between users with maximum separation degree j ,

rings should be constructed within communities with separation not greater than j .
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Fig. 4.2: An example of centroids.

Fig. 4.3: An example of SQT.

This way, rings may represent anonymity sets. Each user belongs to just one ring.

Each ring has an owner responsible for generating tokens (i.e., fixed-size message

containers), which injects in the ring (by sending it to the next user, who, in turn,

forwards the token). When a user receives a token, she/he forwards it by filling it if

the user is a sender and the token is empty. Tokens are encrypted by using a proba-

bilistic encryption scheme, so that empty and filled tokens are indistinguishable. In

this way, the sender of a message is k-anonymous for a global adversary (i.e., SP).

4.3.3 The Anonymity Communication Protocol

To solve concretely the anonymity problem we could use the protocol that we pre-

sented in [40]. In this thesis, we want to focus on how to achieve proximity services

guaranteeing privacy, for this reason, we assume we have an anonymity communi-

cation protocol, for example, it could be the protocol we presented in [39], which
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achieves the goal of anonymous communication but is a simpler and leaner version

than the one presented in [40].

The approach we adopt to achieve the anonymity of communication uses the

concept of fixed deterministic routes of buses to minimize cover traffic but only to

hide the sender inside a small predetermined cyclic route (thus, with acceptable

latency). The recipient is hidden inside a random walk outcoming the cyclic route

of the sender. This allows us to achieve communication k-anonymity [172] for both

senders and recipients.

To understand how we solved the problem of anonymous communication in

social networks with protection against the social network platform (playing as a

global passive adversary), suppose we have two users, Alice and Bob, as shown in

Figure 4.4.

We consider a ring of size k = 8. Suppose Alice (associated with the red dot) wants

to send a message to Bob (associated with the blue dot).

Each ring has its own bridge user, i.e. the user responsible for sending the mes-

sages outside the ring (playing the role of exit user) or for injecting into the ring the

messages coming from outside (playing the role of entry user). The social network

provider (SN) periodically sends a random number from which the users of each

ring derive the value of the bridge user of the ring they belong to.

Alice waits for an empty token in her ring (recall that tokens are always turning

at constant rate in the ring). Alice fills the token with the message and the value of

exit node of her ring and she sends it (encrypted) to the next user in the ring. The

exit node empties the token and forwards it in the ring and is responsible for routing

the message outside the ring. Observe that, due to the token-based mechanism com-

bined with probabilistic encryption, an external global passive adversary capable of

analyzing all the traffic, is not able to understand who is the actual sender among the

anonymity set composed of the 8 users in the ring. The exit node picks up a number

q′ (hop counter) between 1 and k. Suppose q′ = 6. Then, it starts a random walk of

length q′ where the counter is decreased by one at each hop. By random walk, we

mean that each node selects at random another node to forward the message. The

random walk ends when the hop counter becomes 0, at the blue dot (i.e., Bob). To

avoid that the global passive adversary can identify the recipient of the communica-

tion as the terminal point of the communication route, Bob starts an inertia random

walk of k − q′ hops. In this example, k − q′ = 2 (the inertia random walk involves the

oranges nodes). In this portion of the route, the forwarded message is depicted with

a dashed arrow to mean that it contains dummy traffic.

When the message reaches the last node, it is rebounded back (rebound protocol)

across the route in such a way that the rebounded message reaches again Bob. This is
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Fig. 4.4: An example of how the anonymity protocol works

.

done to avoid that a response implemented as a new communication initiated by Bob

(even through a ring), if intersected with the previous route, may allow the adversary

to identify Bob (i.e., intersection attack).

Now, suppose Bob wants to answer Alice. Bob includes the answer in the token

and sends it across the backward path until it reaches the exit node. Finally, the latter

injects the token into the ring that reaches Alice. Observe that, again, the adversary

just can see a message entering in the ring, but not who is the recipient (i.e., Alice).

Indeed, Alice will withdraw the response and forward the token in the ring in such

a way that the reception is unobservable to the adversary.

In the figure, the red arrows define the outward path of the communication and

the blue arrows define the backward path.

4.3.4 Communication Primitives

Since we have assumed that we have an anonymity protocol, we can define the three

communication primitives: First, we informally define them, and, then, we give their

definition in detail. The protocol is based on the following primitives:

• P1: anonymous sending to explicit recipient. This primitive is used by a sender

A who wants to remain anonymous when communicating with an explicit recip-

ient B. The explicit recipient can also coincide with the social network provider

itself.

• P2: response from an explicit recipient to an anonymous sender. This primitive

is used by the explicit recipient B of Primitive P1 to respond to the anonymous

sender A by preserving the anonymity of A.

• P3: anonymous sending to anonymous recipient. This primitive is used by a

sender A to communicate with a recipient B in such a way that both remain

anonymous. Observe that the response to this primitive can be obtained by in-

voking the primitive itself in the opposite direction.
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These three primitives represent the building blocks of the proximity services

described in Section 4.4. It is necessary to clarify that each user is associated with

two identities. The real identity RI of a user is composed of three attributes: name,

surname, and email address. The SN identity SI of a user is obtained by applying a

cryptographic hash function hR to the real identity (i.e., SI = hR(RI )). SN identities

are used as identifiers in the social network. Therefore, the URL of the profile of a

user is derived from their SI. We assume that a user A who knows B, also knows the

real identity of B and, thus, can retrieve their SN identity (needed for the communi-

cation) without leveraging SN. The autonomy of the sender in this task is necessary

to maintain sender anonymity.

Now, we more formally define the three communication primitives supporting

privacy-preserving services.

• P1: anonymous sending to explicit recipient. This primitive is invoked by a

user U and receives as input a message M and a real identity RID . The message

M (possibly encrypted) is forwarded from U to the user D with real identity RID

by keeping U anonymous.

U knows the SN identity SIX and the public key PKX of the bridge user X of the

ring in which U is located. In this primitive, we say that X plays the role of exit

user.

First, U derives the SN identity SID associated with RID i.e., SID = hR(RID). This

operation does not involve SN, so the anonymity of U is not compromised.

Then, U waits for the earliest empty token of the ring (a user, when receives a

token, has to decrypt it to decide if forwarding or processing it, because the token

is encrypted with its public key) and fills its fields ⟨ ÅM, ÅD,B⟩ as follows: ÅM = M ,

ÅD = E(PKX ,SID) (i.e., the encryption for the bridge user X of the SN identity of

the destination D), B = 1 (that represents the fact that the token is filled).

We denote by T the so obtained token. Now, U encrypts the filled token T with

the public key of the user Z with SN identity SIZ = nextA(SIU ). Then, the token

is sent to Z . The token turns in the ring until the user X, who is the only user

able to decrypt ÅD, thus obtaining SID .

At this point, X forwards M to SID .

Finally, X sets B to 0 and ÅM, ÅD to random values and forwards the token in the

ring to the user with SI equal to nextA(SIX ).

• P2: response from an explicit recipient to an anonymous sender. This primi-

tive is invoked by the destination D of Primitive P1 to reply to the sender U in

such a way that the latter remains anonymous. The primitive receives as input

a message R (possibly encrypted). We assume as implicit input the SN identity

SIX of the bridge user X acting as exit user in Primitive P1.
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First, D sends R to X.

X injects the response in the ring just by waiting for the earliest empty token and

filling it with R. In this case, ÅM = R, B = 1, and ÅD remains undefined. Then, the

filled token turns in the ring until U receives R. This is the actual recipient of

the response. U does not empty the token and just forwards it. This operation is

done by X (for security reasons) when the token reaches them again by setting B

to 0 (and the other fields to random values) and by further forwarding the token

in the ring.

• P3: anonymous sending to anonymous recipient. This primitive is invoked by

a userU and receives as input a messageM and a ring identifier vk . The message

M (possibly encrypted) is forwarded from U to a user D with SN identity SID

such that vk = ring(h(SID)), in such a way that bothU andD remain anonymous.

We denote by X the bridge user, with SN identity SIX and public key PKX , of the

ring in which U is located.

As in Primitive P1, U waits for the earliest empty token of the ring and fills it by

setting its fields ⟨ ÅM, ÅD,B⟩ as follows: ÅM =M , ÅD = E(PKX , vk), B = 1 (the token is

filled).

The token turns in the ring until the user X, who retrieves vk .

At this point, through the collaboration of SN, X identifies the bridge user Y of

the ring vk and forwards M to Y .

Finally, Y injects the message in the ring as in Primitive P2, thus eventually

reaching the actual destination D. As for Primitive P2, D does not empty the

token, which will be emptied by Y .

Observe that a possible reply of D to the message M sent by U can be done by

using the same primitive.

Since we have explained the anonymity protocol and the communication primi-

tives, we can present the three proximity-based services.

4.4 Proximity-Based Services

In this section we show as, through the three primitives described in Section 4.3.4,

we can implement a proximity testing protocol protecting users’ privacy against the

global adversary. For the grid organization underlying the services, we have to con-

sider the structure presented in Chapter 3, in Section 3.2. Recall that we use a grid-

based approach allowing the users to modulate the distance in which the proximity

services have to be provide.

In particular, we provide three proximity-based services. The first is a service

aimed to test the proximity of users who know each other. We call this service KN-
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service (standing for known nearby service). Roughly, we provide the privacy fea-

tures to a service similar to Facebook Nearby Friends. The second service is used to

test the proximity between users who do not know each other but make public some

information (photos, preferences, etc.). We call this service UN-service (standing for

unknown nearby service). The service allows detecting proximity of unknown users

only on the basis of their agreement. This service extends the features given by ser-

vices such as Tinder, by enabling the above privacy features. Finally, the last service

regards proximity testing of a user with respect to a (static or moving) target. We

call this service TN-service (standing for target nearby service). The privacy require-

ment is that the user remains anonymous also with respect to the target. This service

extends services such as Tripadvisor or BlaBlaCar.

4.4.1 KN-service: Proximity between Known Users

In this section, we describe the first proximity-based service: KN-service We con-

sider two users knowing each other who want to discover reciprocally if they are in

proximity. The test is symmetric. This means that if a user X discovers the proximity

of another user Y , then Y discovers the proximity of X.

The service is implemented through five phases.

The first phase is the handshake procedure. We consider a pair of users X and Y

and we suppose the handshake is started by X. X knows the real identity RIY of Y .

Through the Identity-based Encryption scheme (i.e., a type of public-key encryption

in which the public key of a user is represented by some unique information asso-

ciated with the user’s identity, as explained in Section 2.3), X encrypts, under the

identity RIY , the message MQ = Q||RIX , where Q is a random value and RIX is the

real identity of X. We denote by CQ such an encrypted message. Then, X retrieves

the SN identity of Y , denoted by SIY , and the ring which Y belongs to. They are ob-

tained as follows: SIY = hR(RIY ) and vk = ring(SIY ). Given an element x, we denoted

by ring(x) the ring to which x belongs. Then, X invokes Primitive P3 by passing CQ

and vk as input. Y , who is the only user able to decryptCQ, retrievesQ||RIX . Similarly

to X, Y encrypts through IBE, under the identity RIX , the message ÅMQ =Q||RIY . We

denote by ÅCQ such an encrypted message. Y retrieves SIX = hR(RIX ), vj = ring(SIX )

and replies to X through Primitive P3 by passing ÅCQ and vj as input. Hence, X ob-

tains Q||RIY as confirmation of their request.

At this point, X (Y , resp.) generates a random value EX (EY , resp.), called

Ephemeral ID, an on-the-fly key KX (KY , resp.) for the response, builds a message

MX = EX ||Q||KX (MY = EY ||Q||KY , resp.), and encrypts it, through IBE, under the real

identity RISN of SN. We denote by CX (CY , resp.) this encrypted message. Now, X

(Y , resp.) sends anonymously the message CX (CY , resp.) to SN. This is done by X (Y ,
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resp.) by invoking P1 with input RISN and CX (CY , resp.). SN, through Q, links EX

and EY , computesHXY = h(EX ⊕EY ), and invokes P2 by passingHXY encrypted with

KX (KY , resp.) as input to respond to both X and Y . This ends the handshake proce-

dure. As a result of this procedure, the two users declare reciprocally their intention

to test proximity. SN is aware of this fact but knows only the one-time pseudony-

mous (i.e., the ephemeral IDs) of these users and links them thanks to the value Q.

At this point, the position notification procedure starts. Suppose that X wants to

detect the proximity of Y if they are at a distance corresponding to the level lX and

that Y wants to detect the proximity of X if they are at a distance corresponding

to the level lY . First X (Y , resp.) retrieves the set of centroids C
lX
X (C lY

Y , resp.) and

the set of salts R
lX
X (RlY

Y , resp.), as defined at the end of Section 3.2. For each level

0 ≤ i ≤ lX (0 ≤ i ≤ lY , resp.), for each centroid CX ∈ C
lX
X (CY ∈ C

lY
Y , resp.) of level i,

and for each salt RX ∈ R
lX
X (RY ∈ R

lY
Y , resp.) of level i, X (Y , resp.) computes the digest

hX = h(CX ||RX ) (hY = h(CY ||RY ), resp.). We denote byHX (HY , resp.) the list of the ob-

tained digests. At this point, X (Y , resp.), encrypts with IBE, under RISN ,HX ||EX || ÅKX

(HY ||EY || ÅKY , resp.), where ÅKX and ÅKY are on-the-fly keys to encrypt the response. We

denote by ÅCX ( ÅCY , resp.) this encrypted message. Finally, X (Y , resp.) invokes P1 by

passing ÅCX ( ÅCY , resp.) and RISN as input. This ends the position notification.

The next phase of the protocol, called proximity detection, is performed SN side.

This is done by simply computing the intersectionHX∩HY and by checking whether

this intersection is not empty. If this is the case, then SN detects that X and Y are in

proximity. The intersections performed in this phase are done only between the pairs

of users whose ephemeral IDs are linked through the same random Q. Furthermore,

the proximity is detected only if X and Y are at a distance less than half of the

length of the side of the square of the minimum level between lX and lY . Suppose

that lX < lY . This means that, even though Y selects a greater distance than X, the

proximity will be detected only until a distance corresponding to the level lX . This

happens because the setHX contains only the obscured centroids detected by X until

the level lX and does not provide any information about the higher levels. Suppose

now that HX ∩HY , ∅ (i.e., proximity between X and Y has been detected). In this

case, SN should report this result to X and Y .

This is done through a phase of the protocol called proximity notification. In this

phase, SN invokes P2 by passing the encryption with key ÅKX ( ÅKY , resp.) ofHXY ||HX∩

HY as input to reply to both Primitives P1 invoked by X and Y .

The last phase is the ephemeral confirmation procedure. Once HXY ||HX ∩HY is

obtained, X (Y , resp.), for each hr ∈ HX ∩HY , computes Åhr = h(hr). We denote by

HR the list of the obtained digests. To be sure that SN does not forge a fake contact,

X (Y , resp.) invokes Primitive P3 by passing EX ||HR (EY ||HR, resp.), encrypted with
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Fig. 4.5: Sequence diagram of the KN-Service

.

IBE under RIY (RIX , resp.), and vk (vj , resp.) as input. Through EY and EX , X and

Y respectively, are able to compute HXY and to check the correspondence with the

value obtained from SN. Moreover, HR allows them to identify the centroids of the

cells they share. Specifically, X (Y , resp.) checks that the list HR computed locally

coincides with the list provided by Y (X, resp.).

The sequence diagram of Figure 4.5 shows the flow of the proximity procedure

in the case of a positive result.

4.4.2 UN-service: Proximity between Unknown Users

In this section, we consider another symmetric case. We propose our privacy - pre-

serving service, called UN-service. The users involved in the proximity procedure

do not know each other, and for this reason, the preliminary handshake can not

be performed. Among the current commercial systems belonging to this category,

probably the best-known service is Tinder, in which unknown users can come into

contact if they are in proximity and match some preferences. In particular, each user

advertises a set of attributes (possibly, not identifying) and expresses a preference

for the attributes of other users. To detect proximity, it is necessary that the users re-

ciprocally show an expression of interest. Our UN-service consists of several phases
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and the whole proximity-testing activity remains unobservable by the social network

provider. The first step is the advertising procedure. As in the position notification of

the previous service, a given user X generates a list of digests HX by using the salts

R
lX
X and the centroids C lX

X until the level lX they want to set. At this point, X creates

an advertisement IX = ⟨AX ,TX ,PKX⟩. AX is the set of attributes that X wants to adver-

tise. TX is a pair ⟨EX , ring(SIX )⟩, where EX is an ephemeral (random) ID generated

by X and ring(SIX ) is the ring which X belongs to. Finally, PKX is a public key gener-

ated by X. For each salt RX ∈ R
lX
X , IX is then encrypted with a symmetric key derived

by RX . We denote by CR
X the set of all the obtained encrypted messages. Since the

salts are distributed in a restricted area, the advertisement IX can be decrypted only

by the users in that area (who detect at least one common salt and, then, they can

derive a valid key). At this point, X is ready to send all the needed information to SN,

that is, the digests (representing the obscured position), and the encrypted messages

containing the advertisement. Thus, X can send them together with an on-the-fly

key KX , which SN will use for the response. The information sent by X to SN is then:

MX = CR
X |HX ||KX , which X encrypts with IBE under the real identity of SN RISN ob-

taining CX . This information is sent to SN by invoking Primitive P1 with input CX

and RISN . This concludes the advertising procedure.

Now, suppose that another advertising procedure is performed by a user Y in

proximity who sends MY = CR
Y ||HY ||KY to SN. As in the previous service, the prox-

imity detection is performed SN side, and, since X and Y are in proximity, it results

that HX ∩HY , ∅. SN has to notify the proximity (and the advertisement) to X and

Y . This is done through the proximity notification phase. In detail, SN encrypts CR
Y

(CR
X , resp.) with KX (KY ,resp.) and passes the result of this encryption as input to

P2, to reply to X (Y , resp.). At this point, X (Y , resp.) is able to decrypt at least one

advertisement contained in CR
Y (CR

X , resp.) and retrieves AY , TY , and PKY (AX , TX ,

and PKX , resp.). If both X is interested in the attributes AY and Y interested in the

attributes AX , then the preference-expression procedure starts, in which X and Y ex-

change with each other (through SN) their reciprocal interest. In particular, given

TY = ⟨EY , ring(SIY )⟩, X computes HXY = h(EX ⊕EY ), encrypts HXY ||HX with IBE un-

der RISN and invokes Primitive P1 by passing the result of this encryption and RISN

as input. A dual procedure is executed by Y .

At this point, SN performs the preference-expression detection. Since SN receives

from Y the digest HYX = h(EY ⊕ EX ) = h(EX ⊕ EY ) = HXY , it detects the reciprocal

expression of preference between X and Y . The result of this detection is notified

through the preference-expression notification. Therefore, SN replies to both the users

by sending HXY ||HX ∩HY through P2 (it is encrypted, as usually, with an on-the-fly
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key sent by X and Y ). At the end of this phase, X and Y are informed about their

reciprocal interest.

At this point, a final procedure, called preference-confirmation, is performed. In

this procedure, the users agree on a common secret, by using Diffie-Hellman with

perfect forward secrecy [116], in which the public keys included into the advertise-

ment work as authentication of the destination. Moreover, the positions are also re-

ciprocally checked. The common secret will be used to make the successive commu-

nication confidential. Specifically, X generates a public DH parameter and encrypts

it with PKY . We denote byCDHX the result of this encryption. For each hr ∈HX∩HY ,

X computes Åhr = h(hr) and obtains the list of digests HR. Then, CDHX ||HR and

ring(SIY ) are passed as input to Primitive P3. Observe that both PKY and ring(SIY )

are contained in the advertisement of Y . On the other hand, Y performs the dual

operation. At the end of this procedure, if X and Y are the real owners of PKX and

PKY , respectively, they are able to obtain the public DH parameter of the other user

and generate a common secret that can use to communicate. Moreover, through HR,

they confirm their proximity. In detail, X (Y , resp.) checks that the listHR computed

locally coincides with the list provided by Y (X, resp.). The sequence diagram of the

UN-Service is reported in Figure 4.6.

4.4.3 TN-service: Proximity between an Anonymous User and a Target

The last service regards proximity testing performed by users with respect to a given

target. Unlike the previous two services, this service is asymmetric, in the sense that

the user performing the test discovers the proximity of the target without disclosing

their proximity to the target. We consider the most challenging case in which we do

not allow to make public the position of all the targets on a map. This prevents from

massive retrieval of target positions that could be inadequate for privacy or business

reasons.

Observe that the target could be indifferently static or moving. A possible sce-

nario that presents mobile targets is that of car sharing, in which the target are the

available cars of a given company. However, to make public the positions of all the

available cars on the whole map would give an improper advantage to competitors

of this company by allowing easy benchmarking. Other examples of moving targets

are ride-sharing, crowd-shipping, or applications supporting people to obtain aids

by volunteers when they are away (consider for example the case of blind people).

Instead, an example of static target is represented by points of interest (POIs). In

this case, the public availability of POIs on a map may not seem like a problem. In

general, this is true, but there could be some cases in which the publicity of such

POIs should be limited (for example in the domain of intelligence, or sensitive tar-
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Fig. 4.6: Sequence diagram of the UN-Service

.

gets), also for security reasons. For the above reasons, the naive solution of providing

users with a map including all the targets to allow a local privacy-preserving prox-

imity testing cannot be adopted.

Given these premises, we can describe how this service is provided. We consider

a user X and a target T . T performs, periodically, an advertising procedure simplified

with respect to that described in the previous section. In detail, the advertisement of

T , say IT , contains only an advertising message AMT with information purpose. As

no response is enabled towards T , there is no need to include in the advertisement

the information used for this purpose, i.e., key, ephemeral ID, and ring identifier. To

make the advertisement readable only for those users at distance compatible with

their requirements, an encrypted version of IT should be provided, for each involved

level, by using the key derived by the corresponding salt, until a given maximum

level lT . As mentioned in Chapter 3, in Section 3.2, at a given level, due to tag-cell

overlapping, multiple salts can be detected and, thus, multiple encrypted messages

are needed. All the encrypted versions of IT , along with the set of obscured positions

HT derived by T , are sent to SN (encrypted with IBE) through Primitive P1.
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Fig. 4.7: Sequence diagram of the TN-Service

.

Due to the asymmetric nature of this service, X should not make any advertising

procedure. X just generates a list of obscured positions HX and sends them to SN

through Primitive P1 (position notification procedure).

As in the previous services, SN performs the proximity detection procedure, in

which checks that HX ∩HT , ∅ and notifies the encryptions of the advertisement IT

to X through Primitive P2 (proximity notification procedure).

X is able to decrypt IT and to discover their proximity.

Observe that it is also possible to implement a client-side profile-based filtering

to limit the information that the user has to process.

The flow of this proximity procedure is represented in the sequence diagram in

Figure 4.7.

4.5 Security Analysis

In this section, we provide the security analysis of our solution.AdversaryModel. In

our threat model, we consider as an adversary the social network provider SN. It acts

as a global passive adversary able to monitor the entire flow of messages exchanged

between users within the social networks. SN is honest but curious in the sense that

it legally performs the steps of the protocol, but attempts to break the anonymity of

the user victim.

Our analysis could be performed at two levels: (i) the anonymity communica-

tion protocol and (ii) proximity testing. First, we could show that the anonymity

communication protocol described in Section 4.3.3 allows anonymous communica-

tion between users or between a user and SN. However, in this thesis, the aspect on

which we want to focus our efforts is proximity testing. Therefore, having assumed

that we have an anonymity protocol, we can make the following assumption.
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Assumption A1: The nodes of rings are selected in a way that the background

knowledge does not allow the adversary to have more information than the uniform

distribution. Therefore, rings represent anonymity sets of size k, in which each user

is identified with probability 1
k . A1 can be satisfied if rings are built by considering

suitable social network communities, depending on the kind of provided proximity

service.

The only information that SN can obtain is the ring in which A belongs to and

then, SN can identify A only with probability 1
k , due to Assumption A1. Further-

more, when the message is sent from the exit node of the ring of A to B, it passes

exactly through k nodes and B is one of such nodes. Therefore, the probability that

SN can identify B is 1
k . When B replies to A, SN does not know who is B in the path

involved during the rebound protocol and knows only the exit-node of the ring, then

it can identify A and B only with probability 1
k , according to Assumption A1.

Therefore, the following theorems hold:

Theorem 4.1. A user U invoking P1 can be identified with probability not greater than

1
k (sender anonymity).

Theorem 4.2. A user U receiving a message through Primitive P2 (as response to Primi-

tive P1) can be identified with probability not greater than 1
k (recipient anonymity).

Theorem 4.3. Let U be a user sending a message to a user D through P3. It holds: (1)

U can be identified as the sender with probability not greater than 1
k and (2) D can be

identified as the recipient with probability not greater than 1
k .

The second level of our analysis concerns proximity testing built on top of the

anonymous communication protocol. We show that the three services described in

Section 4.4, leveraging the three Primitives P1, P2, and P3, protects the privacy of

the users as specified in the next three theorems.

Theorem 4.4. Consider two users X and Y (who know each other) leveraging the KN-

service described in Section 4.4.1. It holds: (1) SN can guess the fact that X and Y are

performing the test with probability not greater than 1
k , (2) they detect their proximity

only if they are really in proximity, (3) X discovers the proximity of Y only if Y discovers

the proximity of X.

Proof. We start with (1). Consider the handshake procedure. Due to the IBE scheme,

to encrypt the messages MQ and ÅMQ, X and Y do not contact any PKI to obtain the

public-key of the other user. These messages are exchanged through P3, therefore by

Theorem 4.3, the anonymity of X and Y can be broken with probability not greater

than 1
k . Then, they invoke P1 to send MX and MY to SN that replies by sending
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HXY through P2. Since MX and MY do not contain any information linkable to the

identities of X and Y , due to Theorems 4.1 and 4.2, again, SN can identify them with

probability not greater than 1
k .

Now, consider the position notification procedure. X and Y send a list of digests

obtained by applying a cryptographic hash function on a centroid and a salt that

depend on the position of the user. SN cannot recover the salt that is physically

distributed in the zone in which the users are located, thus the digest cannot be

reversed and then the centroids cannot be identified. Therefore, the list of digests

does not carry any information about the identity of the users. Since this list is sent

through P1 and the corresponding response through P2, again, by Theorems 4.1 and

4.2, the anonymity of X and Y can be broken only with probability not greater than
1
k .

Finally, regarding the ephemeral confirmation procedure, EX and EY are ex-

changed through P3. Thus, by Theorem 4.3, the anonymity of X and Y can be broken

only with probability not greater than 1
k .

The proof of (1) is concluded.

Regarding (2), proceed by contradiction. The statement of (2) does not hold if

two cases occur: (2.1) either X or Y tries to invent a fake positive proximity result,

or (2.2) SN tries to invent a fake positive proximity result between X and Y . We do

not consider any other user since the other users involved in the communication see

only encrypted data and cannot tamper them.

Considering (2.1), the proximity between X and Y is detected only if the lists of

digests HX and HY have at least one digest in common. To obtain the same digest, X

and Y have to share the same centroid and the same salt. Even though the centroid

can be obtained from any point of the world, the salt is physically distributed in a

specific zone associated with the centroid, then the users have to be located in the

same area. Regarding (2.2), the way in which SN can invent a contact is to provide

X and Y with a tampered HXY ||HR when they are not in proximity. Anyway, the

ephemeral confirmation procedure prevents such an attack since both HXY and HR

can be checked by X and Y .

Finally, consider (3) and suppose that Y wants to discover the proximity of X

without X can do it. The only way is to use a different ephemeral identifier, say EY ′ ,

during the position notification procedure such that X cannot recognize h(EX ⊕EY ′ ).

Anyway, since X does not recognize h(EX ⊕EY ′ ), X does not perform the ephemeral

confirmation procedure, so that Y does not know EX , and then Y cannot detect to be

in proximity of X.

Theorem 4.5. Consider two users X and Y (who do not know each other) leveraging the

UN-service described in Section 4.4.2. It holds: (1) SN can guess the fact that X and Y
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are performing the test with probability not greater than 1
k , (2) they detect their proximity

only if they are really in proximity, (3) X discovers that Y expresses a preference for X

only if Y discovers that X expresses a preference for Y , (4) no spoofing of advertisement is

allowed.

Proof. We start by proving (1). During the advertising procedure, X and Y send MX

and MY to SN through Primitive P1. Since MX and MY do not contain any informa-

tion linkable to the identities of X and Y , due to Theorem 4.1, SN can identify them

with probability not greater than 1
k .

If X and Y are in proximity, they receive some information by SN through Prim-

itive P2. By Theorem 4.2, SN can identify them with probability not greater than
1
k .

Consider now the preference-expression procedure. X and Y send HXY (i.e., a

non-identifier), to SN through Primitive P1. SN replies through Primitive P2. By

Theorems 4.1 and 4.2, SN can identify them with probability not greater than 1
k .

Finally, regarding the preference-confirmation procedure, X and Y communicate

between them through Primitive P3 and then, by Theorem 4.3, SN can identify them

with probability not greater than 1
k . This concludes the proof of (1).

Regarding (2) (proceeding by contradiction), it does not hold if two cases occur:

(2.1) either X or Y tries to invent a fake proximity between them, or (2.2) SN tries to

invent a fake proximity between X and Y .

With the same reasoning as the proof of Theorem 4.4, (2.1) does not occur sinceX

and Y have to obtain the salt. Regarding (2.2), it does not occur since the preference-

confirmation procedure ensures that X and Y have at least a digest in common.

Concerning (3), during the preference-expression procedure, SN replies to X and

Y only if HXY =HYX . Thus, they learn reciprocally their preference.

Finally, concerning (4), suppose Y tries to spoof an advertisement of another user

Z located in the same area and uses this advertisement to enter into contact with X.

Since Y does not know the public key PKZ of Z , X and Z are unable to generate

the DH secret during the preference-confirmation procedure. The proof is then con-

cluded.

Theorem 4.6. Consider a user X performing a proximity test with a target T leveraging

the TN-service described in Section 4.4.3. It holds: (1) SN can guess the fact that X is

performing the test with probability not greater than 1
k , (2) X detects the proximity with

T only if they are really in proximity, (3) T does not detect the proximity with X.

Proof. Regarding (1), X sends only a list of obscured positions HX through P1 and

receives an advertisement through P2. Similarly, T sends non-identifiers (through
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P1) to SN. Therefore, by Theorems 4.1 and 4.2, SN can identify X with probability

not greater than 1
k .

Concerning (2), to decrypt the advertisement of T , X has to share the same salt.

Therefore, they have to be in proximity.

Finally, regarding (3), X, during the entire proximity test, does not provide any

identifying information. Therefore, there is no way for T (even collaborating with

SN) to detect that X is performing the test.

This concludes the security analysis.
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Improving Electronic Monitoring of Sex Offenders

Electronic monitoring is a valuable approach to the control of sex offenders. It also avoids

prison overcrowding and protects victims. Two technologies are currently being adopted:

RFID and GPS. In this chapter, we focus on this topic from a perspective that considers

both the privacy of the victim and the security of the solution against the offender’s misbe-

havior. The theoretical analysis shows that GPS is the best choice when high-security re-

quirements are desired. In fact, radio frequency attacks are possible for RFID, endangering

the victim. However, when GPS is adopted, privacy issues become critical. In particular,

when considering a victim moving around the territory, it is unacceptable to track them

even with the goal of offering protection. To overcome this drawback, we propose a GPS-

based solution that does not allow the victim’s location to be revealed unless the offender

is nearby, thus finding a solution that advances the state of the art.

5.1 Introduction

In recent years, due to the increasing number of crimes committed and the over-

crowding of prisons, many efforts have been devoted to identifying the appropriate

legal measures to address the aforementioned problems. Also in this scenario, the

advancement of technology has made it possible to solve various problems and to

elaborate new types of solutions. In the case of crimes in which the safety of a victim

is threatened by a sex offender, if the offender’s imprisonment is not applied, alter-

native measures are applied, such as restraining orders. According to a restraining

order, the sex offender cannot get closer to the victim (or areas of potential victims)

more than a certain distance. These alternative measures can profitably exploit tech-

nology [19, 175]. In particular, electronic monitoring (EM) is used to monitor the

movements of the offender according to the order issued by the court, thanks to the

use of a device worn by the offender (and the victim) [124]. The reasons for the use

of electronic monitoring remain diverse, such as providing humane and affordable

sanctions, reducing prison crowding, or avoiding the construction of new prisons.
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Through the use of electronic monitoring, it is also hoped to suppress the criminal

behavior of offenders monitored.

Obviously, one of the biggest and most immediate advantages is that the police

can constantly check whether the offender is complying with the restraining order

imposed by the law [178, 66, 29]. Two different types of restrictions can be imposed,

inclusion or exclusion zones. An inclusion-zone order defines the area in which the of-

fender must be located. For example, this order may be applied in combination with

the house arrest measure. Exclusion zones define the zones in which the offender

should not enter. A typical exclusion zone is the victim’s home. We refer, in cases

like this, to static exclusion zones. There can also be a dynamic exclusion zone when

the restraining order prohibits the offender from approaching the victim beyond a

certain distance.

EM technology has advanced over time. The initial systems were only able to de-

termine if a tagged offender had strayed beyond a certain distance from their home.

Subsequently, Radio Frequency (RF) technology was joined by Global Positioning

Systems (GPS) that allow more sophisticated monitoring, thus allowing offenders to

be monitored at much greater distances and at any time of the day [29]. Therefore, in

this context of localization tracking technologies, Radio Frequency (RF) and Global

Positioning System (GPS) are the reference technologies [130]. They can also be used

in combination. In both cases, monitoring is under observation by the law enforce-

ment agency (LEA). This means that the LEA can verify that the offender complies

with the area indicated by the restraining order.

In this chapter, we analyze the problem of EM in the general case, by identifying

a gap in existing techniques in the case of dynamic exclusion zones, which is the

most critical case from the victim’s privacy perspective. The problem we deal with

falls within the field of proximity-based services, in which the proximity of two users

or the proximity of a user to a given target should be detected in order to provide

a given service. The general analysis is done by defining a theoretical framework

(see Section 5.3) in which functional, security, and privacy requirements are jointly

considered. From the analysis, it emerges that for all types of EM, except in the case

of dynamic exclusion zones, current approaches are appropriate. In contrast, for dy-

namic exclusion zones, functional requirements would be securely achieved only

with GPS-based approaches. However, unlike the case of static exclusion zones, se-

rious privacy problems arise regarding the victim. The fact that GPS should be used

for dynamic exclusion zones but cannot be used for privacy reasons is a shortcoming

of current systems that we want to overcome in this chapter. Indeed, we propose a

privacy-preserving GPS-based solution that does not allow the victim’s location to
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be revealed unless the offender is nearby, thus finding a solution that advances the

state of the art.

5.2 Related Work

In recent years, the increase in cases of domestic violence or stalking has led to find-

ing new strategies to protect victims. Among the various adopted measures, many

states have approved the use of electronic monitoring (EM) technologies to supervise

sex offenders. Electronic monitoring is a term that refers to various location con-

trol technologies that allow the management of offenders or prisoners awaiting trial

[74]. Indeed, EM has always been used primarily to remove criminals from deten-

tion, either as an alternative to incarceration or a means of post-release supervision.

However, EM is adopted to monitor people also in other contexts [61, 117, 131].

The use of technology to supervise is not new. It is in the US that this practice has

been initiated [143]. In [161], the authors show the evolution of electronic offender-

tracking systems, whose origin dates back to the 1960s, thanks to the study con-

ducted by Ralph Kirkland Gable and William S. Hurd at the University of Harvard

[150]. In the mid-1960s, early technologies were tested on groups of parolees, re-

leased mentally ill patients, and research volunteers. However, these devices were

large, difficult to hide, and impractical to wear on a daily basis [127]. In 1987, about

900 people participated in nationwide electronic monitoring programs in more than

US 21 states [149]. In 1998, that number increased to over 95,000 [92]. By the end

of the 2000s, EM was being used for violent offenders [58]. In 2006, 22 states passed

legislation requiring or authorizing the use of Global Positioning Satellite (GPS)

technology to track sex offenders. In 2009, there were more than 200,000 GPS and

radio frequency (RF) monitoring devices in use across the United States and the State

court system [46].

Europe has also accumulated a body of experience in the field of EM of sex of-

fenders [123, 121, 122, 148]. For an overview of EM use around the world, see [124].

Wearable devices are typically used to track people, especially in the context of

e-health [131, 84]. In the context of Electronic Monitoring of sex offenders, two tech-

nologies are currently being used, namely Radio Frequency (RF) systems and Global

Positioning Systems (GPS) systems. The latter, from a qualitative analysis conducted

by the authors of [45], has shown to be more effective. In this chapter, we provide a

formal validation of the above claim.

RF-based technology allows checking if an offender is located in a specific place

(typically the offender’s home) through signals at a reasonable frequency. Differ-

ently, GPS-based systems allow the collection of the actual location data of offenders
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thanks to a device worn by the offender. This way, the monitoring center can in real-

time track the movements of the offender.

In the literature, GPS technology is used in three different ways: active GPS track-

ing, passive GPS tracking and hybrid systems. Active systems are those systems that

transmit real-time information about the offender’s location to an almost real-time

monitoring center. Differently, passive systems collect location information at a spe-

cific time interval and are sent in an aggregatedway to themonitoring center. Finally,

hybrid systems combine both passive and active monitoring capabilities, where data

is sent after a longer interval of time with respect to the active system.

The current technologies aim to allow an alternative to imprisonment, reduce

non-compliance and violations of supervisory conditions, assist offenders in reinte-

gration into society, prevent future and repeated sexual offenses by convicted offend-

ers, and increase public safety. The EM technology used today has greatly improved

compared to the past and allows for an increasingly sophisticated use as a tool for

the management, punishment, and public protection of the offender. Furthermore,

current devices are generally smaller and can be hidden. However, there are still lim-

itations [105]. A first limitation is represented by the battery life that some providers

have tried to solve by developing a portable charging pack that can be clipped on to

the electronic anklet. A problem that has not yet found a solution is that of jammers

that can be used to block or interfere with both the RF and the GPS signals. Al-

though it could be possible to identify when a jammer was used, there is a risk that

a crime will be committed before the jammer is identified, or that the offender has

escaped at that time. In addition, even the hardware can be damaged or removed,

although there are mechanisms that allow notifying the competent authority in the

event of tampering. This does not prevent offenders who have successfully removed

their label from offending or fleeing.

In the context of Electronic Monitoring of sex offenders, a new problem has

emerged. The offender is strictly prohibited from approaching the places usually

frequented by the victim. If the offender approaches the victim or the pawn in places

where there is no prohibition, the electronic bracelet would be of no use. The device

is used exclusively to monitor the movements of an individual within one or more

predefined places, generating an alarm only when the offender accesses the areas

that are excluded. Therefore, some countries, such as Spain and Italy [108, 17], are

adopting a new approach based on proximity tracking, and it is the scenario in which

the victim is also equipped with an electronic bracelet to detect the presence of the

offender in the immediate proximity. As a matter of fact, the above problem can be

related to the issue of proximity-based services, in which the proximity of two users
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or the proximity of a user to a given target should be detected in order to provide a

given service [141, 111, 128, 39, 75, 34].

Our chapter focuses on this kind of monitoring, which we call dynamic exclusion

zones, as the exclusion zone is virtually defined as an interdiction zone around the

victim, thus moving with them. We improve the state of the art by enabling GPS

in this kind of monitoring yet preserving victims’ privacy. This way, we obtain the

increased robustness of the GPS solution with respect to the RFID, without paying

the intolerable price of continuous victim tracking.

5.3 Background, Threat Model, and Problem Formulation

Electronic Monitoring is a tool widely used for more than a decade to enforce re-

strictions on the movements of offenders, according to the order of a court. The

order may regard inclusion or exclusion zones. When an inclusion zone is imposed

on the offender, they are enforced not to leave this zone. In the case of exclusion

zones, the offender is not allowed to enter these zones. Examples of restriction of

the first type are the house arrest measure, or the restriction limiting the movements

of the offender within the area of a given city. Examples of the second type are the

denial for the offender to approach certain places, such as schools or sport-clubs for

pedophiles, or to approach the house of the victim (and other places attended by

them too) for general sex offenders. In the latter case, also the denial to approach the

victim, independently of the place in which they are placed, is also possible.

Therefore, we can identify three different security requirements, which we denote

as:

1. SIZ: inclusion zones, which are necessarily static;

2. SEZ: static exclusion zones;

3. DEZ: dynamic exclusion zones.

The technologies used to implement EM are basically two (possibly used in com-

bination):

• Radio Frequency (RF): The offender is equipped with a tamper-proof tag worn

on an arm or on an ankle, which plays as radio frequency transmitter. The tag

is active and the signal has an action range of the magnitude of 100 meters.

Sometimes tags offender-size are two-pieces.

• Global Positioning System (GPS): GPS is the geostationary satellite system al-

lowing GPS devices to detect continuously its position coordinates and, thanks

to an on-board SIM card, to communicate them to a server. In this case, the GPS

device is a tamper-proof tag worn on an arm or on an ankle of the offender. The
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coordinates are sent to the provider of the service, which we assume to be a tele-

phone service provider (TSP) ± as it happens in Italy, and/or the law enforcement

agency (LEA).

Let us see how the two technologies can be used to achieve the above security

requirements. For each security requirement, we consider the two technologies.

• SIZ (static inclusion zones).

± SIZ with adoption of RF. In the case of RF, the inclusion zones should be

tagged with non-tamperable and not removable RF receivers equipped with

a SIM card. The restriction imposed on the offender is verified if the signal is

received. In absence of a signal, the restriction is considered violated. RF is

suitable for SIZ only for limited areas. In practice, this system is adopted for

house arrests.

± SIZ with adoption of GPS. In the case of GPS, the inclusion zones are triv-

ially identified by TSP/LEA and, then, the respect of the restriction can be

checked by computing the distance between the tracked coordinates of the

offender and the borders of the zones.

• SEZ (static exclusion zones).

± SEZ with the adoption of RF. In the case of RF, the exclusion zones should

be tagged with non-tamperable and not removable RF receivers equipped

with a SIM card too. The restriction imposed on the offender is verified if the

signal is not received. If the signal is received, then, the restriction is consid-

ered violated. RF is suitable for SEZ only for limited areas. In practice, this

system is adopted to guarantee that the offender keeps far from the house of

the victim or their office.

± SEZ with adoption of GPS. In the case of GPS, the exclusion zones are triv-

ially identified by TSP/LEA. Similarly to the case of SIZ, the respect for the

restriction can be checked by computing the distance between the tracked

coordinates of the offender and the borders of the zones.

• DEZ (dynamic exclusion zones).

± DEZ with adoption of RF. In the case of RF, the only difference with respect

to SEZ, is that the receiver is a portable removable device kept by the victim.

± DEZ with the adoption of GPS. In the case of GPS, the system could be

implemented by equipping also the victim with a GPS tracker, and, then, by

continuously computing the distance between the coordinates of the victim

and the coordinates of the offender. However, in most countries, a similar

measure would be unacceptable from a privacy point of view [176, 177].
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We formalize in more detail the above security requirements in terms of secu-

rity policies and, then, we identify the realistic threat model under which the above

policies should be able to guarantee the safety of the victim.

We schematize the policies by defining the following predicates.

• SI is the predicate stating that an RF signal is received by the receiver.

• GP is the predicate representing the reception of the GPS coordinates TSP/LEA-

side.

• DI is the predicate stating that the tracked position of the offender is inside the

inclusion zones in the case of GPS.

• DO is the predicate stating that the tracked position of the offender is outside

the exclusion zones in the case of GPS.

• AL is the predicate representing the alarm state, which results in some interven-

tion from the side of the LEA (i.e., call to the offender, call to the victim, arrival

of the police at the victim and at the offender).

• OK means that no violation is detected so that the state of the victim is assumed

to be safe.

From a logical point of view (as it will be clear later), it can be realized that

the closed world assumption can be adopted, so that ¬AL cannot be considered in

general equivalent to OK , and vice versa.

The security policies are the following. We distinguish the security policies per

adopted technology (RF and GPS).

• SIZ with RF technology.

¬SI → AL

SI → OK
(5.1)

Indeed, if the RF signal is not received by the receiver, then the alarm is gen-

erated, because the offender is assumed to be outside the inclusion zone. Con-

versely, no anomaly is detected if the signal is received.

• SEZ and DEZ with RF technology.

SI → AL

¬SI → OK
(5.2)

Indeed, if the RF signal is received by the receiver, then the transmitter is close to

it (close to the victim, in the case ofDEZ), thus within the exclusion zone. There-

fore, the alarm is generated. Conversely, if no signal is received, the offender is

assumed to be outside the exclusion zone. Therefore, no anomaly is detected.

• SIZ with GPS technology.
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¬DI → AL

DI → OK

¬GP → AL

(5.3)

The first two implications just state that when the GPS coordinates of the of-

fender are received, the alarm is generated if those coordinates are not within

the inclusion zone. Conversely, no alarm is generated if the detected location of

the offender is within the inclusion zone. The last implication refers to the case

in which the offender’s device does not transmit any coordinate. In this case, the

alarm is raised.

• SEZ and DEZ with GPS technology.

¬DO → AL

DO → OK

¬GP → AL

(5.4)

The first two implications just state that when the GPS coordinates of the of-

fender are received, the alarm is generated if those coordinates are within the

exclusion zone. Conversely, no alarm is generated if the detected location of the

offender is outside the inclusion zone. The last implication refers to the case in

which the offender’s device does not transmit any coordinate. In this case, the

alarm is raised.

Let us consider now our threat model. We can assume that spoofing and imper-

sonation are not possible. Therefore, the messages sent by the offender can always be

assumed to come from a legal device, and they cannot be tampered. Moreover, we

can assume that the offender-side device and the RF receivers (except from DEZ) are

not removable. However, we cannot assume that the offender (playing as an attacker)

is not able to inhibit the transmission of the RF/GPS-coordinates messages. Indeed, a

jamming attack [100, 118, 155] is always possible. Consider that, the absence of a GPS

signal could also derive from physical obstacles (thus not from malicious behavior

of the offender).

Under the above threat model, these are the possible attacks/anomalies to con-

sider:

• RAT : an attack performed by the offender on the RF transmission;

• GAT : an attack performed by the offender on the GPS transmission;

• GFA: the case in which the GPS signal is obscured by an accidental physical

obstacle.

We can write the following implications to formalize the above attacks/anoma-

lies.
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RAT → ¬SI

GAT → ¬GP

GFA → ¬GP

First, consider the case of RF, and, then, the RAT attack. According to 5.1, for

SIZ, ¬SI → AL. Then RAT → AL. This is a good behavior of the model.

Instead, for SEZ, DEZ, again from 5.1, we have that ¬SI → OK . Then, RAT →

OK . This represents a serious vulnerability of the security policy in the considered

threat model because the general objective of the protocol (the safety of the victim) is

not reached. Indeed, the case of RAT can reasonably coincide with a physical attack

of the offender on the victim.

Now, we test whether the security policies stated below in the considered threat

model guarantee the safety requirement in the case of GPS.

Here, the attacker can perform a GAT attack. In this case, GAT → ¬GP, but,

according to 5.3 and 5.4, for all the requirements (i.e., SIZ, SEZ and DEZ), it holds

that ¬GP→ AL. Therefore, GAT → AL. Similar reasoning can be done in the case of

GFA, and for GFA we have the same implication as GAT (i.e., GFA→ AL).

Therefore, the security policy is then safe, because no safety failure occurs, even

though some false alarms are possible (i.e., in the case of GFA).

From the analysis above, we should conclude that, in the case of sex offenders,

in which the security requirements are SEZ and DEZ, RF is not adequate and we

should adopt GPS.

This is certainly possible for SEZ because the GPS coordinates of the exclusion

zones are static, but for DEZ, it would require victim tracking, which is not accept-

able from the privacy point of view and not compliant with the most legal systems

[176, 83, 13].

On the other hand, DEZ is much more effective than SEZ, since it allows perma-

nent protection of the victim, also when they move from predetermined locations

(such as home and office).

The aim of this chapter is to understand how we can adopt a GPS-based solution

without facing the above privacy and legal issues. Obviously, any privacy-preserving

GPS-based solution can be combined with an RF solution to have a backup system,

but, from a logical point of view, it does not increase the security of the electronic

monitoring solution. Indeed, if the attacker is performing simultaneously RAT and

GAT , RF cannot help us to distinguish the case of GAT with exclusion violation

on the victim from the case of GAT without exclusion violation (that could drasti-

cally change the urgency of the police intervention). Similarly, RF cannot help us to
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distinguish the case of GFA with exclusion violation from the case of GFA without

exclusion violation for the same reason.

5.3.1 Grid-based Approach

The solution proposed in this chapter is grid-based [98, 153, 154]. Also in this sce-

nario, we take advantage of the tag-grid-based approach presented in Section 3.2.

Now, we resume the proposed structure adapting it to the context dealt with. There-

fore, the territory is organized as a grid composed of cells of a certain shape (squares,

hexagons, circles, etc.). We consider square cells overlapping each other covering the

entire territory in which the victim and offender move. This structure is at the ba-

sis of the mechanism allowing the detection of the proximity between offender and

victim at a distance less than that allowed by the restraining order.

Furthermore, since different restraining orders may require different distances,

we implement a hierarchical grid organization including different levels, to allow

distance modulation. Higher levels correspond to higher distances. Through this or-

ganization, the law enforcement agency may set the distance in the electronic mon-

itoring system to be compliant with the restraining order. This is done by selecting

the proper level in the hierarchy.

More formally, we design a hierarchical spatial index based on the concept of

quad tree [40], in which also overlapping is enabled at each level. We call this struc-

ture shifted quad tree (SQT). A quad tree is a tree in which each internal node has

exactly four children. It can be used to partition a 2-dimensional area into regions

of different sizes. Specifically, the entire area is associated with the root of the tree

and it is partitioned into four regions, each associated with a child of the root. Recur-

sively, each region is partitioned into four regions, and so on. The smallest indexed

regions are associated with the leaves of the tree.

We denote by 0 the level corresponding to the leaves of the SQT and by k the

level corresponding to the root (i.e., k is the maximum level).

We start by describing the level 0, by referring to Figure 5.1.

Consider two grids (one black and the other red) composed of square cells, ini-

tially coinciding and shifting the red one across the left-bottom diagonal by the half

diagonal of the square. The result is depicted in Figure 5.1. Each cell (black or red)

corresponds to a leaf of the SQT and it is identified by the coordinates of its center.

We denote such a pair of coordinates as centroid.

It is easy to see that this structure satisfies two properties: (1) the victim/offender

is always simultaneously within two cells and (2) if the distance between the victim

and the offender is less than half of the length of the side of the cell, then they have at
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Fig. 5.1: Level 0 of the SQT.

Fig. 5.2: Level 1 construction of the SQT.

least one cell in common. Therefore, the level 0 corresponds to the minimum safety

distance equal to half of the side of a cell.

To enable greater distances, we leverage the same shifted structure at higher lev-

els. To understand themechanism, we show as the level 1 of the SQT is implemented.

Consider just the black grid of level 0, reported for clarity in Figure 5.2. The four

adjacent black cells α,β,γ,δ are aggregated into a cell blue of level 1, say A. At this

point, we take the four black cells ϵ,γ,ζ,η of level 0 and aggregate them into a green

cell of level 1, say B. Observe that B can be viewed as the cell A shifted across the

left-bottom diagonal by the half diagonal of the square (similarly to level 0). The

above procedure is applied to the entire level 0, by taking (four by four) the other

adjacent cells, thus completing the level 1.

In the end, we obtain two grids, one blue, and the other green shifted in the same

way as the black and red grids, but with greater size of the cells (twice the size of the

cells of level 0).

At this point, the same procedure can be iterated to build the level 2 starting

from the blue grid, and so on, until the desired roots (to have a forest of SQTs).

The SQT-based grid organization of the territory will be exploited in our protocol

to identify the proximity of the victim and offender. This is done by enabling the
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periodical sending from them of the centroids of the cells they belong to (once the

level of the SQT is set). The server will detect the proximity in the case of common

centroids.

However, allowing the sending of centroids as plaintext would disclose the po-

sition of the victim. This would be intolerable from a privacy point of view. Even

sending a cryptographic hash of the centroid is not resolutive, because the size of

the domain of centroids is not enough large to prevent the reverse of the digests.

To avoid this, we combine our grid-based approach with a tag-based mechanism,

to make available an unpredictable value, associated with a point in space and over

time used as a salt when digests are generated. This way, reversing is prevented.

In the literature [120], by tag we can refer to Bluetooth IDs, Wifi IDs, military

codes in GPS, audio signals, LTE, and atmospheric gases.

In our protocol, we choose to implement the salt mechanism by relying on

the collaboration of a telephone service provider (TSP), which transmits the salts

through the cellular network. In this approach, we exploit cellular cells to identify

a region of the space in which, for a given time interval, a random salt, with a suit-

able rounding protocol, is periodically sent in broadcast to all the devices belonging

to this cell. We organize the tag-mechanism in a hierarchical way, where level 0 is

represented by the physical TSP cells and, at higher levels, we set suitable cells (by

aggregating underlying cells) that we call virtual TSP cells. With the term tag-cell, we

generically denote either physical or virtual TSP cells. Specifically, tag-cells of level

k are obtained by aggregating tag-cells of level k − 1, as described in the following.

Before discussing it, we deal with the problem of possible misalignment, at each

level of the hierarchy, between the grid and the tag-cell structure.

Indeed, it may happen that a grid cell is cut from a tag-cell. In this case, two users

belonging to the same grid cell could receive two different salts, thus compromising

proximity detection.

To avoid this, we implement a mechanism to obtain tag-cells that include entirely

grid cells of the same level, thus preventing the above drawback. This is obtained

with levels greater than 0 by construction, just by aggregating tag-cells of a lower

level to obtain tag-cells of the successive level that include entirely grid cells of the

same level.

At level 0, we have to face the problem that physical TSP cells have a fixed size

that cannot modulate to adapt to our solution. To solve this problem, at level 0, we

introduce a tailored mechanism.

We assume that the grid cells of level 0 have a size of the same order of magnitude

as the physical TSP cells or they are smaller. This is not an abstraction since TSP cells
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currently deployed on the territory have at least a coverage area of at least 200meters

(picocells).

At level 0, our mechanism works as follows. Each TSP antenna broadcasts:

1. A primary salt in its coverage area (physical TSP cell), and

2. the primary salts of the adjacent TSP antennas. These salts are referred as sec-

ondary salts.

Then, each user receives a set of salts of level 0. It is easy to realize that, two users in

the same grid cell of level 0 receive at least one salt of level 0 in common.

For a generic level l, we need that the same salt is provided in the entire tag cell

of level l. To do this, the TSP broadcasts the same salt of level l in all the physical

TSP cells forming the tag cell of level l.

To conclude this section, we summarize the information captured by the users

and exploited in the protocol presented in Section 5.4.

Consider the offender S and the victim V at a distance less than half of the length

of the side of the cells of level l.

1. S detects two centroids CS
1 and CS

2 and V detects two centroids CV
1 and CV

2 such

that at least one between CS
1 and CS

2 coincides to one between CV
1 and CV

2 .

2. S detects a set of salts of level l RS and V detects a set of salts of level l RV such

that RS ∩RV , ∅.

The importance of the above claim will be clear in Section 5.4.

5.4 The Proposed Protocol

In this section, we propose our solution to the problem formulated in Section 5.3.

First, we define all the involved actors, and then we describe the protocol on which

the solution is based.

The actors are:

• Victim V : the person who is under the threat of a sex offender.

• Sex Offender S : the person who threatens the safety of the victim and who is,

therefore, under police surveillance.

• Law Enforcement Agency L: the central entity that monitors S and is authorized to

collect and handle data and information about them. No monitoring threatening

privacy is allowed to L regarding the victim, except in case of emergency.

As discussed in Section 5.3.1, in addition to the above actors, also the Telephone

Service Provider (TSP, for short) has a role in the solution, consisting of the periodical

sending of salts in the territory.
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To implement our solution, we leverage the SQT structure introduced in Section

5.3.1. Suppose L received a court restraining order specifying d as the minimum

distance that the S must maintain with respect to V . According to this distance, L

sets the proper level l of the SQT. Specifically, l is selected as the minimum level

such that, denoting by x the length of the side of its cells, it holds that x ≥ 2d.

Now, we describe how the solution is implemented by considering separately the

offender-side equipment and actions and the victim-side equipment and actions.

Offender. The sex offender will be equipped with a special portable GPS tracking de-

vice running our application and embedding also a SIM card. The device is tamper-

evident and includes non-accessible memory areas. As already happens in adopted

electronic monitoring systems, the device is worn on the ankle (or on the arm) of the

offender and is equipped with a battery unit.

The following information is inserted by L at the set-up phase into the non-

accessible memory area:

• IDS : An ephemeral identifier of the sex offender.

• IDV : An ephemeral identifier of the victim.

• l: The level of the SQT selected by L.

Furthermore, some information is periodically received by the SIM card and the

GPS receiver and allows the application to compute further information to send to

L via cellular communication, leveraging a cryptographic hash function h.

Specifically:

• The SIM card receives all the salts transmitted by TSP in that location.

• The application selects the salts associated with level l. Denote by RS the set of

these salts.

• The GPS receiver obtains the coordinates GS identifying the position of S .

• The application computes, starting from GS , the centroids C
S
1 and CS

2 of the cells

of level l which S belongs to.

• For each salt R and for each centroid C, the application computes a digest H =

h(R||C ||IDV ||IDS ). We denote by HS the set of the so computed digests.

• Finally, S sends ⟨HS ,GS⟩ to L.

The sequence of the actions performed offender-side is summarized in the se-

quence diagram of Figure 5.3.

Victim. The victim should not be provided with dedicated devices. They can use

their personal smartphone equipped with our specific application.

The same information stored in the offender’s device is inserted by L at the set-up

phase into the smartphone of the victim:
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Fig. 5.3: Sequence diagram of the offender-side actions.

• IDS : An ephemeral identifier of the sex offender.

• IDV : An ephemeral identifier of the victim.

• l: The level of the SQT selected by L.

The application runs a sequence of actions very similar to those executed offender-

side:

• The SIM card receives all the salts transmitted by TSP in that location.

• The application selects the salts associated with level l. Denote by RV the set of

these salts.

• The GPS receiver obtains the coordinates GV identifying the position of V .
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Fig. 5.4: Sequence diagram of the victim-side actions.

• The application computes, starting from GV , the centroids CV
1 and CV

2 of the

cells of level l to which V belongs.

• For each salt R and for each centroid C, the application computes a digest H =

h(R||C ||IDV ||IDS ). We denote by HV the set of the so computed digests.

• Finally, V sends ⟨HV ⟩ to L.

The sequence of the actions performed victim-side is summarized in the se-

quence diagram of Figure 5.4.

Observe that V does not send the GPS coordinates GV to L, but only the non-

reversible digests. This preserves their privacy.

At this point, some actions are performed server-side by L.
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Law Enforcement Agency. L receives ⟨HS ,GS⟩ from S and ⟨HV ⟩ from V .

Then, it performs as follows:

• L computes HSV =HS ∩HV .

• If HSV = ∅, then no action is needed and L waits for the next tuples from S and

V .

• Otherwise (i.e., HSV , ∅), the proximity between V and S is detected. Therefore,

the following actions are performed:

± L, who knows V ’s mobile number, sends the alarm to V and also communi-

cates the exact location of S so that V can move away in the opposite direc-

tion.

± Once the alarm is received, the app of V will respond with an acknowledg-

ment and provide its exact GV location to facilitate the possible intervention

of the police that can reach both V and S .

The sequence of the actions performed Law Enforcement Agency-side is summa-

rized in the sequence diagram of Figure 5.5.

5.5 Security Analysis

Through this section, we discuss the security guarantees offered by our proposal.

We refer to the notation introduced in Section 5.4.

Our analysis is performed in terms of Security Properties.

SP1:If V and S are at distance less than d, an alarm is triggered by L.

This property refers to the correctness of the protocol.

We show that this property is guaranteed by our solution.

Indeed, regardless of the distance between V and S , V sends L the tuple ⟨HS ,GS⟩.

Since S is equipped with a non-tamperable device, such a tuple may not be correctly

provided only if the GPS receiver is not able to detect the GPS signal. We observe

that, as discussed in Section 5.3, the absence of a GPS signal can occur in two cases.

Either the offender performs a jamming attack on the GPS signal or the GPS signal

is obscured accidentally by obstacles. However, in both cases, if L does not have the

information from S , the alarm is triggered.

Now, consider the case in which the tuple ⟨HS ,GS⟩ is correctly provided by S to

L. We recall that d is the distance selected by the court order. Moreover, L selects a

level l of the SQT corresponding to cells of size x, such that x > 2d. As illustrated in

Section 5.3.1, this implies that two users at a distance less than x
2 share at least a cell.

Therefore, if V and S are at a distance less than d, then they share at least a centroid,

say C.
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Fig. 5.5: Sequence diagram of the Law Enforcement Agency-side actions.

Furthermore, the introduction of the tag-cells ensures that V and S receive at

least one common salt, say R, since they share a cell. Then, they compute the same

digest H = h(R||C ||IDV ||IDS ). Therefore, the set HSV = HS ∩HV includes at least H .

This condition triggers the alarm.

SP2: L knows the position GV of V if and only if their proximity with S is detected.

This property refers to the privacy feature offered to V . In our threat model, we

assume L is honest-but-curious, in the sense that it performs legally the step of the

protocol, but attempts to leak the privacy of V .

We show that this property is guaranteed by our solution.

Concerning the if-part, by definition of the protocol, when the proximity be-

tween V and S is detected, V voluntarily provides their coordinates GV to L.
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Consider now the only if-part. According to the assumption, L is honest-but-

curious. Therefore, we assume L attempts to discover the position of V from the

information provided by them. The only information V sends L is the set of digest

HS . Each element H ∈ HS is in the form H = h(R||C ||IDV ||IDS ). From H , L may at-

tempt to discover C, as it represents approximate information about the location of

V .

Even though L knows IDV and IDS , the presence of the salt R prevents dictionary

attacks performed on the domain of the centroids. Therefore, L is not able to reverse

the hash function and detect C.





6

A Centralized Contact-Tracing Protocol for the

COVID-19 Pandemic

The pandemic emergency brought out the importance of the concept of proximity between

people and many strategies have been used to counter and restrain the spread of COVID-

19. This Chapter focuses on the topic of digital contact tracing (DCT), in particular prox-

imity tracing, as an important, effective and privacy-preserving measure for curbing the

spread of pandemic disease outbreaks. As DCT systems can handle highly private infor-

mation about people, great care must be taken to prevent misuse of the system and ac-

tions detrimental to people’s privacy, up to and including mass surveillance. We propose

a new centralized DCT protocol, called ZE2-P3T (Zero Ephemeral Exchanging Privacy-

Preserving Proximity Protocol), which relies on smartphone localization but does not give

any information about the user’s location and identity to the server. Importantly, the fact

that no exchange of ephemeral identities among users is required is the basis of the strong

security of the protocol, which is proven to be more secure than the state-of-the-art ap-

proach, i.e., DP-3T/GAEN.

6.1 Introduction

Pandemics such as COVID-19 present large-scale crises that require collective action

at the societal level to be contained, including the use of digital technologies. Digi-

tal contact tracing (DCT), in particular proximity tracing, is an important, effective,

and privacy-protecting measure to stem the spread of pandemic disease outbreaks

[144]. Contact tracing is a public health practice to identify and notify those people

who had contact with an infected person during their contagious period. Conven-

tional and manual contact tracing relies on people’s recollection and does not scale

well in episodes of rapid viral spread [64]. DCT should be considered as a comple-

mentary task with respect to traditional contact tracing because it is able to identify

contacts that escape the investigation activities carried out by contact tracers (for

example, whether they regard contacts with people unknown to the index case).

In addition, the specific characteristics of COVID-19 infection (variable symptoms,
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frequent asymptomatic carriers, and incubation times relatively short) require faster

detection of at-risk contacts than traditional contact tracing. DCT represents one of

the weapons that information technology can provide to fight the pandemic, along

with other digital weapons pursuing different goals, such as early diagnosis [167, 25]

or early warning [129]. The role of digital contact tracing to control the spread of

the COVID-19 pandemic has recently been studied [87, 171]. Many countries adopt

DCT systems that use Bluetooth Low Energy (BLE) proximity measurements (e.g.,

[10, 12, 11]) and rely on the exchange of ephemeral identifiers, which are pseudo-

random self-generated numbers designed to be unlinkable to each other and with

the real identity of the user. In the European Union, the prevailing protocol is DP-3T

(Decentralized Privacy-Preserving Proximity Tracing) [166], typically implemented

via GAEN (Google-Apple Exposure Notification) [20]. DP-3T/GAEN is decentralized

(i.e., does not delegate contact detection to a server) and does not utilize localiza-

tion systems (such as GPS) to detect proximity, but only BLE. On the other hand,

localization-based approaches lead to concerns about privacy, as witnessed by the

recent act of the European Union that disapproves the use of GPS [60].

Concerns about privacy still remain an open issue, due to the fact that DCT han-

dles sensitive information about people, and any systemmisuse or action harmful to

’s people’s privacy (up to mass surveillance) should be prevented [30]. Privacy con-

cerns are the main reason people are hesitant to use DCT systems. Beyond the risk-

based perspective, according to which the most current solutions could be consid-

ered secure enough (and thus promoted among citizens to contrast the pandemic),

any step ahead in terms of security and privacy in the context of DCT is desired.

A number of vulnerabilities have been reported about DP-3T/GAEN [23, 170, 26],

which can lead to break protocol integrity and users’ privacy. A number of specific

concerns about privacy regard GAEN [97], about data that are transmitted to the

back-end servers of the Google ecosystem. Privacy and security problems can be se-

rious obstacles to the massive adoption of DCT. On the other hand, the effectiveness

of DCT depends strictly on this factor. If the system is not adopted by the largest

number of people, then it may give very limited benefits to the fight against the pan-

demic. This chapter arises precisely from thesemotivations.We address this research

question with the aim of defining an alternative approach that overcomes the most

drawbacks of DP-3T/GAEN. To understand this, we start with the observation that

the basis of most of the attacks reported in the literature on DP-3T/GAEN is that,

through BLE, smartphones exchange ephemeral identifiers. They are pseudonyms,

but uniquely associated with individuals, and not under the exclusive control of the

individuals with whom they are associated. It is rather intuitive that, to avoid the

exchange of ephemeral identifier, a centralized approach could be adopted in which
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a server collects the positions of smartphones and, thus, detect the proximity of indi-

viduals. However, this solution would be much worse from the privacy perspective,

because the server would continuously track people.

In this chapter, we face the challenge of centrally detecting the proximity of in-

dividuals, thus avoiding the exchange of ephemeral identifiers, without providing

the server with any information that enables it to track people. The goal we pursue

is to design a centralized approach that, unlike those existing in the literature, does

not provide the server with tracking capabilities. Consequently, since the exchange

of ephemeral identifiers is no longer necessary, the drawbacks of DP-3T/GAEN are

thus solved and no new security and privacy issues are introduced, resulting in a

solution definitely better than DP-3T/GAEN.

To achieve the above goal, we rely on the availability of an effective localization

system (the technologies for this are already mature and very near advances are ex-

pected with 5G and 6G). The proposed centralized protocol is called ZE2-P3T (Zero

Ephemeral Exchanging Privacy-Preserving Proximity Protocol). Unlike DP-3T/GAEN,

the proposed protocol does not rely on the exchange of (even pseudonym) identities.

Despite the use of localization, by using some cryptographic obfuscation mecha-

nisms, our protocol does not allow the server to track people. Moreover, since ZE2-

P3T does not use Bluetooth, users are not exposed to existing Bluetooth vulnerabili-

ties [8, 63]. We prove that ZE2-P3T is more secure than DP-3T/GAEN.

The original idea underlying this chapter has been presented in [41] in a much

simpler way. In this chapter, we propose a solution that strongly extends [41],

and which we presented in [43]. We reduced the workload server-side by mov-

ing the whole risk computation from the server to the client and we extensively

deal with the security analysis of the proposal. Specifically, we provide a theo-

retical framework that allows us to measure the security improvements over DP-

3T/GAEN in a quantitative way and across a multidimensional domain, composed

of three dimensions: (1) attacker’s type, (2) target’s type, and (3) range of the at-

tack. Therefore, unlike the empirical and brief security analysis provided in [41],

we prove formally the security of our approach by comparing it with the two de-

signs of DP-3T, and by also giving a measure of the security gap between the

protocols. Moreover, the empirical framework usually adopted in the context of

DCT, based on the enumeration of existing attacks, is also preserved and contex-

tualized within the above theoretical framework. Differently from [41], we provide

the implementation of the main modules of the solution as research demonstrators

(https://github.com/vincenzodeangelisrc/ZE2-P3T) that can be used as build-

ing blocks for a software system that fully implements our solution. Moreover, we
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exploited the implemented prototype to test the performance of our solution, by

verifying the feasibility of the server-side computation.

6.2 Related Work

One of themost difficult challenges that modern society has ever faced is the COVID-

19 pandemic. To counter and slow down the spread of the virus, new ways, new

strategies, and solutions are being sought every day, in every sector, from the eco-

nomic to the medical, from the political to the technological. Precisely, in the latter

field, researchers are investing their effort to propose, digital solutions for tracing

contacts that preserve privacy and that comply with current regulations. Existing

protocols and applications can be classified in many different ways, for example, on

the basis of the model on which they rely on. The model defines how the server is

used and which data are required (or stored) by it. There are three possible models

(1) decentralized, (2) centralized, and (3) hybrid [14, 158].

Decentralized Approaches. Several solutions decide upon a decentralized approach

(such as DP-3T [166] and the Google and Apple Exposure Notification System

[20]) to guarantee high privacy properties. The protocols that adopt the decen-

tralized architecture move the main features to the users’ devices. Obviously, in

this case, the server is minimally involved in the contact tracing process. The most

relevant protocol, among the decentralized models, is certainly the Decentralized

Privacy-Preserving Proximity Tracing (DP-3T) [166]. For this protocol, two designs

are defined (i.e., Low-Cost and Uninkable). In both designs, the protocol is based on

ephemeral pseudonyms (called EphIDs) sent via BLE which are registered by nearby

users. In Section 6.3, we will see in detail the operating principle of this approach.

Apple and Google [20] have teamed up to realize, on the respective Operating Sys-

tems (iOS and Android), an implementation of Low-Cost DP-3T, called Google Apple

Exposure Notification (GAEN). Several apps leverage the GAEN APIs, such as the

SwissCoviD [11] app released for pilot tests by the DP-3T team, the Corona-Warn-

App [67] (released in Germany), the Italian Immuni app [7], and the Aurora [51]

project.

Bluetooth-based decentralized systems, such as systems that rely on DP-3T/

GAEN, are vulnerable to the Paparazzi attack (which we will explain in Section 6.7)

and therefore can be exploited for mass surveillance [152]. In [23], the authors un-

veiled two decentralized systems, based on BLE, named Pronto-B2 and Pronto-C2.

These systems appear to be more resistant than DP-3T against mass surveillance

attacks. Both systems can optionally be implemented using blockchain technology,

but Pronto-B2 is designed to bemore efficient and practical. A research collaboration
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led by MIT has developed the Private Automated Contact Tracing protocol, named

PACT (East-coast) [145], which allows the user to also store extra metadata, such as

location information, to increase the accuracy of the system. Researchers from the

University of Washington proposed PACT (West-coast) protocol (Privacy-sensitive

protocols And mechanisms for mobile Contact Tracing) [50]. Compared with PACT

(East-coast), PACT (West-coast) saves storage space by storing fewer seeds than the

PACT (East-coast) app. PACT (West-coast), like all decentralized protocols, is also

susceptible to linkage and enumeration attacks [14]. Another decentralized system

is CAUDHT [36], which is based on distributed hash tables and blind signatures. The

entities involved are users, a distributed hash table (DHT), and the Health Authority

(HA), which has the role of confirmation of positive cases. TCN (Temporary Con-

tact Numbers) [55] is a decentralized protocol based on Bluetooth, which, to solve

the scalability problem, switches from purely random TCNs to TCNs generated de-

terministically from some seed data. The price it pays for greater scalability is a

reduction in privacy because the TCNs derived from the same report can be linked

together. The Covid-Watch app [4] follows the TCN protocol.

Furthermore, there are several decentralized DCT proposals based on IoT [164,

81], blockchain [134, 24, 16], or both [69]. The system proposed in [164] can be

configured to support different models, ranging from the fully decentralized to the

fully centralized ones. Note that most of decentralized approaches use Bluetooth. It

is important to highlight that switching on the Bluetooth interface of smartphones,

canmake the devices vulnerable to a number of attacks, also tailored to GAEN-based

digital contact tracing, as shown in [63].

Centralized Approaches. Several solutions choose a centralized approach, such

as NTK [163] and ROBERT [47] which have been developed inside Pan-European

Privacy-Preserving Proximity Tracing (PEPP-PT) [162]. In general, the advantage of

centralized approaches is to provide epidemiologists with more useful data, thus

allowing more effective actions to be taken to defeat the virus, but some scholars

fear that these systems could become a more intrusive massive surveillance tool for

governments [169]. PEPP-PT NTK is a proximity tracing system, based on BLE [163].

ROBust and privacy-presERving proximity Tracing protocol (ROBERT) is jointly de-

veloped by researchers at INRIA (France) and Fraunhofer (Germany) and has been

implemented in the French Stop-Covid app [9]. Just like DP-3T, NTK and ROBERT

are based on ephemeral pseudonyms sent via BLE that are registered by nearby

users, with the difference that the secret keys for calculating EphIDs are created

and handled by a back-end server and not from the user’s smartphone [15]. The

Altuwaiyan et al. solution, called EPIC, [18] is always based on Bluetooth technol-

ogy, and offers a fine-grained human-to-human contact tracing scheme with hybrid
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wireless and localization technology. EPIC introduces a matching method that uses

homomorphic encryption to match common wireless devices between the infected

and the other users. However, the system can suffer from serious privacy losses and

above all, it has scalability problems [56]. TraceTogether (Singapore) [12] and Covid-

Safe (Australia) [5] are based on the Bluetrace protocol [27]. The two apps have many

similar features but differ mainly in the lifetime of the EphIDs, as Trace-Together

uses a value of 15 minutes, while CovidSafe uses a value of 2 hours and, for this

reason, CovidSafe is more vulnerable to replay attacks [168]. In [135], the authors

propose a solution that resists replay attacks and, if location data are present, to re-

lay attacks (see Section 6.7). Some vulnerabilities of TraceTogheter can be found in

[54].

Hybrid Approaches.

Some approaches combine the characteristics of centralized and decentralized ar-

chitectures, such as DESIRE [48], ConTra Corona [33], and EpiOne [165]. However,

solutions based on Bluetooth technology present several vulnerabilities [8], also ex-

posing the contact-tracing apps to DoS attacks, as recently shown in [63]. A solution

to mitigate DoS attacks is presented in [52].

Another possible classification can be done on the basis of the capability of the

system to trace the user’s position. Indeed, location data can be useful for epidemi-

ologic analysis and also to capture the fact that COVID-19 can also be transmitted

through common environments or commonly touched surfaces [90] (indirect con-

tacts). Obviously, knowing a user’s location could come at a very high price in terms

of privacy. All the systems considered so far do not collect exploitable users’ loca-

tion information. However, despite privacy issues, this is a class of techniques well

represented in the literature.

User-location-aware approaches. In this class of techniques, some approaches com-

bine Bluetooth technology with GPS, and others rely only on GPS. Hamagen [6] is

based on decentralized architecture and it does not rely on logging encounters with

other users in proximity via Bluetooth. Instead, it cross-checks (locally on the user’s

smartphone) the GPS history of the smartphone with the historical-geographical

data of the cases identified by the Ministry of Health. If the application discovers

that a user has been in the same place and at the same time as a diagnosed case,

a notification is displayed on the user’s phone. However, Hamagen is vulnerable to

flaws in centralized data pool protection [99]. A similar principle is followed by the

COVID Safe Paths app [3]. The Aarogya Setu [1] is based on centralized architecture

and uses both Bluetooth and GPS. This app also collects location data (GPS coor-

dinates) and self-assessment data. [142] offers a solution on how to make contact

tracing centralized based on GPS data to preserve user privacy. The system uses a
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central party (HA) and applies multi-party computation (MPC) to achieve privacy.

However, these solutions are not scalable [56], due to the computational overhead

required by the adopted cryptographic protocols (i.e., MPC).

Our solution starts from the above reference framework, with the aim to over-

come the privacy and security issues of current decentralized solutions. Our ap-

proach is centralized and is based on privacy-preserving absolute position detection.

Concerning the location-aware class of methods, although our protocol requires that

users send their localization information to the server, this information cannot be ex-

ploited by the server for anything but contact detection. This happens because the

information is sent in an obscured form. Note that, our solution only relies on local-

ization technologies and does not require the use of Bluetooth. Therefore, it does not

suffer from the threats described in [63]. Concerning localization technologies, we

do not make a specific choice, by assuming that a precise indoor-outdoor technol-

ogy is available. This assumption is well-founded. Since smartphones are equipped

with GPS, WLAN, gyroscope, accelerometer, magnetometer, and other sensors, it is

possible to achieve high-precision localization. As we will see in more detail in Sec-

tion 6.4, the scientific literature clearly shows that these technologies are already

sufficiently mature to offer a precision (also seamless indoor-outdoor [107]) which

is much higher than that required for DCT, and much higher than that provided

by BLE proximity measurement [96]. Moreover, the immediate next future with 5G

and, then 6G, will allow even more precision in smartphone localization techniques

[35].

The novelty of our approach with respect to the existing literature is that our

protocol, differently from the other proposals based on the centralized model and

in favor of privacy, does not give to the server any information besides the fact that

some pairs of random numbers (associated with humans) are close to each other

somewhere in the territory. The specific novelty is that this is done without using

complex cryptographic protocols and, thus, with no server-side computational over-

head. Another important difference of our solution with respect to the relevant state

of the art is that Bluetooth is not required. This implies that, as observed earlier,

users’ smartphones are not exposed to the threats related to the usage of this inter-

face. But the real significance of the proposal strictly concerns the security aspects

of the protocol (apart from technological aspects), as it is clearly shown in Section

6.7. Indeed, we show that, in terms of security and privacy goals, our solution out-

performs the state-of-the-art protocol based on the decentralized model, which is

DP-3T/GAEN.



94 6 A Centralized Contact-Tracing Protocol for the COVID-19 Pandemic

6.3 Background and Motivations

As mentioned in Section 6.2, the DP-3T protocol [166] represents currently the pre-

vailing approach, especially in the European Union. Although DP-3T, likewise to

TCN [55], suffers from some severe disadvantages concerning users’ privacy, it is the

main reference approach because it is the state-of-the-art protocol adhering to the

decentralizedmodel, which is preferred to the centralizedmodel. Apple and Google,

in April 2020, released the Google Apple Exposure Notification (GAEN) framework

to facilitate the implementation of BLE-based contact tracing applications. GAEN

is basically an implementation of the Low-cost version of DP-3T. Several countries

(such as Italy, Switzerland, Germany, and Latvia) have chosen applications based on

GAEN (Immuni app [7], SwissCovid [11], CoronaWarnApp [67], Apturi Covid [2],

respectively) as the official contact tracing system. Therefore, it is certainly salient

to describe in detail how DP-3T-based solutions work. The basic idea is to install an

app on each smartphone and to use Bluetooth to interact with other nearby devices

to register the contacts. Hence, the actors involved in the DP-3T system are:

• The users in possession of a communication device (a smartphone equipped with

Bluetooth running the DP-3T app).

• The back-end server, which acts exclusively as a communication platform and

does not perform any processing aimed to identify contacts. Moreover, the pri-

vacy of users in the system does not depend on the actions of this server.

• The health facility, which is responsible for informing patients of the positive

test results, allows uploads from phones to the back-end and determines the

contagious window.

Both back-end server and health facility are assumed to be TTPs (Trusted Third

Parties), but they cannot be considered independent because they could be part

of the same National Health System.

The app broadcasts an ephemeral pseudo-random ID that represents the user and

also records pseudo-random IDs observed by devices in the immediate proximity.

After obtaining the approval of the health facility, if a user is tested positive for

COVID-19, they may upload some anonymous data from their smartphone to a cen-

tral server. Before uploading, all data remains exclusively on the user’s smartphone.

The DP-3Tmodel provides two decentralized proximity tracing designs: the first,

denoted as Low-cost, is a lightweight system at the cost of limited tracing of in-

fected patients, the second, denoted as Unlinkable, offers extra privacy properties

with a small increase in bandwidth. The first solution reveals minimal information

to the back-end server. Each smartphone generates an initial random daily key SKt

for the current day t and, every day rotates the secret day key SKt by calculating
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SKt = H(SKt−1), where H is a cryptographic hash function. Each smartphone uses

the secret key SKt during the day t to locally generate a list of ephemeral identifiers

(EphID)s that change frequently (every epoch with length l minutes). Therefore, at

the beginning of each day t, each smartphone generates locally a list of n = (24 ·60)/l

new EphIDis to be transmitted during the day t. Given the secret day key SKt , each

device calculates EphID1||...||EphIDn = PRG(PRF(SKt , broadcastkey)), where PRG is

a stream cipher, PRF is a pseudo-random function, and broadcast key is a fixed and

public string. The EphIDis are transmitted in random order and each EphID is trans-

mitted for l minutes. The EphIDs are broadcasted via BLE announcements (the sys-

tem relies on BLE beacons, whose payload is 16 bytes, which technically limits the

size of the EphIDs). These EphIDs are then locally stored (jointly with the corre-

sponding proximity, the duration, and an approximate indication of the time) by the

other nearby smartphones. Each smartphone stores the SK keys it has generated in

the last 14 days and the same happens for all the data and the EphIDs observed

and generated. A user who tested positive, only after obtaining authorization from

the health authority, may send to the back-end the key SKt and the day t corre-

sponding to the first day on which it was considered contagious. The back-end col-

lects the pairs (SKt , t) of the infected patients and periodically sends them to all the

other smartphones in the system. Given the key SKt , everyone can calculate all the

ephemeral identifiers EphIDs used by the infected patient starting from the corre-

sponding day t. The device determines the owner’s risk score using the risk-scoring

algorithm with its local records corresponding to the infectious EphID.

The second design (i.e., Unlinkable) offers better privacy properties at the cost

of a greater volume of downloads and storage space required by the smartphone.

The solution utilizes a Cuckoo filter [62]. The ephemeral identifiers of positive in-

dividuals are hashed and stored in a Cuckoo filter [62], which is distributed to

the users of the system. The smartphone draws a random 32-byte per-epoch seed

(seedi ) and generates the ephemeral identifier EphIDi for each epoch i: EphIDi =

TRUNCATE128(H(seedi )), whereH is a cryptographic hash function, and TRUNC

ATE128 truncates the output to 128 bits. Smartphones store the seeds correspond-

ing to all past epochs in the last 14 days. For each observed EphID, the smartphone

stores the hashed string H(EphID||i), the proximity, the duration, and an approxi-

mate indication of the time. The relevant aspect is that, unlike the previous solu-

tion, when a user is tested positive, they can choose the set of epochs I for which

they want to reveal their identifiers. In other words, they can selectively decide

which identifiers they want to communicate to the server. After the user’s decision,

the smartphone loads the set of pairs (i, seedi ). Periodically, the back-end creates a

new Cuckoo filter F and, for each pair (i, seedi ) loaded by an infected user, inserts
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H(TRUNCATE128(H(seedi ))||i) into the Cuckoo filter F and sends this filter to all

the smartphones in the system. The filter allows each smartphone to determine if

the user has been in contact with an infected person.

DP-3T suffers from several attacks (which will be described in detail in Section

6.7) that can compromise user privacy and potentially lead to undetectable mass

surveillance attacks [23]. This problem is the consideration from which we start as

the motivation of our paper. In fact, our paper tries to offer a new declination of the

centralized model overcoming the security and privacy drawbacks of DP-3T, with-

out introducing risks usually associated with centralized digital contact tracing at

feasible computational cost for the server.

To give the flavor of our approach, we give an overview of how our solution

works. Also in this scenario, we adopt the tag-grid-based approach presented in

the previous chapters. Therefore, the territory is virtually divided into overlapping

square microcells, whose size is of the magnitude of the safety distance. Thanks to

microcell overlapping, we guarantee that if two users, say Alice and Bob, are at dis-

tance less than the safety distance, they occupy at least one shared microcell. Each

microcell is represented by its centroid, so that Alice and Bob, autonomously (i.e.,

with no reciprocal interaction), identify at least one common centroid. Each smart-

phone sends the server, periodically, an ephemeral identifier along with the coordi-

nates of the centroids of all the microcells which it belongs to. Ephemeral identifiers,

as in DP-3T/GAEN, are changed according to a rounding protocol. However, whilst

in DP-3T/GAEN the smartphones store the ephemeral identifiers of the encountered

contacts (in such a way that anybody can be informed about past at-risk contacts), in

our protocol, smartphones do not exchange the ephemerals with other users. There-

fore, Bluetooth is not exploited by our solution (with positive impacts on security).

Observe that the fact that the smartphones send the coordinates to the server is not

an issue from the privacy point of view, because these coordinates are sent in a salted

hashed form, by using a salt broadcast by the telephone service provider and rounded

periodically. This way, the server cannot know where the centroid is located, be-

cause the salted hashed coordinates are not reversible and are always different. Once

an infection is reported, the server is able to detect all the contact at risk, by find-

ing groups of ephemeral identifiers associated with the same salted hashed centroid

within the same time slot. Indeed, this means that the smartphones were simultane-

ously in the same microcell. Thus, all these ephemerals are associated with users at

risk of contagion. The server has to broadcast these ephemerals. Every smartphone

can check if some of the received ephemerals is stored in the set of past ephemer-

als (recall that ephemerals are periodically changed) not older than the safety time

window (i.e., 14 days, according to WHO). If this is the case, then the user is alerted
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about the risk. In the example above, if Alice is tested positive, the ephemerals of Al-

ice of the last 14 days are notified to the server. Consequently, the ephemeral used by

Bobwhen they came into contact, will be included in the list of ephemerals broadcast

by the server. Therefore, Bob will be alerted by his smartphone. Regarding the in-

fection reporting, we specify that the notification of past ephemerals by the infected

user is done only if it is authorized by the health facility which tested the patient.

This is done by using a blind-signature mechanism to avoid that the health facility

can link the real identity of the patient with the transmitted ephemerals. Observe

that the smartphone has to keep only the ephemerals of the last 14 days. Actually,

some small additional information is kept by the smartphones to associate the alert,

if any, with a level of risk. Therefore, no significant storage overhead is required

to clients. Importantly, the fact that the ephemeral identifiers are never exchanged

among smartphones is the basis of the improvements of our protocol in terms of

privacy and security with respect to DP-3T/GAEN. This is clearly shown in the last

part of the chapter, when security aspects are addressed.

6.4 The Proposed Protocol

In this section, we describe the proposed protocol, named Zero Ephemeral Exchang-

ing Privacy-Preserving Proximity Tracing (ZE2-P3T, for short). As briefly anticipated

in Section 6.2, the protocol relies on the presence of a sufficiently precise localiza-

tion system utilizable with sensors on board of smartphones. Although this aspect is

not within the scope of this work, it is important to highlight that the availability of

such a system is not an abstraction. For example, the combination of GPS and PDR

(Pedestrian Dead Reckoning) [101] allows for both indoor and outdoor localization.

PDR is an algorithm that allows us to estimate the movement of pedestrians, using

MEMS sensors, i.e., accelerometer, gyroscope, and magnetometer, on board of the

smartphone. In particular, for indoor environments, there are differentmeasurement

techniques [159] such as Angle of arrival (AOA), Cell Identity (CI), Time of Arrival

(TOA), and Signal Strength (RSSI), or the Earth’s magnetic field. The usage of Earth’s

magnetic field is supported by results available in the literature like [57], which

presents a system able to guarantee a maximum positioning error of less than 10

cm in an internal environment. To achieve greater accuracy, new technologies such

as 5G and future developments, like 6G [35], can be used, also to obtain a continu-

ous localization service between external and internal environments [107]. Position-

ing accuracy can be significantly increased by using the features offered by 5G [49],

such as wider bandwidth (mmWave frequencies), data from a number of sensors and

technologies (WiFi, GNSS, relative device-to-device positioning, inertial measures,
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etc.), and a dense infrastructure. Furthermore, in 5G, many new technologies have

been proposed, such asmassiveMultiple InputMultiple Output (MIMO), millimeter

Wave (mmWave) communication, ultra-dense network (UDN), and device-to-device

(D2D) communication, which improve both communication performance but also

positioning accuracy [104]. Moreover, the new millimeter-wave technology, being

studied for 5G communication systems, will be able to provide centimeter-accurate

internal localization in a robust way [179]. 6G technology, following the trend initi-

ated by 5G systems, will continue to develop towards even higher frequency ranges,

wider bandwidths, and massive antenna arrays. This will also allow for localization

with a degree of accuracy at the level of the centimeter [35]. 6G technology, therefore,

will not only provide ubiquitous communications but will also enable high-precision

localization and high-resolution sensing services. Therefore, in the description of the

protocol, we generically refer to a localization system, without considering a specific

technology.

6.4.1 Protocol Setting

Also in this scenario, we use the tag-grid-based approach presented in Chapter 3, in

Section 3.2. Let G be a large geographical area, for example, a country, in which the

contacts among users have to be tracked. In our model, G contains several microcells

c such that:

1. they cover all the area G;

2. if the distance between two points x and y is less than a threshold parameter

d, then there exists a microcell which contains both x and y.

In our setting, the microcells are squares of side 2d organized as in Fig. 6.1. Re-

ferring to Figure 3.3, again in Chapter 3, in this case, we are considering the regions

associated with the leaves of the tree. Therein, we use different colours to better

highlight the different microcells (13 in total). It is easy to see that a point is always,

simultaneously, within two different microcells and that two points at a distance

less than d have a microcell in common. For example, in the figure, the point x is

within the blue and green microcells while the point y is within the red and green

microcells.

With each microcell c, we associate a point C called centroid corresponding to the

center of the square. The set of all the centroids is public and each user, through the

localization system, is able to identify the centroids associated with the two micro-

cells where the user is located.

The actors involved in our protocol are:
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Fig. 6.1: Microcells organization.

• The Users moving within the territory. Each user owns a smartphone equipped

with the localization system.

• The Server that receives the information sent by users’ devices and stores the

contacts in pseudonymous form (yet unlinkable).

• The Health Facility HF that performs the tests on the users to diagnose the dis-

ease and enables an infected user to send the information needed for infection

reporting to the server.

• The Telephone Service Provider TSP which, periodically, for each zone P (covering

a number of microcells), sends a different random RP (called salt) to all the users

in a zone. The zones cover the entire territory.

The role played by the first three actors is the same as DP-3T (even though they

act in a different way). We provide some details about the TSP. The general operating

principle is that presented in Chapter 3, obviously, in this chapter, it is adapted to the

context dealt with. The role of TSP is to provide an unpredictable value to the users

physically presents in a given zone. This value is used for salting the hash applied

to the centroid, in such a way that the digest cannot be reversed by the server (to

disclose the position).

We assume that every zone contains several microcells. As in real-life cellular

systems the coverage overlap is at least 1 meter, we can argue that if two users are

within the safety distance (of the magnitude of 1-2 meters, according to WHO), they

receive at least one common salt if d is fixed to the same value. Note that, due to the

overlapping of two zones P1 and P2, the same user can receive two salts RP1 and RP2 .
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RP is rounded by TSP with a certain frequency, which is a parameter of the sys-

tem (we assume that this can be set in accordance with the average permanence time

of a user in a zone).

For simplicity, we assume that this service is provided by a unique TSP (to avoid

to treat the problem of coordination of multiple TSP in overlapping cells) and that

the roaming mechanism can be enabled to ensure maximum coverage.

Before going into details, we provide some security assumptions.

• TSP, Server, and HF are assumed to be TTPs (Trusted Third Parties);

• TSP is assumed to be independent;

• HF and Server cannot be considered independent because they could be part of

the same National Health System.

In Section 6.7, concerning the adversary model, we relax the above assumptions

by giving to the above parties also the role of adversary.

We distinguish five logical phases in our protocol.

6.4.2 User-side Activity

Each τ seconds, each user U detects, through the localization system, the two cen-

troids C1 and C2 of the microcells in which they are located. Moreover, they detect

one or two salts provided by the TSP depending on whether the user is located just in

a single zone or in the overlapping between two zones. We consider the more general

case of two salts RP1 and RP2 .

For each pair of centroid-salt, the user builds a tuple of the form T = ⟨Eph,H, (ρ,

θ), t⟩. Eph is said ephemeral identifier, H , when the context is clear, is called simply

digest, (ρ,θ) are called coordinates, and t is called timestamp.

We show in detail how these tuples are built in the most complex case of four

tuples:

1. T1 = ⟨Eph1,H11, (ρ1,θ1), t⟩,

2. T2 = ⟨Eph2,H21, (ρ2,θ2), t⟩,

3. T3 = ⟨Eph3,H12, (ρ1,θ1), t⟩,

4. T4 = ⟨Eph4,H22, (ρ2,θ2), t⟩.

where Ephi (1 ≤ i ≤ 4) is a random value, Hij = h(Ci ||RPj ) (i, j ∈ {1,2}) denotes the

application of a cryptographic hash function on the concatenation between a cen-

troid and a salt, (ρi ,θi ) (where i ∈ {1,2}) are the relative polar coordinates of U with

respect to the centroid Ci , and t is the current UNIX timestamp (the same for all the

four tuples).
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Fig. 6.2: Sequence diagram of the user-side activity.

These four tuples are stored locally by U for a given time interval, that we call

retention time, (e.g., 14 days, according to the original recommendation given by

WHO). Observe that in the case that a single salt RP1 is retrieved by Ux, just the first

two tuples are generated.

As discussed in Section 6.7, the role of the salt is to avoid dictionary attacks

performed by the server with the aim to identify the centroids (and then the location)

of the users.

Now, for each tuple T = ⟨Eph,H, (ρ,θ), t⟩, a restricted tuple ÅT = ⟨Eph,H,t⟩ is sent

to the server, accordingly the restricted tuples do not include the relative coordinates

of the users. Their function is to improve the accuracy of the risk computation as

discussed in Section 6.4.6 that is performed client-side and only in case of need.

The sequence of actions performed in this phase is reported in the sequence dia-

gram of Figure 6.2.

6.4.3 Server-side Activity

We assume a time slot mechanism is enabled. Specifically, the time is partitioned in

time slots τk = [tk , tk+1[, where tk and tk+1 are UNIX timestamps such that tk+1−tk = τ.

The size of the time slot is a constant value equal to the sending period of the users.
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Fig. 6.3: Sequence diagram of the server-side activity.

For each received restricted tuple ÅT = ⟨Eph,H,t⟩, the server verifies that the cur-

rent UNIX timestamp is not too greater than t and retrieves the time slot τk such that

t ∈ τk . Then, it builds a clustered tuple T̃ = ⟨Eph,H,τk⟩. The term clustered derives

from the fact that the server maintains, for each time slot τk , a list of contact clusters.

A contact cluster is a set of clustered tuples with the same time slot and same digest.

A contact cluster represents a set of users that shares a centroid in the same time

slot, i.e., users experienced unsafe contacts.

To avoid the inflationary growth of the server-side database size, the server main-

tains only the information of the last X days (with X suitably greater than the reten-

tion time).

The sequence of actions performed in this phase is reported in the sequence dia-

gram of Figure 6.3.

6.4.4 Infection Reporting

Suppose the user U is tested positive for the infection in the health facility HF. The

infection reporting requires that U sends the server the non-restricted tuples gener-

ated as described in Section 6.4.2 in the last X days, where X is the retention time.

We denote by T the set of such tuples.

In order to avoid fake positive reports, U needs authorization by HF. We rely

on a 1024 bits RSA blind signature scheme. As discussed in Section 6.7, the blind

signature also avoids that, even though the server colludes with HF, it is not able to

link all the provided tuples to the real identity of U . The procedure is the following.
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Fig. 6.4: Sequence diagram of the infection-reporting phase.

First,U generates a random α of 1024−256 = 768 bits and obtainsM = α||h(α), where

h denotes the application of a cryptographic hash function with digests of 256 bits

(e.g., SHA-256). At this point, U contacts HF to obtain the RSA blind signature on

M . This is done by sending HF an obfuscated message obf (M) unlikable to M . Let

denote by Q the message with blind signature produced by HF. U unblinds Q and

obtains the signature of HF σ(M) on M . Finally, at a later moment, U sends σ(M)

and all the non-restricted tuples they locally stored in the server.

The server verifies the signature and checks that M = α||h(α). To avoid replay

attacks, the server burns the random M , so that it cannot be used anymore.

The infection-reporting procedure is summarized in the sequence diagram of

Figure 6.4.

6.4.5 Contact Detection

After receiving a set of tuples T by an infected user, the server performs the follow-

ing actions. For each tuple T ∈ T with T = ⟨Eph,H, (ρ,θ), t⟩, the server retrieves the

time slot τk such that t ∈ τk . Then, it retrieves the contact cluster C associated with
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Fig. 6.5: Sequence diagram of the contact-detection phase.

the digestH . If two distinct tuples fall within the same time slot, the server randomly

chooses one of them and skips the other. This is done to avoid that a malicious user

can fictitiously increase the number of ephemeral identities corresponding with that

infection reporting. For each clustered tuple T̃ = ⟨Eph′ ,H,τk⟩ ∈ C with Eph′ , Eph,

the server builds a contact tuple T̂ = ⟨Eph′ ,H,τk , (ρ,θ)⟩ that includes the relative co-

ordinates of the infected user.

The set of all the contact tuples, is included into a single file, called say CT (con-

tact file) collecting all the information about the infection reports regarding other

infected users. The file is transmitted in broadcast periodically, and then erased in

order to collect the new infection reports.

The contact-detection phase is summarized in the sequence diagram of Figure

6.5.
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Fig. 6.6: Sequence diagram of the risk-computation activity.

6.4.6 Risk Computation

After receiving the contact file CT , each user Uy performs the following actions.

For each contact tuple T̂ = ⟨Eph′ ,H,τk , (ρ,θ)⟩ ∈ CT , Uy retrieves, if any, a tuple T =

⟨Eph′ ,H, (ρ′ ,θ′), t⟩, i.e., a tuple with the same ephemeral identifier (and the same di-

gest H). Then, it generates the pair R = (d,τk), where d =
√

ρ2 + ρ′2 − 2ρρ′cos(θ −θ′).

R represents a contact between Uy and an infected user in the time slot τk at a dis-

tance d. We denote by R, the set of all the pairs computed by Uy The risk value r for

Uy is a function of R.

We do not focus on the function r for the computation of the risk level since it

depends on several medical factors. We can say that the function increases as the

cardinality of R increases and it decreases as the distances between users increase.

Moreover, consecutive time slots represent a prolonged contact, then a higher risk.

We just remark that all the information typically used to evaluate the risk in

digital contact tracing solutions is available also in our model.

The sequence of actions performed in this phase is reported in the sequence dia-

gram of Figure 6.6.

6.5 Implementation and Experiments

In this section, we describe the experimental environment, the prototype we devel-

oped to validate our proposal, and the experimental procedure we followed.
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6.5.1 Experimental Environment

The experiments conducted are aimed at analyzing the performance of our protocol.

To conduct our experiments, we used a prototype implementing our solution whose

description is given in Section 6.5.2.

To have realistic results, we leveraged the Thomas Brinkhoff data generator [37]

to simulate n users moving in a city. As city we choose the default city of the simu-

lator, which is Oldenburg (Germany). The Thomas Brinkhoff data generator uses a

discrete time model to simulate different moving patterns of objects (belonging to

different classes) in real networks. To test the growth of clients we developed a java

multi-thread application in which each thread implements the part of the (android)

client-side prototype responsible for the communication with the server.

Our experiments were performed by employing a personal computer equipped

with 1.8 GHz Intel i7-8850 CPU and 16 GB of RAM.

Before discussing the experimental procedure, in the next section, we describe

how we implemented the prototype.

6.5.2 Implementation

In this section, we describe the prototype we developed, which implements the main

functionalities of ZE2-P3T. The source code of this implementation is available at

https://github.com/vincenzodeangelisrc/ZE2-P3T. Compared with the previ-

ously presented protocol, the prototype includes some optimizations client-side (see

below for detail), that should be disabled in order to refer to the security features

shown in Section 6.7.

The implemented modules are three: (1) Client, (2) Health Facility, and (3) Server.

Client Module

The Client module is a mobile Android application written in Java. We report two

screenshots of the Welcome page (written in Italian) in Figure 6.7.

The application includes two Activities. The Welcome Activity has only graph-

ical functions and shows some alerting messages. The core of the module is the Main

Activity that implements the ZE2-P3T protocol (i.e., generation of the ephemeral

IDs, retrieval of the centroids, and sending information to the server). The retrieval

of the salt from the TSP is simulated. A full implementation of this feature would

require the collaboration of a telephone service provider to set the technological de-

tail regarding the transmission of the salt. We plan to implement it as future work,

by involving in our experimentation also industrial partners (this is the reason why,

at moment, the interface of the application is developed in Italian). The application
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Fig. 6.7: Screenshots of the Welcome page.

also includes a Foreground Service that allows the users to note that some opera-

tions are performed by the app and consume resources of the system.

The Notification Exposure component implements the client-side activity of

the infection-reporting phase described in Section 6.4.4. The generation of the ran-

dom α of 768 bits is performed through the class SecureRandom and the selected

hash algorithm is SHA-256.

As mentioned earlier, the code of the Client module includes some optional op-

timization features, differentiating the implementation from the protocol presented

in Section 6.4. These features are based on BLE and have the aim to reduce the effort

performed client-side and server-side. In particular, the idea is to use BLE to detect

the proximity of the users and to send data to the server only in this case (instead of

the periodical sending). Even though some information are exchanged through BLE

between users, they do not include the ephemeral IDs (thus, preserving, in principle,

the security features offered by ZE2-P3T). However, no formal analysis is conducted

about this aspect (planned as a possible extension of the protocol and future work).

Therefore, in the current state, the BLE component should be disabled to have se-

curity guarantees. Certainly, enabling the BLE interface exposes our application to

attacks such as those reported in [63].
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Health Facility Module

The HF module is a web application implemented in Java by relying on the Servlet

technology. The servlet BlindSignature simply receives the message to sign from

the client module, invokes the method calculateSignatureOfMessage, and returns

the signed message to the client module.

The core of the HF module is the Health Facility class that contains the

method calculateSignatureOfMessage. It implements the standard RSA blind sig-

nature. For the final implementation of the system, we plan to exploit tested cryto-

graphic libraries.

Server Module

Also the Server module is a web application implemented through the Servlet tech-

nology.

It includes two servlets (RestrictedTuplesReport and InfectionReporting)

and six classes (Tuple, RestrictedTuple, Clustered Tuple, ContactTuple,Key,

and ContactClusters). The first four classes, as the names reveal, represent the

four types of tuples present in our protocol. The class Key is an accessory class rep-

resenting the key of a HashMap contained in the ContactClusters class. Such a

key is composed of a time slot and a digest. The HashMap is of the type Concur-

rentHashMap that is thread-safe, so that multiple parallel requests coming from the

clients can be managed. This HashMap associates each Key with a Set of Contact-

Tuple representing a contact cluster as defined in Section 6.4.3.

Also the Set of Contact Tuples is obtained as a particular implementation of a

ConcurrentHashMap to be thread-safe.

The core of this module is represented by the two servlets. The servlet Restrict-

edTuplesReport implements the server-side activity of Section 6.4.3. It is called by

the users to provide the server with the restricted tuples sent periodically. From

these tuples, the servlet retrieves the contact tuples and fills the HashMap of the

class contactClusters. In addition, periodically, at each time slot, the HashMap is

emptied and its content is stored in a back-end database. In the provided implemen-

tation, we rely on MySQL 8.0. As optimization, if a Contact Cluster contains just a

restricted tuple (i.e., there is a single user in a microcell in a given time slot), it is not

stored in the database.

The servlet InfectionReporting implements the server-side activity of Section

6.4.4 and Section 6.4.5. This servlet receives the non-restricted tuples by the positive

users and detects the contacts by the database. Then all the contacts (along with
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those produced by other infected users) are stored in the contact file that will be

downloaded periodically by the users.

6.5.3 Experimental Procedure

In this section, we describe the experimental procedure we followed to test our pro-

tocol. The experiments aimed at validating the feasibility of our proposal. Observe

that, client-side, the smartphone has to perform very cheap autonomous operations.

Indeed, the smartphone, during the standard client-side activity, is required to per-

form:

1. detection of (at most) two centroids and salts;

2. computation of (at most) 4 digests;

3. sending of (at most) 4 restricted tuples to the server.

Also the number of operations performed during the infection reporting phase is

small. It generates a random number, computes an obfuscated message for the blind

signature, unblinds the message returned by the health facility, and uploads some

tuples to the server. Regarding the contact detection phase, after downloading the

contact file, the client has to find its ephemerals in this file to find.

Obviously, considering the standard computational capabilities of current smart-

phones, the above operations are definitely feasible.

A similar consideration can be done for the operations performed by HF.

Therefore, the experiments focused on the tasks performed server-side. Indeed,

being our approach centralized, the server-side component of the computation could

represent, in principle, an issue of the solution, also because the application should

be designed for a huge number of clients. Through the performed experiments, we

show that, even with limited computational resources (i.e., a standard PC), the com-

putation can be performed also for a high number of users. On the other hand, for

how they are designed, the experiments can be also view as an operational method to

size the server-side computational and storage resources in function of the operation

conditions.

In our experiments, we considered an observation window of 14 days. This value

represents the retention time (see Section 6.4) after which the data produced by users

are discarded. Then, we set the time of the time slots τ (sending period of the users)

equal to 5 minutes, the same as DP-3T/GAEN. The size of the microcells in which

the territory is partitioned is 2x2m2.

Two types of experiments have been performed.

In the first experiment, we analyzed the server-side computation during the stan-

dard client-side and server-side activities.
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In particular, we simulated a number n of users, moving in the city of Olden-

gurb through the Thomas Brinkhoff generator, who, at each time slot, transmit their

restricted tuples to the server.

A graphical representation of the city and users is depicted in Figure 6.8.

Fig. 6.8: Users distribution in the Oldengurb city.

Due to the limited computation power of the employed PC, we considered a

number of users n ranging from 100000 to 600000. However, we show in Section

6.6, both analytically and experimentally, that the processing time increases linearly

with n. Then, it suffices to employ a multi-core CPU to easily manage some millions

of users.

Through the multi-thread application, we generated each 5 minutes (size of the

time slot), the parallel requests coming from the n users and measured the process-

ing time server-side.

In the second experiment, we analyzed the server-side computation time during

the infection reporting phase. Specifically, we varied the number I of infection re-

porting requests performed by the users positive to COVID-19 in a given interval of

time T and measured the processing time server-side. For uniformity, we consider I

as the number of infection reporting requests performed in 5 minutes.
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Moreover, we evaluate the quantity of bytes required to maintain the data in: (1)

central memory of the server, (2) secondary memory of the server, (3) the contact

file.

(3) is themost critical factor, since this file is downloaded periodically (e.g., daily)

by the users. Then, we proposed an improvement which is applicable if the exact

polar coordinates of the positive users are not stored in the file. The idea is to store

an approximate version of these coordinates. In particular, we split each microcell in

t subcells and include in the contact file just the identifiers of the subcells in which

the positive users are located.

This way, the ephemeral identifiers of the contact tuples are concatenated with

the identifiers of the subcells and can be efficiently stored in a Bloom filter [160].

A Bloom filter is a probabilistic data structure used to test whether an element is

a member of a set. The probabilistic nature of the data structure regards only false

positives, which are possible. Instead, false negatives are not possible. This property

makes Bloom filters suitable for our application. Indeed, it works in favor of safety.

However, to minimize false positives, we set the false positive probability to a very

low value, namely 10−6. This, in practice, means that there are no false positives.

With Bloom filters, we drastically reduce the size of the contact file.

Client-side, when the contact file is downloaded, the smartphone can check if

one of its ephemeral identifiers is in the contact file by testing all the t subcell iden-

tifiers. In our setting, we choose t = 16 , i.e, we split the microcell into 4x4 subcells

each of side 50cm. This value allows us not to pay a relevant price client-side (16

searches in the Bloom filter per ephemeral). Once the subcell is retrieved, the client

computes the distance between the locally stored coordinates and the center of the

subcell. Observe that given the small size of the subcell, the computed distance is

quite accurate.

Another point to take into consideration is whether the use of the Bloom filter in-

troduces a server-side computational overhead during the infection reporting phase.

Then, in the experimental procedure, we repeated the second experiment by includ-

ing the Bloom filter. As we will see in the next section, the adoption of Boom filters

does not introduce drawbacks server-side.

6.6 Results

This section has a dual purpose. First, we perform a (space and time) cost analysis

of the server-side tasks considered in Section 6.5.3. The cost analysis allows us to

foresee the scalability of our solution, since, basically, we obtain costs that grow
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linearly with the size of the input. Through experiments, we give the exact costs in

the considered experimental setting, which confirm the above prediction.

6.6.1 Cost Analysis

We start by considering the time required server-side to process the requests coming

from the clients during the client-side and server-side activities (first experiment of

Section 6.5.3).

Each τ seconds, each client provides the server with at most 4 restricted tuples.

In the proposed implementation, each tuple is inserted in the HashMap with con-

stant cost. By considering n users, there are (at most) 4n insertions per time slot.

Finally, the content of the HashMap is stored in the database. We set a Hash index

on the Digest attribute of the restricted tuple, so that both the insertion and the

search of a tuple require constant cost. Then, the time to store the HashMap in the

secondary memory is proportional to the size of the HashMap (i.e., at most 4n). We

can conclude that the computational cost required server-side per time slot τ isO(n).

Clearly, as we will discuss in the next section, the transfer from the HashMap to

the database is the dominant operation. Furthermore, observe that this linear growth

occurs until the required time is less than the time slot size (i.e., 5 minutes). Indeed,

above this threshold, a new burst of requests reaches the server before it ends to

process the previous burst, and then, the performance degrades. Also this point is

discussed in the next section.

Consider now the processing time required during the infection reporting phase.

When an infection reporting request reaches the server, it performs a query on

the database to find the contact tuples associated with a given digest and time slot.

To improve the performance, we included the time slot in the digest itself, so

that the search can be done efficiently by digest. Being the Hash index built on this

attribute, the search cost of a single digest is constant.

We recall that an infected user reports the tuples which they generate in the

previous 14 days. This number of tuples is constant and independent of the total

number of users.

After performing the search, the query result is stored in a file (or in the Bloom

filter). Even though, in principle, this cost depends on the size of the query result,

we can say that this number is very small (almost constant) compared with the total

number of users. Indeed, it depends on the number of users simultaneously present

in a microcell of 2x2m2, which is obviously very small.

Then, the search cost of a single infection reporting is O(1). Then, given I infec-

tion reporting requests per time slot, time required to the server to solve them is
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O(I ). We observe that, also by enabling the Bloom filter, the insertion cost of a sin-

gle ephemeral is constant. Then, asymptotically, the cost remains O(I ). However, we

experimented a small difference by comparing the actual costs of our solution with

and without the Bloom filter, respectively.

Consider now the space required to store the data of our protocol. To be general,

we denote by X the observation time (i.e, 14 days) in seconds, and by τ the size

of the time slot in seconds. Moreover, we denote by k the average number of users

simultaneously present in a microcell.

First, in the central memory the server loads the Hash Table, which is emptied

at each time slot τ, and the contact file, which we assume is downloaded (and then

emptied) daily by the users.

Regarding the size of Hash Table, consider that, each τ seconds, at most 4 · n

restricted tuples have to be inserted. If we denote by x the size (in bytes) of a single

restricted tuple, the maximum space required for the Hash Table is 4 ·n · x bytes.

Consider now the storage space required in the secondary memory. Since it con-

tains the tuples stored in the last 14 days (X seconds) by the users, this space will

be 4 ·n · Xτ ·x. Actually, the tuples generated by users who do not share any microcell

with other users, are not stored. Then, the above analysis represents the worst case.

Finally, consider the contact file. The size of this file depends on the number of

contacts of the users in the last 14 days. We start by considering that a single positive

user reports all the tuples they generate in X seconds i.e., 4 · Xτ . For each tuple, other

k − 1 (clustered) tuples are retrieved by the secondary memory.

Then, the contact file will contain 4 · Xτ · (k − 1) contact tuples per positive user.

If we denote by y the size of a contact tuple and by i the average number of

positive users (per day), we have that the size of the contact file will be: 4·Xτ ·(k−1)·i ·y.

If we adopt the Bloom filter, the size of the file can be computed through the

standard formulas. In particular, given the (maximum) number of elements to be

included in the filter and the probability of false positives, we can obtain the size in

bytes of the filter (and the optimal number of hash functions to set).

Specifically, given d elements to include in the filter and a false positive proba-

bility p, the size of the filter will be [160]: − d·ln(p)
(ln2)2 .

In our setting, d = 4 · Xτ · (k − 1) · i.

As we will see in the next section, in practice, the size of the contact file is dras-

tically reduced by the use of the Bloom filter.
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Fig. 6.9: Computational time required for the server-side activity.

6.6.2 Experimental Results

Now, we can describe the results we obtained through our experiments. The plot

in Figure 6.9 shows the computational time required to the server to process the

requests coming from n users in a time slot.

We observe that the time increases linearly with the number of users. This is co-

herently with the previous analysis. This happens until the time reaches the time slot

size (green line in the plot). After this threshold, non-linear effects are present, due

to the fact that a new burst of tuples reaches the server before it processes entirely

the previous burst.

During the experiment, we observed that the transfer time of the Hash table from

the central memory to the secondary memory represents about the 90% of the total

time required to the server during this phase. The other 10% of the time is spent to

process the incoming requests and store the tuples in the Hash Table.

This plot also shows that the personal computer used for the experiments, de-

spite its standard capabilities, is able to manage up to 300000 users. Then, by con-

sidering the linear increase, a dedicated platform (possibly in the cloud) can easily

manage millions of users. Actually, the above experiments, thanks to threshold anal-

ysis, provide a method to size the resources server-side.

Consider now the infection reporting phase whose results are reported in the

plots of Figure 6.10.

Therein, we show the computational time required to the server during an infec-

tion reporting when we enable the Bloom filter and when we disable it.
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SS

Fig. 6.10: Computational time required during the infection reporting phase.

The server computational time is reported as a function of the number of infec-

tion reporting requests I arriving in a time slot. In accordance with the cost analysis,

we have that until the computational capacity of the employed PC is not saturated,

the growth of the time is linear in I with and without the Bloom filter.

The computer used for experiments is able to manage up to 2000 requests per

time slot. Observe that, the introduction of the Bloom filter (blue line) has a minimal

impact on the performance until this value is reached.

We want to highlight that 2000 requests per time slot correspond to 576000 in-

fected users per day. By relying on the aggregate data on the pandemic available at

https://github.com/CSSEGISandData/COVID-19 [59], we observe that in the peak

period (January 2022), by considering just the countries with the most daily cases

(in relation to the population), we have a daily rate of positively of 0.2%. This means

that only a personal computer is able to manage about 288 millions of users. Thus,

the infection reporting phase is definitively not critical.

We conclude by estimating the actual space required by our solution.

Considering the Hash Table, since each restricted tuple includes a 32-bytes di-

gest, an 8-bytes ephemeral, and a 16-bytes time slot, the size of each restricted tuple

is x=56 bytes.

For n = 10 millions of users, the Hash Table requires a space of 4 · n · x = 2.24 GB

that perfectly fits in the central memory of a standard personal computer. Clearly,

we have to add the size of the contact file that resides in the central memory too.
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Table 6.1: Space cost analysis.

Regarding the storage required in the secondary memory, it is the same as the

central memory multiplied by X
τ =4032. This corresponds, for n = 10 millions, to

9.03 TB (again, a feasible value for standard storage devices).

The main bottleneck is represented by the size of the contact file. Indeed, the

contact file should be downloaded periodically by the users. If we do not use the

Bloom filter (to include the exact polar coordinates of the infected users), we recall

that the size of the contact file is 4 · Xτ · (k − 1) · i · y.

We set k = 1.5 users per microcells simultaneously (it means that for half of the

time a user is alone in a microcell and for the other half the user is with another

user). Then, given i = 0.002 · n and y = 16 bytes (we include in the contact file just

the ephemeral ID of 8 bytes and the two coordinates of 4 bytes), we have that for 10

millions of users, the size of the contact file will be of 2.62 GB. Even though it can be

stored in the central memory, it is unrealistic that a user downloads such a size each

day.

Then, without the adoption of the Bloom filter, a realistic number of users that

can be supported is 1 million leading to a size of the contact file of 262 MB.

If we introduce the Bloom filter, we reduce this size. In particular, given a false

positive report probability of 10−6, we obtain that the size of the contact file for n =

1 million is 57,51 MB and the size of the contact file for n =10 millions is 575,1 MB.

These results are summarized in the table reported in Table 6.1.

6.7 Security Analysis

In this section, we provide a security (comparative) analysis of ZE2-P3T and DP-3T

protocols. In Section 6.3, we explained the protocol DP-3T and its designs, namely

Low-Cost and Unlinkable. We start by introducing the following assumptions.

A0 In the adversary model, TTPs can play as attackers.

A1 In the adversary model, two independent TTPs cannot collude.

A2 A sybil attack [22] proliferating fake users even with a passive role cannot require any

action from the side of any non-attacker TTP.
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Note that Assumption A1 implies that TSP and server (in ZE2-P3T) cannot col-

lude. Indeed, they are independent TTPs. We emphasize the fact that, to be really ap-

plicable Assumption A1, the selection of the two parties should guarantee truly mu-

tual independence. Furthermore, by considering that we can expect that the server

is managed by a government institution, it is not realistic that a government col-

ludes with the major telephone company of the country without risking that this

attempt is discovered and results in dramatic consequences for the public opinion.

To further prove that Assumption A1 conforms to the facts, observe that, while as-

suming that a single entity is an attacker might just mean that one or more insiders

(i.e., malicious employees) break the rules, the collusion of two independent entities

would require the malicious coordination between the entities, and the consequent

continuous communication. Probably, some top managers (maybe CEOs or CISOs)

of the two organizations should be involved. When the scope of the malicious activ-

ity goes outside the perimeter of a single organization and crosses two independent

organizations it is much more difficult to keep the activity secret for a long time.

Furthermore, due to the high-level profile of the organizations we are considering

in our solution, the risk (in terms of impact) of the disclosure (also ex-post) of ma-

licious activities, would likely lead the involved organizations to default, and very

serious legal consequences. Assumption A1 is not applicable to DP-3T because the

two TTPs (HF and server) are not independent. Then, in our adversary model, for

both protocols, the collusion between HF and the server is allowed.

AssumptionA2means that, in ZE2-P3T, only a limited number of malicious SIM-

cards can be activated provided that TSP is not an attacker. The assumption is quite

realistic. At least in the countries in which crime is contrasted, to enable a SIM-card,

you should register a real-life person with an ID document. Without the collabora-

tion of the TSP, for an adversary, it would be not simple and very dangerous from a

legal point of view to obtain many fake SIM-cards. Even though a black market with

stolen/fake SIM-cards could exist, the TSP immediately would detect their massive

utilization, thus blocking them.

For both protocols, a huge number of sybil agents can be placed without requir-

ing any registration. For example, by using Bluetooth antennas spread over the ter-

ritory.

The possible adversaries and their capabilities are:

• The user: they are the only party that operates and captures information avail-

able on the territory.

• The server S: it operates only on the basis of the information received from users

and HF.
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• The health facility HF: it operates only on the basis of the information provided

by the user performing a test.

Note that TSP is not included among possible adversaries because, according to

Assumption A1, TSP could collude only with users. However, even in this case, it

can access only to tuples encrypted by the users with the public key of the server.

Therefore, it does not have any information associable with contacts.

Now, we formalize all relevant compromises of protocols invalidating privacy

and integrity requirements. These implicitly define the security properties of our

security model. It is worth noting that we do not consider two kinds of compromises.

The first type refers to denial of service compromises. The second type refers to

enumeration attacks [14]. Enumeration attacks allow a malicious user to estimate the

number of positive users. We do not consider this kind of compromise, because it

does not appear relevant in terms of impact (indeed, in the literature, no emphasis

is given to this attack).

Preliminary, we need to define the threat-model attributes, which are:

Attacker_Setting, Target, Range.

For each attribute, we also define an order among its values, capturing effort or

effect degrees of the compromise.

The domain of Attacker_Setting is A = {OU,SU,HU,FC}, where

• OU denotes the case in which the attacker is a user not colluding with any other

party.

• SU denotes the case in which the attacker colludes with S.

• HU denotes the case in which the attacker colludes with HF.

• FC (which stands for full collusion) denotes the case in which the attacker col-

ludes with S and HF.

We can introduce an order relation into A as follows (defined in terms of transi-

tive reduction):

FC ⪯A SU , FC ⪯A HU , SU ⪯A OU , HU ⪯A OU .

Observe that ⪯A is partial.

Intuitively, ⪯A captures the fact that the higher the number of colluding entities,

the higher the required effort is.

The domain of Target is T = {GV ,PV }, where

• GV denotes the case in which the victim is a generic user.

• PV denotes the case in which the victim is a user tested positive for the infection

who reported their information to the server.

We can introduce an order relation into T as follows: PV ⪯T GV .
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Obviously, if the target is a generic user, the effect of a compromise is greater

than the case in which the target is a positive user.

The domain of Range is R = {SC,IC}, where

• SC denotes the case in which the compromise can realistically scale to many

victims (i.e., the attacker can increase the number of victims at will with no

strong barriers).

• IC denotes the case in which the compromise is feasible only if directed to a few

number of victims.

We can introduce an order relation into R as follows: IC ⪯R SC.

Similarly to Target, the effect of a compromise is greater if it involves many

victims.

Figure 6.11 summarizes the order relations defined above.

Remark 1. We observe that the three order relations above defined basically re-

fer to set-inclusion/is-A hierarchies. In particular, if the attacker performs as a full

collusion (FC), it can operate also as server (SU) or Health Facility (HF). Moreover, if

it performs as SU or HF, it can operate as a standard user (OU). On the other hand, a

positive user (PV) is a generic user (GV), and the set of victims involved in a targeted

attack (IC) is a subset of a massive attack (SC).

(a) (b) (c)

Fig. 6.11: Order relations on A (a), T (b), and R (c)

We focus our security analysis on the following three Compromises. Each compro-

mise is defined over (A,T ,R).

From now on, since the ephemeral identifiers generated by the users in ZE2-P3T

are equivalent to the ephemeral identifiers of DP-3T, we use the term ephemeral ID

to refer to both these pseudonym identities.

Compromise 1: Linkage of ephemeral identifiers
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This compromise occurs when the attacker finds out that a given number of

ephemeral IDs belong to the same user (not requiring that the real identities are

known).

Compromise 2: Contact forgery

This compromise occurs when the attacker is able to forge a contact that never

happened between two users with the scope of generating a false alarm.

Remark 2.We remark that, as ephemeral IDs are necessarily pseudonyms unlinkable

with real identities, impersonation with a colluding attacker is intrinsically possible

both in DP-3T and in ZE2-P3T. Therefore, we do not consider a compromise of type

2 any fake contact forged by an attacker by communicating ephemeral IDs of the

colluding attacker in the user-side activity or in the infection-reporting phase.

Compromise 3: Linkage between an ephemeral ID and extra information

This compromise occurs when the attacker is able to link an ephemeral ID of a

user with any extra information not provided by the user.

Compromises may happen in different configurations of the attributes of the

threat model. A configuration is called setting.

Definition 6.1. A Setting S is a 3-tuple s = (a, t, r), where a ∈ A, t ∈ T , and r ∈ R. We

denote by S =A×T ×R the set of all possible settings.

We have 4 · 2 · 2 = 16 possible settings.

The partial order relations defined for attributes induces a partial order relation

among settings.

Definition 6.2. Given two settings S1 = (a1, t1, r1) and S2 = (a2, t2, r2), we say that S1 ⪯S

S2 if a1 ⪯A a2 ∧ t1 ⪯T t2 ∧ r1 ⪯R r2.

The order relation on S is represented in Figure 6.12.

In the next definition, we give the notion of vulnerability of a protocol to a given

compromise in a given setting.

Definition 6.3. Given a setting S and a compromise C, we say that a protocol P is vul-

nerable to C in S if there exists an attack in the setting S that leads to the compromise

C.

The following lemma shows that the vulnerability of a protocol to a compro-

mise is monotone with respect to the partial order ⪯S . This lemma gives value to

the partial order itself, because it allows us to transitively derive the vulnerability

occurrence for each considered protocol and, then, compare them. The partial order

can be viewed therefore as a scale of comparison.

Lemma 6.4. Given two settings S1 and S2 and a compromise C such that S1 ⪯S S2, if a

protocol P is vulnerable to C in S2, then P is vulnerable to C in S1.
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Fig. 6.12: Order relation on S

Proof. The proof immediately follows by Remark 1 and the fact that ⪯S is defined

on the basis of the three order relations ⪯A, ⪯T , and ⪯R.

As anticipated, the consequence of the above lemma is that, once we have proven

the vulnerability of a protocol to a compromise C in a given setting, we have implic-

itly proven its derived vulnerability to C in a number of other settings. Clearly, to

capture the whole set of settings in which a protocol is vulnerable to a compromise,

we have to refer to settings that are maximal with respect to ⪯S . In other words, if a

protocol is vulnerable to a compromise in a maximal setting, then it is vulnerable to

all the settings that are lower than this maximal, i.e., the branch of the partial order

with this maximal as a top.

This notion of maximality is formalized by the following three definitions.

Definition 6.5. Given a protocol P, a setting S , and a compromise C, we say that S is a

vulnerability-maximal of P (on C) if: (i) P is vulnerable to C in S and (ii) there not exists

a setting S1 , S in which P is vulnerable to C such that S ⪯S S1.

Definition 6.6. Given a protocol P and a compromise C, we denote by V CP the set of all

the vulnerability-maximals of P on C. V CP is called the skyline set of P (on C).

Definition 6.7. Given a protocol P and a compromise C, we denote by ICP the set {S ∈ S :

∃S ′ ∈ VCP s.t S ⪯S S ′}.

ICP is called the induced set by V CP .

In words, the induced set by V CP is the set of settings less or equal to any maximal

occurring in V CP .
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The next proposition states that all the vulnerabilities of a protocol P to a com-

promise C are induced by the skyline set of P on C. In other words, while so far

we referred to the correctness of the vulnerability implication over the partial order,

now we state that this mechanism is complete. Therefore, the vulnerabilities of a

protocol are all and only those induced by the maximals, i.e., the skyline set.

Proposition 6.8. Given a protocol P and a compromiseC, P is vulnerable toC in a setting

S if and only if S ∈ ICP .

Proof. (if-part ) Given a set S ∈ ICP , by definition S ⪯S S ′ for some S ′ ∈ V CP . Since P is

vulnerable to C in S ′ , due to Lemma 6.4, P is vulnerable to C in S too.

(only-if-part ) By contradiction suppose that there exists a setting Sx such that P

is vulnerable to C in Sx and Sx < I
C
P .

Obviously Sx is such that neither Sx ⪯S Sy nor Sy ⪯S Sx, for any Sy ∈ V
C
P . Oth-

erwise either Sy would be not a vulnerability-maximal (if Sy ⪯S Sx) or Sx ∈ I
C
P (if

Sx ⪯S Sy). As S is finite, this implies that there exists a vulnerability-maximal not

included in V CP . Therefore, we reached a contradiction.

So far we compared only settings, thanks to the partial order ⪯S . Now, we want to

compare protocols in terms of vulnerability degree to a compromise. We say degree,

by meaning that our comparison should include some quantitative feature, to give

a measure of how much a protocol is more vulnerable than another protocol. To do

this, we first introduce a weighted order relation among protocols.

Definition 6.9. Given two protocols P1 and P2, a compromise C, and k ≥ 0 we say that

P1 ⪯k P2 (on C), if for each setting Sx ∈ V
C
P2
, there exists a setting Sy ∈ V

C
P1

such that

Sx ⪯S Sy and |ICP1 | − |I
C
P2
| ≥ k.

With the next corollary, we highlight that even though the above definition is

based on skyline sets, actually it regards the whole set of settings in which protocols

are vulnerable. Again, this is strictly related to the meaning of maximality, allowing

us to express properties at the level of the skyline set, instead of the whole set of

settings.

Corollary 6.10. Given two protocols P1 and P2, a compromise C, and k ≥ 0, it holds

that P1 ⪯k P2 on C if and only if for each setting S in which P2 is vulnerable to C, P1

is vulnerable to C in S too, and there exist at least k distinct settings in which P1 is

vulnerable to C and P2 not.

Proof. (if-part ) By Proposition 6.8, ICP1 contains all the settings in which P1 is vul-

nerable to C. By hypothesis and Proposition 6.8, P1 is vulnerable to C in each setting

S ∈ ICP2 . Therefore, I
C
P2
⊆ ICP1

. As a consequence, VCP2 ⊆ I
C
P1

as VCP2 ⊆ I
C
P2
.
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Therefore, by the definition of ICP1 , for each setting Sx ∈ V
C
P2

there exists a setting

Sy ∈ V
C
P1

such that Sx ⪯S Sy .

Furthermore, since ICP2 ⊆ I
C
P1

and Proposition 6.8, |ICP1 | − |I
C
P2
| is the number of

settings in which P2 is vulnerable to C and P2 not. Therefore, |I
C
P1
| − |ICP2

| ≥ k.

We conclude that P1 ⪯k P2.

(only-if-part ) By hypothesis, for each setting Sx ∈ V
C
P2
, there exists a setting Sy ∈

VCP1
such that Sx ⪯S Sy .

By the definition of ICP2 , for each setting Sx ∈ I
C
P2

there exists a setting Sy ∈ V
C
P2

such that Sx ⪯S Sy .

Then, for each setting Sx ∈ I
C
P2
, there exists a setting Sy ∈ V

C
P1

such that Sx ⪯S Sy

and then ICP2 ⊆ I
C
P1
.

Therefore, P1 is vulnerable to C in each S in which P2 is vulnerable to C. Finally,

since |ICP1 | − |I
C
P2
| ≥ k, there are at least k settings in which P1 is vulnerable to C and

P2 not.

We are now ready to compare the security of our protocol with the two designs

of DP-3T, with respect to the three compromises. We remark that this comparison

implicitly includes also GAEN, because GAEN, from the protocol point of view, con-

sists of DP-3T with Low-Cost design. This is obtained by means of the following

three theorems. Therein, we denote by LD the Low-Cost design of DP-3T, by UD the

Unlinkable design of DP-3T, and by ZP our protocol. We compare the protocols per

compromise.

We start by considering the compromise C1. The next theorem states that, on

compromise C1, Low-Cost DP-3T is more vulnerable (with degree 6) than our proto-

col, and Unlinkable DP-3T is more vulnerable (with degree 4) than our protocol.

Theorem 6.11. LD ⪯6 ZP ∧ UD ⪯4 ZP on the compromise C1.

Proof. First, we prove VC1
ZP = {(SU,GV ,IC), (SU,PV ,SC)}.

To do this, first (i) we prove that ZP is vulnerable to C1 in (SU,GV ,IC) and

(SU,PV ,SC).

Then (ii), we prove that ZP is not vulnerable to C1 in any setting greater than

(SU,GV ,IC) or (SU,PV ,SC).

Finally (iii), we prove that ZP is not vulnerable to C1 in any other incomparable

setting w.r.t (SU,GV ,IC) and (SU,PV ,SC).

We proceed by proving (i). Consider the setting (SU,GV ,IC). Regarding the com-

promise C1, this setting means that the attacker colludes with the server to link the

ephemeral IDs of a limited number of generic users.

Observe that the information received by the server from a user cannot allow the

guessing of the centroid sent (in hashed form) by the user, provided that the salt sent
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by the TSP remains unknown to the server. Otherwise, a successful dictionary-based

attack is possible. On this basis, the server can link different tuples (and then the

included ephemeral IDs) corresponding to the same user also by using attacks based

on trajectories. However, in the considered setting, this may happen by selecting a

victim and detecting the salt sent from the TSP in the zone in which the victim is

located. Therefore, ZP is vulnerable to C1 in (SU,GV ,IC).

Regarding (SU,PV ,SC) (i.e., the attacker colludes with the server to link the

ephemeral IDs of a scalable number of positive users), it is easy to see that ZP is

vulnerable to C1 in (SU,PV ,SC). In fact, each user tested positive for the disease

sends all their ephemeral IDs at once to the server. Therefore, the proof of (i) is

concluded.

Now, consider (ii). The settings greater than (SU,GV ,IC) or then (SU,PV ,SC)

are {(SU,GV ,SC), (OU,GV ,IC), (OU,GV,SC),(OU,PV ,SC)}.

The setting (SU,GV ,SC) differs from (SU,GV ,IC) only in the fact that the for-

mer involves a scalable number of victims. According to the reasoning done for the

setting (SU,GV ,IC), (SU,GV ,SC) would be vulnerable only if a scalable number of

salts given by the TSP are known to the server.

Indeed, without TSP salts, the tuples owned by the server cannot be associated

with any information not sent by the user. But, receiving a scalable number of salts

from different places in the territory is impossible according to Assumption A2.

Thus, ZP is not vulnerable to C1 in (SU,GV ,SC).

In both the settings (OU,GV ,IC) and (OU,PV ,SC), the attacker does not col-

lude with the server. The only way for the attacker to obtain the ephemeral IDs of

other users is at the end of the contact-detection phase, when the attacker receives

a list of ephemeral IDs belonging to users who entered into contact with a positive

user. However, the attacker can not distinguish if some of them belong to the same

user or to different users. Therefore, ZP is not vulnerable to C1 in (OU,GV ,IC) and

(OU,PV ,SC).

Due to Lemma 6.4, since ZP is not vulnerable to C1 in (SU,GV ,SC), then it is not

vulnerable to C1 in (OU,GV ,SC). Therefore, the proof of (ii) is concluded.

Finally, consider (iii). The settings incomparable with respect to (SU,GV ,IC) and

(SU,PV ,SC) are {(OU,PV ,IC), (HU,GV ,SC), (HU,GV ,IC), (FC,GV ,SC), (HU,PV ,

SC), (HU,PV ,IC)}.

Consider the setting (FC,GV ,SC) i.e., the attacker colludes with the server and

HF to link the ephemeral IDs of a scalable number of users. HF does not receive

any ephemeral ID from users. Then, the collusion with HF does not provide any

advantage to the attacker with respect to the setting (SU,GV ,SC). Therefore, ZP is

not vulnerable to C1 in (FC,GV ,SC).
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Regarding the setting (OU,PV ,IC), since the server does not collude, the attacker

can obtain the ephemeral IDs only during the contact-detection phase but it is un-

able to link them. Therefore, ZP is not vulnerable to C1 in (OU,PV ,IC).

Finally, since the collusion with HF does not provide any advantage to the at-

tacker, the settings (HU,GV ,SC), (HU,GV ,IC), (HU,PV ,SC), (HU,PV ,IC) are

equivalent to the settings (OU,GV ,SC), (OU,GV ,IC), (OU,PV ,SC), (OU,PV ,IC),

respectively, in which ZP is not vulnerable. This concludes the proof of (iii).

At this point, since VC1
ZP ={(SU,GV ,IC),(SU,PV ,SC)}, the induced set by VC1

ZP is

I
C1
ZP = {(SU,GV ,IC), (SU,PV ,SC), (FC,GV ,IC), (SU,PV ,IC), (FC,PV ,SC), (FC,PV ,

IC)} and |IC1
ZP | = 6.

Now, consider the protocol LD. To prove that LD ⪯6 ZP, we have to show that (i)

there exist S1,S2 ∈ V
C1
LD such that (SU,GV ,IC) ⪯S S1 and (SU,PV ,SC) ⪯S S2, and (ii)

|ICLD | − |I
C
ZP | ≥ 6.

We prove (i).

LD is vulnerable to C1 in (OU,GV ,IC). In fact, the attacker, without colluding

with the server, can link the ephemeral IDs released in broadcast (in plaintext) by a

number of target users.

Due to Proposition 6.8, (OU,GV ,IC) ∈ IC1
LD , then there exist S1 ∈ V

C1
LD such that

(SU,GV ,IC) ⪯S (OU,GV ,IC) ⪯S S1.

LD is also vulnerable to C1 in (OU,PV ,SC). In fact, each user receives the secret

key of each positive user and, locally, computes the ephemeral IDs of the latter.

Due to Proposition 6.8, (OU,PV ,SC) ∈ IC1
LD , then there exist S2 ∈ V

C1
LD such that

(SU,PV ,SC) ⪯S (OU,PV ,SC) ⪯S S2. Then, the proof of (i) is given.

Now, consider (ii).

The set J C1
LD = {(OU,GV ,IC), (OU,PV ,SC), (OU,PV ,IC), (SU,GV ,IC), (HU,G

V ,IC), (SU,PV ,SC), (HU,PV ,SC), (FC,GV ,IC), (SU,PV ,IC), (HU,PV ,IC), (FC,P

V ,SC), (FC,PV ,IC)} ⊆ IC1
LD , since each element S ∈ J C1

LD is such that either S ⪯S

(OU,GV ,IC) or S ⪯S (OU,PV ,SC) and (OU,GV ,IC), (OU,PV ,SC) ∈ IC1
LD .

Therefore, |IC1
LD | ≥ |J

C1
LD | = 12 and then |IC1

LD | − |I
C1
ZP | ≥ 6. The proof of (ii) is given.

Finally, we consider the protocol UD. The reasoning is the same as LD.

To prove that UD ⪯4 ZP, we have to show that (i) there exist S1,S2 ∈ V
C1
UD such

that (SU,GV ,IC) ⪯S S1 and (SU,PV ,SC) ⪯S S2, and (ii) |ICUD | − |I
C
ZP | ≥ 4.

We prove (i).

Similarly to LD, UD is vulnerable to C1 in (OU,GV ,IC). In fact, the attacker,

without colluding with the server, can link the ephemeral IDs released in broadcast

(in plaintext) by a number of target users.

Due to Proposition 6.8, (OU,GV ,IC) ∈ IC1
UD , then there exist S1 ∈ V

C1
UD such that

(SU,GV ,IC) ⪯S (OU,GV ,IC) ⪯S S1.
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Similarly to ZP, UD is vulnerable to C1 in (SU,PV ,SC). In fact, in UD, each posi-

tive user sends a list of seeds from which the server retrieves the ephemeral IDs and

then can link them.

Due to Proposition 6.8, (SU,PV ,SC) ∈ IC1
UD , then there exist S2 ∈ V

C1
UD such that

(SU,PV ,SC) ⪯S S2. Therefore, the proof of (i) is concluded.

Consider (ii).

The setJ C1
UD = {(OU,GV ,IC), (OU,PV ,IC), (SU,GV ,IC), (HU,GV ,IC), (SU,PV ,

SC), (FC,GV ,IC), (SU,PV ,IC), (HU,PV ,IC), (FC,PV ,SC), (FC,PV ,IC)} ⊆ IC1
UD

since each element S ∈ J C1
UD is such that either S ⪯S (OU,GV ,IC) or S ⪯ (SU,PV ,SC)

and (OU,GV ,IC), (SU,PV ,SC) ∈ IC1
UD .

Therefore, |IC1
UD | ≥ J

C1
UD = 10 and then |IC1

UD | − |I
C1
ZP | ≥ 4. This concludes the proof

of (ii) and then the proof of the Theorem too.

Now, we compare the security of ZE2-P3T with DP-3T with respect to the com-

promise C2. The next theorem state that, on compromise C1, Low-Cost DP-3T is

more vulnerable (with degree 4) than our protocol, and Unlinkable DP-3T is more

vulnerable (with degree 4) than our protocol.

Theorem 6.12. LD ⪯4 ZP ∧ UD ⪯4 ZP on the compromise C2.

Proof. First, we prove VC2
ZP = {(SU,GV ,SC), (OU,GV ,IC)}.

To do this, first (i) we prove that ZP is vulnerable to C2 in (SU,GV ,SC) and

(OU,GV ,IC).

Then (ii), we prove that ZP is not vulnerable to C2 in any setting greater than

(SU,GV ,SC) or (OU,GV ,IC).

Finally (iii), we prove that ZP is not vulnerable to C2 in any other setting incom-

parable w.r.t (SU,GV ,SC) and (OU,GV ,IC).

We proceed by proving (i). Regarding the compromise C2, the setting (SU,GV ,

SC) means that the attacker colludes with the server to forge fake contacts among

a scalable number of generic users. In ZP, the server can forge fake contact tu-

ples during the contact-detection phase by using the ephemeral IDs received by

the users during the user-side activity. Then, ZP is vulnerable to C2 in all the set-

tings where the first component is SU or FC. In particular, ZP is vulnerable to C2 in

(SU,GV ,SC).

Consider now the setting (OU,GV ,IC). It means that the attacker tries to forge

(without colluding with the server) fake contacts among a restricted number of

generic users. Considering a single victim, the attacker can physically follow the

victim (without entering into contact), capture the salt from the TSP, and compute

the same digest of the victim (by using the same centroid). At this point, the attacker
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is able to build a restricted tuple that matches ( same time slot and same digest) with

that provided by the victim. Then, ZP is vulnerable to C2 in (OU,GV ,IC).

The proof of (i) is given.

Now, consider (ii). The only setting greater than (SU,GV ,SC) or (OU,GV ,IC)

is (OU,GV ,SC) (that does not include collusion with the server). To forge a fake

contact, as the server is trusted, the attacker should be able to send the server fake

information that will determine a (forged) contact. Recall that a contact between

two ephemeral IDs is detected on the basis of the timestamp and digest. Therefore,

the attacker would tamper one of the above pieces of information. First, consider

the ephemeral IDs. As they are not exchanged among users, the only possibility is

that two colluding attackers agree by switching their ephemeral IDs with the aim to

jeopardize either the user-side activity or infection-reporting phase by reporting the

ephemeral of the other user. However, due to Remark 2, we are not in the case of the

compromise C2.

Consider now the remaining information (i.e., timestamp and digest). Since the

server checks the current timestamp is not too greater than the timestamp provided

by the users, it is not possible to tamper such information. Regarding the digests,

as observed in Theorem 6.11, they cannot be tampered without knowing the salts

provided by the TSP. Then, by Assumption A2, and by considering that when an in-

fection is reported the server takes into consideration only one ephemeral per time

slot, it is not possible to forge digests on a large scale even in case of high concentra-

tion of people (for which a few salts would be enough for the attacker). Therefore,

ZP is not vulnerable to C2 in (OU,GV ,SC). This concludes the proof of (ii).

Finally, consider (iii). The settings incomparable with respect to (SU,GV ,SC)

and (OU,GV ,IC) are {(OU,PV ,SC), (HU,GV ,SC), (HU,PV ,SC)}. Since the server

does not collude, by applying a reasoning similar to that used in the proof of (ii), by

Assumption A2, it is not possible to forge contact on a large scale. Then ZP is not

vulnerable to C2 in (OU,PV ,SC), (HU,GV ,SC), and (HU,PV ,SC). Therefore, the

proof of (iii) is concluded.

At this point, since VC2
ZP = {(SU,GV ,SC), (OU,GV ,IC)}, the induced set by

V
C2
ZP is IC2

ZP = {(SU,GV ,SC), (OU,GV ,IC), (OU,PV ,IC), (SU,GV ,IC), (HU,GV ,IC),

(FC,GV ,SC), (SU,PV ,SC), (FC,GV ,IC), (SU,PV ,IC), (HU,PV ,IC), (FC,PV ,SC),

(FC,PV ,IC)} and |IC2
ZP | = 12.

Regarding both LD and UD, consider the setting (OU,GV ,SC). The attacker can

detect the ephemeral IDs released in broadcast by the users (potentially, a huge num-

ber) and send them other ephemeral IDs detected by other users through BLE an-

tennas spread over the territory.

Then, both LD and UD are vulnerable to C2 in (OU,GV ,SC).
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Each setting S ∈ S is such that S ⪯S (OU,GV ,SC), therefore we have that:

V
C2
LD = VC2

UD = {(OU,GV ,SC)} and |IC2
LD | = |I

C2
UD | = |S | = 16. Therefore, LD ⪯4 ZP ∧

UD ⪯4 ZP.

The proof of the theorem is concluded.

In the next theorem, we state the superiority of ZE2-P3T on the security with

respect to the compromise C3. Indeed, on compromise C1, Low-Cost DP-3T is more

vulnerable (with degree 12) than our protocol, and Unlinkable DP-3T is more vulner-

able (with degree 12) than our protocol.

Theorem 6.13. LD ⪯12 ZP ∧ UD ⪯12 ZP on the compromise C3.

Proof. First, we prove VC3
ZP = {(SU,GV ,IC)}.

To do this, first (i) we prove that ZP is vulnerable to C3 in (SU,GV ,IC).

Then (ii), we prove that ZP is not vulnerable to C3 in any setting greater than

(SU,GV ,IC).

Finally (iii), we prove that ZP is not vulnerable to C3 in any other setting incom-

parable w.r.t (SU,GV ,IC).

We proceed by proving (i). In the setting (SU,GV ,IC), the server colludes with

the attacker in order to associate extra information (e.g., the position) with the

ephemeral IDs of a limited number of generic users.

The reasoning is the same as that done in Theorem 6.11 for the setting (SU,GV ,

IC). The attacker may select a victim and detect the salts sent from the TSP in the

zones in which the victim is located. This way, the server can compute the digests,

identify the (restricted) tuples sent by the user containing the ephemeral IDs, and as-

sociate extra information to these latter. Thus, ZP is vulnerable toC3 in (SU,GV ,IC).

The proof of (i) is given.

Now, consider (ii). The settings greater than (SU,GV ,IC) are {(SU,GV ,SC),

(OU,GV ,IC), (OU,GV ,SC)}. The setting (SU,GV ,SC) differs from (SU,GV ,IC)

only because the former involves a scalable number of victims. According to the

reasoning done for the setting (SU,GV ,IC), (SU,GV ,SC) would be vulnerable only

if a scalable number of salts given by the TSP are known to the server. Anyway, re-

ceiving a scalable number of salts from different places in the territory is impossible

according to Assumption A2. Thus, ZP is not vulnerable to C3 in (SU,GV ,SC).

In the setting (OU,GV ,IC), the server does not collude. As already discussed in

Theorem 6.11, an attacker non-colluding with the server can obtain the ephemeral

IDs of other users only at the end of the contact-detection phase but no extra infor-

mation is associated with them. Then, there is no way for an attacker to link these

ephemeral IDs with other external information. Thus, ZP is not vulnerable to C3 in

(OU,GV ,IC).
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Due to the Lemma 6.4, since ZP is not vulnerable to C3 in (SU,GV ,SC), then it

is not vulnerable to C3 in (OU,GV ,SC). Therefore, the proof of (ii) is concluded.

Finally, consider (iii). The settings incomparable with respect to (SU,GV ,IC) are

{(OU,PV ,SC), (HU,GV ,SC), (OU,PV ,IC), (HU,GV ,IC), (FC,GV ,SC), (SU,PV ,

SC), (HU,PV ,SC), (HU,PV ,IC), (FC,PV ,SC)}.

Consider the setting (FC,PV ,SC), where HF and the server collude with the

attacker in order to associate extra information to an ephemeral ID of a scalable

number of positive users. The ephemeral IDs are released by the users or (i) during

the user-side activity (previously they perform the test in the HF) or (ii) during the

infection-reporting phase. Regarding (i), HF is not involved and the positive users

perform as generic users, then the setting (FC,PV ,SC) is equivalent to (SU,GV ,SC)

and due to Assumptions A2, ZP is not vulnerable to C3 in (SU,GV ,SC)). In case (ii),

the users upload their tuples containing the ephemeral IDs to the server at a non-

predictable instant, and then, no information can be associated directly with them.

However, some information can be associated indirectly through the collusion with

the HF. Even though HF knows extra information about a positive user (e.g., the

identity) and communicates it to the server, there is no way to link such informa-

tion with the ephemeral IDs of the user. In fact, the blind signature scheme ensures

that the credential σ(M), used as authorization code to upload the ephemeral IDs,

is unlinkable for HF with the message provided by the user to obtain the above cre-

dential. Thus, there is no way for the attacker to link the uploaded ephemeral IDs to

any associated extra information. Then, ZP is not vulnerable to C3 in (FC,PV ,SC).

Due to the Lemma 6.4, since ZP is not vulnerable to C3 in (FC,PV ,SC), then it

is not vulnerable to C3 in (FC,GV ,SC), (SU,PV ,SC), (HU,PV ,SC), (HU,GV ,SC),

and (OU,PV ,SC).

Consider the setting (HU,PV ,IC). Again, an attacker non-colluding with the

server can obtain the ephemeral IDs only at the end of the contact-detection phase

but no extra information is associated with them. There is no way for an attacker to

link these ephemeral IDs with other external information. Thus, ZP is not vulnerable

to C3 in (HU,PV ,IC).

Due to the Lemma 6.4, since ZP is not vulnerable to C3 in (HU,PV ,IC), then it

is not vulnerable to C3 in (HU,GV ,IC), and (OU,PV ,IC). The proof of (iii) is given.

At this point, since VC3
ZP = {(SU,GV ,IC)}, the induced set by VC3

ZP is IC3
ZP =

{(SU,GV ,IC), (FC,GV ,IC), (SU,PV ,IC), (FC,PV ,IC)} and |IC1
ZP | = 4.

Regarding both LD and UD, consider the setting (OU,GV ,SC). It is easy to

see that both LD and UD are vulnerable to C3 in (OU,GV ,SC). In fact, the at-

tacker, without colluding with the server, can associate extra information with each

ephemeral ID released in broadcast (in plaintext) by the users and this can be done
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Fig. 6.13: Visual comparison on compromise C1.

against a scalable number of users, without violating limits imposed by Assumption

A2 (i.e., the intervention of a non-attacker TTP).

Each setting S ∈ S is such that S ⪯S (OU,GV ,SC), therefore we have that:

V
C3
LD = VC3

UD = {(OU,GV ,SC)} and |IC3
LD | = |I

C3
UD | = |S | = 16. Therefore, LD ⪯12 ZP ∧

UD ⪯12 ZP.

The proof then is concluded.

In Figures 6.13, 6.14, and 6.15 we provide, coherently with Theorems 6.11,6.12,

and 6.13, a visual representation of the improvements in terms of security given by

our protocol with respect to DP-3T. Therein, all the settings of S are represented and

it appears evident that the sets of settings in which the latter protocol is vulnerable

(in both designs Low-cost and Unlinkable) are supersets of the vulnerable settings

for our protocol, for any compromise. For example, from Figure 6.14, we see that

both LD and UD are vulnerable to C2 in all the settings of S . Note that, Figure 6.13,

corresponding to Theorem 6.11, represents the set of all the settings in which ZP

is vulnerable. Instead, for UD and LD, the theorem singles out a subset (possibly

improper) of settings in which they are vulnerable. Indeed, we only need to have a

lower bound difference in terms of security between ZP and DP-3T, not a complete

characterization of the security of DP-3T. The same reason cannot be applied to The-

orems 6.12, and 6.13, and then to Figures 6.14 and 6.15, because in that case all the

settings of S are covered.

In the following part of the section, we show a number of attacks already re-

ported in the literature and contextualize them within the theoretical framework

introduced earlier. Note that this description has a practical relevance, as witnesses,

through concrete exploits, how the existing techniques perform. This description has

not the aim to further demonstrate something about the security of our approach,

which is completely addressed so far. We remark that, given a setting, when a proto-

col is vulnerable to a compromise in this setting, this means that there exists at least
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Fig. 6.14: Visual comparison on compromise C2.

Fig. 6.15: Visual comparison on compromise C3.

one attack witnessing such a vulnerability. Therefore, it can happen that for other

attacks in the same setting, this protocol is not vulnerable.

Paparazzi Attack [23]: The purpose of the attack is to put on a mass tracking system

on infected users. The attacker can be anyone and no collusion with the server or

HF is required. The attack leads to the compromises C1 and C3 and the setting con-

sidered is (OU,PV ,SC). It is performed as follows. First, the attacker places several

passive BLE devices through the territory in order to collect the ephemeral IDs of

other users located in the proximity of such devices. Moreover, it records the time

and the location where such identifiers are received and, possibly, other informa-

tion about the users. This attack works only on the Low-Cost Design of DP-3T. In

fact, when a user U results infected, they send a single secret seed SK to the server

which, in turn, broadcasts it (together with the seeds of other positive users) to all

the users, including the attacker.

Starting from SK , the attacker is able to generate all the ephemeral identifiers of

U and, for each of them, the attacker retrieves the data (time, location, etc.) stored

when U passed in the proximity of the passive devices. The linkage of these data

allows the attacker to track the user.
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We suppose that, for example, the passive devices associate the coordinates of

the users with their ephemeral IDs. By linking the IDs of a positive user, the attacker

retrieves a list of pairs of coordinates (each pair is associated with an ephemeral ID)

that allow identifying the trajectory of the positive user.

This attack does not work on the Unlinkable design of DP-3T since the infected

user U sends the seeds to generate the ephemeral IDs to the server, but this lat-

ter does not broadcast such seeds to all users. Instead, the server generates all the

ephemeral identifiers of U and adds them to the Cuckoo filter, so that the attacker

cannot link them as belonging to the same user.

Regarding ZP, the ephemeral IDs are not exchanged through BLE, but they are

sent directly to the server (encrypted with its public key). Therefore, there is no way

for the attacker to associate extra information to these IDs and the attack cannot be

performed.

We emphasize that the above discussion is perfectly aligned with Theorems 6.11

and 6.13. In fact, the attack works with LD that is vulnerable to C1 and C3 in the

setting (OU,PV ,SC) and it does not work on ZP that is not vulnerable neither to

C1 nor to C3 in (OU,PV ,SC). Regarding UD, it is vulnerable to C3 in the setting

(OU,PV ,SC) but we did not prove that it is vulnerable to C1 in (OU,PV ,SC). Ob-

serve that Paparazzi can be viewed as an implementation of the most general concept

of linkage attack [14]. Obviously, the relationship described here between Paparazzi

and our security framework can be directly applied to any linkage attack.

Orwell Attack [23]: The attack is very similar to the Paparazzi attack. The difference

is that the attacker colludes with the server and, consequently, they can access to all

the information therein stored. This makes both Unlinkable and Low-Cost designs

of DP-3T vulnerable to the Orwell attack. The attack leads to the compromises C1

and C3 and the setting considered is (SU,PV ,SC).

Regarding the Low-Cost design, trivially, the Orwell attack without the collusion

with the server is equivalent to the Paparazzi attack to which the Low-Cost design is

vulnerable.

Regarding the Unlinkable design, what is missing to the attacker to perform the

Paparazzi attack is the linkage between the ephemeral identifiers of the same pos-

itive user. In the Orwell attack, this linkage can be provided by the server and the

attack can be performed.

In particular, the server knows the seeds uploaded by an infected user, and thus,

it is able to link the ephemeral identifiers generated by such seeds. Once obtained

the ephemeral IDs, the attack performs exactly as the Paparazzi attack, and the user

is tracked through the information stored when they passed near the passive devices.
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We show that such an attack is not possible in ZP. Indeed, as discussed in the

Paparazzi attack, the ephemeral IDs (or other identifying information) are not ex-

changed between users but are sent directly to the server. However, from the con-

siderations of Theorem 6.13, the server is not able to identify the tuples sent by the

users in a massive fashion due to Assumption A2. Then, even though the attacker

captures information of users in several places, it can not associate them with their

ephemeral IDs.

With reference to Theorems 6.11 and 6.13, this attack works on LD and UD

and, indeed, they are vulnerable to both C1 and C3 in (SU,PV ,SC). Instead, ZP

is not vulnerable to such an attack as we expected since it is not vulnerable to C3 in

(SU,PV ,SC).

Brutus attack [23]: In this attack, the attacker colludes with the health facility HF

and the server to find out the mapping between pseudonyms and real identities of

infected users during the infection-reporting phase. The attack leads to the compro-

mises C1 and C3 and the setting considered is (FC,PV ,SC).

It is an exploit of the authorization mechanism with which infected users com-

municate their status to the server. DP-3T (both the designs) proposes three different

authorization mechanisms but they are, essentially, based on an authorization code

released by HF to the user and to the server.

Obviously, HF knows the real identity of the user performing the test and, there-

fore, knows the mapping between the identity and the authorization code.

However, when the infected users upload their ephemeral IDs (through a single

seed for the Low-Cost design or through a set of seeds for the Unlinkable design), the

server knows the mapping between such IDs and the authorization code. By merging

the two mappings, the attacker is able to associate the real identity of the users with

their ephemeral IDs.

In ZP, the authorization code is replaced by M which cannot be linked by HF

to the message submitted by the user to obtain the signature, thanks to the blind

signature mechanism.

Server-side, when the server verifies the signature, it is sure that a generic user is

enabled by HF to upload its ephemeral ids, but it does not know who the user is.

Thus, both HF and the server cannot link M to the real identity of the user. In

conclusion, ZP is not vulnerable to Brutus attack.

With reference to Theorems 6.11 and 6.13, this attack works on LD and UD and,

indeed, they are vulnerable to both C1 and C3 in (FC,PV ,SC). ZP is not vulnerable

to such an attack since, even though it is vulnerable to C1 in (FC,PV ,SC), it is not

vulnerable to C3 in (FC,PV ,SC).
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Gossip attack [23]: The objective of this attack is to provide any evidence about an

encounter with an infected user before discovering their positiveness to the infec-

tion. No collusion with the server or HF is required. The attack leads to the compro-

mises C1 and C3 and the setting considered is (OU,PV ,IC).

The attack works on both the designs of DP-3T due to the exchange of the

ephemeral IDs.

The attacker intercepts the ephemeral IDs of the other users (it can use BLE pas-

sive devices as in the Paparazzi attack) and stores them in a repository that provides

sufficient guarantees on the time t in which data are stored. For example, we can

think of blockchain.

If any of such users is tested positive, they upload their ephemeral IDs and the

attacker is able to prove an encounter with the infected user at a given instant t

before the upload of the IDs.

It can be viewed as a security flaw because it is a misuse of the system for an

unintended scope, potentially threatening privacy and exploitable for disputes.

In ZP, this attack is not possible since users do not exchange any ephemeral ID.

Again, these results are compliant with Theorems 6.11 and 6.13. In fact, LD and

UD are vulnerable to both C1 and C3 in (OU,PV ,IC) and ZP is not vulnerable nei-

ther to C1 nor to C3 in (OU,PV ,IC).

Matteotti attack [23]: In this attack, the attacker colludes with the server in order

to build a fake contact between a user victim and a positive user. The result aimed

by the attacker is to damage the victim by enforcing their quarantine (or other con-

sequent actions). The attack leads to the compromises C2 the setting considered is

(SU,GV ,IC). We denote by Uv the user victim and by Us any user which entered

into contact with Uv exchanging its ephemeral IDs. The attack works only on the

Unlinkable design of DP-3T.

The attacker captures (e.g., through BLE passive devices) the ephemeral IDs gen-

erated by Us when they encounter Uv and sends them to the server. The latter in-

serts such identifiers in the Cuckoo filter, even if Us is not positive, so that, when Uv

checks the filter, they are wrongly alerted.

In the Low-Cost design, the ephemeral IDs of a positive user are generated di-

rectly by the other users through a single secret seed (provided by the infected user)

that the attacker or the server are not able to recover. Therefore, the attack does not

work.

In ZP, the server, colluding with a partner located in the same zone as the victim,

can retrieve the salt of the TSP, identify the ephemeral ID of the victim, and add it

in the list of the positive ephemeral IDs. Thus, ZP is susceptible to this attack.
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In summary, this attack works on ZP and UD and they are vulnerable to C2 in

(SU,GV ,IC). However, even though such an attack does not work on LD, it is any-

way vulnerable to C2 in (SU,GV ,IC) since, as shown in Theorem 6.12, it is vulnera-

ble to C2 in (OU,GV ,SC).

The following two attacks are in the setting (OU,GV ,SC) and both LD and UD

are vulnerable.

Missile attack [41]: Similarly to the Matteotti attack, in the Missile attack the objec-

tive is to alert other users with a fake contact with a positive user. The attack leads to

the compromises C2 the setting considered is (OU,GV ,SC). This time, the attacker

colludes with a positive user U to obtain their ephemeral IDs before U communi-

cates them to the server. No collusion with the server is required.

The attacker can use a Bluetooth amplifier transmitter to send (like a missile) the

ephemeral identifiers ofU to other users even very far from the positive user and so,

not at risk.

Subsequently, when such ephemeral IDs are reported to the server, the other

users are wrongly alerted. Since the user U colluding with the attacker is really

positive, in the Low-Cost design, U can upload the secret seed that generates their

ephemeral IDs, thus this attack works on both the designs of DP-3T.

On the contrary, ZP does not suffer from this attack since no identifier is ex-

changed through BLE.

These results are compliant with Theorem 6.12 that shows that LD and UD are

vulnerable to C2 in all the settings, and then in (OU,GV ,SC), while ZP is not vul-

nerable to C2 in (OU,GV ,SC).

Fregoli (or Relay) attack: This attack has been reported independently in [168]

and [41] (with a slight temporal shift) and is one of the most serious threats of an

ephemeral-based contact-tracing protocol.

In this attack, the attacker collects the ephemeral IDs of other users and sends

them in broadcast in place of their own. The purpose is to simulate fake contacts

between users. The attack leads to the compromises C2 and the setting considered

is (OU,PV ,SC). This way, a generic user U maintains a list of ephemeral IDs be-

longing to users U never met. If any of such users is positive, U is wrongly alerted.

This is then an impersonation attack, as its name evokes, being Fregoli one of the

major quick-change artists of the story. This attack is more effective when a Bluetooth

amplifier is used as in the Missile attack. Again, the vulnerability is the exchange of

ephemeral IDs between users, thus the attack works on both the design of DP-3T but

not on ZP.
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These results are compliant with Theorem 6.12 that shows that LD and UD are

vulnerable to C2 in all the settings, and then in (OU,GV ,SC), while ZP is not vul-

nerable to C2 in (OU,GV ,SC).

Battleship attack [41]: This attack applies to the localization-based solutions.

The attacker, colluding with the server, tries to identify the position of a huge

number of users to track them. The compromises involved are C1 and C3 since if

the attacker knows the position of a user at a given instant, it is able to identify

the tuples sent by the user and then to link the ephemeral IDs they contain and

to associate them with extra information (e.g., the position of the user). The setting

considered is (SU,GV ,SC).

Since in DP-3T, no information about the position is sent to the server, the attack

cannot be performed. On the contrary, any standard GPS-based solution is affected

by this problem. Therefore, it is important to check what happens for our protocol.

In ZP, the only information about the position of the users is reported in the digests.

The only way to reverse them (and discover the centroids in which the users are

located) is to know the salts sent by the TSP.

As explained in the Orwell Attack, even though the attack can be performed on

a limited number of users, to put on a mass tracking system is infeasible.

In summary, this attack does not work on LD, UD, and ZP.

Little Thumb attack [170]: This attack is due to the practical implementation of DP-

3T based on GAEN. In fact, in order to avoid the linking of the ephemeral IDs, they

have to change simultaneously with the MAC addresses of the BLE messages sent

in broadcast. However, if they are not perfectly synchronized to link the ephemeral

IDs becomes possible. In fact, suppose that the ephemeral id changes before the

MAC address. In this case, the user sends in broadcast two consecutive messages

with the same MAC address and two different ephemeral IDs that can be linked.

Once the ephemeral IDs are linked, we have all the drawbacks of the Paparazzi and

Orwell attacks. The attack leads to the compromises C1 and the setting considered

is (OU,GV ,IC).

In ZP, ephemeral IDs change randomly each τ seconds and they are not ex-

changed through BLE, thus the attack cannot be performed.

These results are compliant with Theorem 6.11 that shows that LD and UD are

vulnerable to C1 in (OU,GV ,IC), while ZP is not vulnerable to C1 in (OU,GV ,IC).

We highlight that, although the attacks regard DP-3T, they also apply to other

decentralized protocols [55, 145, 50] as the vulnerabilities are due to the exchange

of identifiers.

The vulnerabilities of DP-3T and ZE2-P3T to the attacks are summarized in Table

6.2.
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Table 6.2: Vulnerabilities of DP-3T and ZE2-P3T to the attacks. ✗ means vulnerable

while ✓ means resistant.

6.8 Discussion

The COVID-19 pandemic certainly represents one of the most difficult challenges

that modern society has ever faced. Moreover, history teaches us that fighting a pan-

demic has always been a very difficult task and, despite the scientific and techno-

logical advances our society enjoys today, we have experienced that a pandemic is

still capable of threatening and seriously damaging the world, and its social and

economic systems.

The strategy to adopt to fight a pandemic strongly depends on the characteristic

of the pathogen and the disease at the basis of the pandemic. But, in general, the

strategy is a combination of different measures.

Contact tracing (both traditional and digital) is one of the weapons in the heads of

governments, but it is not enough. It should be suitably combined with containment

measures. A possible example of containment measures are the following: health

checkpoints for passengers, mandatory supervised quarantine, mandatory commu-

nication, red zones, banning air traffic from specific areas of the world, vaccination,

suspensions of public events, general lockdown or movement restrictions, suspen-

sion of all commercial activities non-indispensable for production, an extension of

the ban on non-indispensable activities, etc. Contact tracing can be effective in some

phases of the pandemic, and could be also restricted to specific areas of the country

in which the conditions are appropriate. Specifically, contact tracing can be fruitful

if the incidence of the infection is below a given threshold. Indeed, the role of con-

tact tracing is to enable early reactions by applying additional strict containment

measures (as quarantine) only to those people that are identified by the tracing ac-
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tivity. Conversely, when the incidence of the pathology is high, the role of contact

tracing decreases and also its feasibility, due to the number of cases to manage. On

the other hand, in this case, a general containment protocol can be applied. All the

above strategies can encounter a number of obstacles, that are cultural, social, tech-

nological, economic, etc. The obstacles themselves may become opportunities for

designing more effective strategies also by reducing their negative impact. For exam-

ple, heterogeneity of the population introduces specific issues to consider. Certain

differences in intrinsic characteristics of the population may influence the dynam-

ics of the local epidemic. Therefore, governments should consider local conditions

to adopt heterogeneous containment policies. Furthermore, another factor that can

hinder the management of a pandemic, especially when the symptoms may be simi-

lar, is the coexistence with other epidemics (like the seasonal flu).

In this chapter, we focus on digital contact tracing, by proposing a new proto-

col that improves the state of the art from the perspective of security and privacy.

The motivation of this chapter is that the prerequisite for the effectiveness of digital

contact tracing is above all that it should be accepted by the population, in addi-

tion to the fact that it should be adequately combined with containment measures.

Therefore, security and privacy features take a central role.

Concerning security, in particular, as some attacks that we contrast (like the relay

attack ± also said Fregoli attack) can threaten the stability of large communities,

governments may also be seriously interested in this aspect.

Consider that the relay attack could be performed on a massive scale, poten-

tially quarantining many people. For example, this could be exploited in the case

of elections, to inhibit their regular running. Therefore, the presented research has

a specific focus on security and privacy aspects, without neglecting the feasibility

of the proposed solution, which is a relevant point, considering that it should be

designed for a huge number of users. A final aspect to discuss is if the approach

presented in this paper is generalizable to all contagious diseases. Obviously, the

answer to this question should take into account the specific characteristics of the

considered disease. Apart from the obvious fact that even short-time and non-close

contacts could be meaningful only for respiratory infections, a contact tracing solu-

tion is suitable for a specific disease in function of the safety distance, the role of

surfaces and share objects, the incubation period, the speed of the diagnostic test,

the presence of paucisymptomatic or asymptomatic cases, and so on. The number of

variables to consider are so high that, as the recent scientific literature witnesses for

the case of COVID-19, it is preferable to restrict the action range to a single disease,

which is the choice adopted in this chapter.
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6.9 Future Works

We proposed a novel contact tracing protocol that improves the state of the art from

the perspective of security and privacy. As future work, we plan to transform the

software prototype presented in this chapter into a complete software system, to run

it in real-life contexts. Indeed, we argue that a real-life experimentation possibly

with the partnership of industrial and government parties would be the desirable

follow-up of the present scientific study. Finally, we plan to embed into the protocol

the optional optimization features included in the implementation to carefully study

their security implications.
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Conclusion

In this thesis, we proposed new approaches to realize proximity-based services while

guaranteeing privacy. The problemwe addressed is that proximity-based services ex-

pose the user to serious privacy threats because they could allowmassive monitoring

by an honest but curious provider.

We presented several protocols to implement proximity-based services in differ-

ent contexts, such as social networks, electronic proximity monitoring for the pre-

vention of crimes, and contact tracing, always with the main objective of ensuring

privacy.

After analyzing the existing literature related to this field, first of all, we focused

on the management of the mapping of the territory. Therefore, we developed an ef-

ficient representation capable of supporting proximity detection at different ranges.

To do this, we have proposed a tag-grid-based approach. The grid-based techniques

consist of the partition of the territory into cells of a certain shape (squares, hexagons,

circles, etc.), possibly overlapping each other. Since we wanted to enable themodula-

tion of the size of the searching area in which users want to perform their proximity

test, we needed a more sophisticated structure. Therefore, we designed a new hierar-

chical spatial index, called shifted quad tree allowing the user to choose the distance

within which proximity testing is performed.We combined our grid-based approach

with a tag-based mechanism.

Then, we tried to solve the data integrity problem, since the proximity service

provider can outsource the map data to a third party (typically the cloud), which

however may not be honest. The proximity service provider needs guarantees on

the completeness and correctness of the portion of map data returned. To solve this

problem, we have developed a new technique to guarantee query integrity over map

data outsourced to a cloud. The proposed technique outperforms tree-like state-

of-the-art solutions and shows the nice feature of providing guarantees for fresh-

ness without requiring timestamps, synchronization, and revocation mechanisms.

We only considered spatial range queries, and only evaluates the proposed method
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through an analytic approach. In favor of fairness, this is done by considering lower

bound (Ω) costs for tree-like competitor techniques, not referring to a specific tech-

nique, thus without considering that the effective implementation of insertions and

deletions in any existing tree-like method is not natural to the point that the scien-

tific literature considers these methods not well-applicable in the dynamic case.

The first context we have considered is that of social networks. By adopting the

structure we created and after defining an anonymity protocol and communication

primitives, we implemented a proximity testing protocol protecting users’ privacy

against the global adversary. We developed a privacy-preserving proximity-based

solution that provides both symmetric and asymmetric proximity testing entirely

within social networks. In particular, we realized three different proximity-based

services. The first is a service aimed to test the proximity of users who know each

other. Roughly, we provided the privacy features to a service similar to Facebook

Nearby Friends. The second service is used to test the proximity between users who

do not know each other but make public some information. The service allows de-

tecting proximity of unknown users only on the basis of their agreement. This ser-

vice extends the features given by services such as Tinder, by enabling the above

privacy features. Finally, the last service regards proximity testing of a user with re-

spect to a (static or moving) target. The privacy requirement is that the user remains

anonymous also with respect to the target. This service extends services such as Tri-

padvisor or BlaBlaCar. We call this service TN-service (standing for target nearby

service). We provided the security analysis of our solution.

The second context considered concerns Electronic Proximity Monitoring for the

Prevention of Crimes. Existing solutions (RFID and GPS) suffer from security and

privacy issues. We proposed a more complex solution involving a hierarchical grid-

based approach and the collaboration of a telephone service provider. We designed

a privacy-preserving GPS-based solution that does not allow the victim’s location to

be revealed unless the offender is nearby. Our solution advances the state of the art.

We provided the security analysis of our solution.

The last context considered is that of contact tracing. We proposed a centralized

digital contact tracing (DCT) protocol, called ZE2-P3T (Zero Ephemeral Exchang-

ing Privacy-Preserving Proximity Protocol), which relies on smartphone localization

but does not give any information about the user’s location and identity to the server.

The most important feature of our approach is that such ephemeral identifiers are

not exchanged among users, as it happens for the state-of-the-art decentralized pro-

tocol DP-3T/GAEN. This is important because this exchange is the basis of most

vulnerabilities of DP-3T/GAEN. As a consequence, the proposed approach is defi-

nitely more secure than DP-3T/GAEN. This fact represents the main result of our
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solution. To show this, we defined a theoretical framework able to quantitatively

compare the two approaches, according to a suitably weighted ordering relation. In-

terestingly, our protocol is not based on BLE. Therefore, the users are not forced to

turn on the Bluetooth interface (as it happens for DP-3T/GAEN). This shields smart-

phones from other attacks that exploit Bluetooth. An important point to remark is

that the proposed solution has been also analyzed experimentally, to test its feasi-

bility and also to provide a methodology to follow in a real-life context to size the

server-side resources. We developed a software prototype that implements the main

functionalities of the solution.

In conclusion, the solutions proposed in this thesis resolve privacy and security

issues and advance the state of the art.

As future work, we plan to apply the technique for data integrity not only for

cloud-based data outsourcing but also in the field of blockchain inter-ledger proto-

cols. Furthermore, the proposed approach to provide proximity-based services is a

plausible example of how to achieve privacy objectives while keeping the current

centralized social network architectures therefore we plan to implement a real-life

application in the future. Regarding the proposed protocol for electronic monitor-

ing preserving the privacy of the victim, we program to implement the solution and

experiment with it in a real-life environment. Finally, we plan to transform the soft-

ware prototype of our digital contact tracing protocol into a complete software sys-

tem, to run it in real-life contexts. Indeed, we argue that a real-life experimentation

possibly with the partnership of industrial and government parties would be the

desirable follow-up of our scientific study.
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