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Introduction 

 

 

The discovery of graphene unquestionably marks the beginning of a 

new era in electronics and optoelectronics. Graphene, a single layer of graphite, 

was the first two dimensional (2D) material to be isolated in 2004 by K. 

Novoselov and A.K. Geim and their team at Manchester University. Its unique 

and outstanding properties spurred the scientific community to produce many 

other forms of graphene derivatives vastly extending the already broad range 

of graphene applications.  

Although it has been almost 15 years, the expected disruptive impact 

of such materials is still to come, due to current limitations related to the 

production and processing. Electronic-grade graphene is usually achieved in 

single-crystal samples obtained by mechanical exfoliation, but it has proven 

hard to match those properties in large-area samples produced by even the 

most advanced techniques, such as chemical vapor deposition (CVD).  

The CVD growth process involves the catalytic decomposition of a 

carbon source both in vapor and liquid phase, such as methane or ethanol, on 

a transition metal. CVD samples are typically made of polycrystalline graphene, 

and the presence of grain boundaries are known to have a negative impact on 

graphene’s physical properties, such as mobility, electron conductivity, and 

mechanical strength. For this reason, an extensive effort was devoted to 

suppress the formation of grain boundaries and increase the size of graphene 

grains, mainly by decreasing the nucleation density. If a few graphene nuclei are 

widely spaced, they can grow as isolated single crystals and eventually merge 

into a continuous graphene film with reduced grain boundaries. Alternatively, 

all graphene nuclei were reported to grow with the same crystalline orientation. 

Being epitaxially correlated on an identically-oriented surface, they grow aligned 

along the same crystalline direction and ultimately merge into a single-crystal 

film without grain boundaries. However, this approach is still out of reach in 

the case of the polycrystalline Cu foil substrate, that is widely used to grow 
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highly crystalline graphene, due to an efficient catalytic activity (low carbon 

diffusion and surface-mediated growth) combined with a limited cost.  

The first part of the thesis work is to demonstrate the growth of large 

single-crystal graphene on copper foils by ethanol CVD. Ethanol is an efficient 

precursor which can be used instead of methane, the most commonly used 

carbon source, and can provide various advantages. Being liquid at standard 

atmospheric temperature and pressure, ethanol is safer than methane and can 

decompose at a lower temperature, accelerating the growth. Continuous 

graphene films were grown on Cu foils at low partial pressures of ethanol (< 2 

Pa) in seconds i.e., much faster than conventional growth times (in the order of 

minutes) of methane-based CVD processes. Shorter growth times are crucial 

for industrial production and can also limit growth kinetic issues related to Cu 

sublimation. Most of the recent studies on the growth of large single crystal 

graphene covered the CVD of methane, while ethanol as a carbon source has 

not been investigated in this respect yet and up to date, only one group reported 

the growth of mm-sized single crystal graphene by CVD of ethanol with pre-

oxidized Cu enclosures. The enclosure approach is not ideal because it 

introduces uncertainties to the CVD process: It is impossible to define the 

gaseous environment inside the enclosure’s internal surfaces. The goal of this 

work is to systematically explore the process parameters of ethanol-CVD to 

obtain full control over the nucleation rate, grain size and crystallinity of 

graphene on flat Cu foils, which are of interest for any realistic production in 

large scale. 

The development of 2D materials with tailored electronic properties is 

attractive and promising for future photovoltaic (PV) devices. Graphene and 

graphene based derivatives (GBDs) with tuneable optoelectronic properties 

can be synthetized by ethanol-CVD. These graphene derivatives maintain the 

2D character, but their properties can be tuned over a wide range. Such 

derivatives can be obtained both by a post-growth processing of graphene and 

by properly tuning the synthesis processes. The possibility of using GBDs with 

desired properties to function as interfacial, buffer and active layers offers an 

unprecedented opportunity for photovoltaics.  
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Schottky barrier solar cells (SBSCs) based on graphene/n-Si junctions 

represent an innovative and interesting case study for the integration of 2D 

materials into consolidated cell architectures and fabrication processes. 

Graphene and related materials are ideally suited for the fabrication of stacked 

structures, either in novel device configurations or in conjunction with “classic” 

PV materials. Graphene in the SBSC serves not only as transparent conductive 

electrode, but can also contribute as an active layer for carrier separation and 

hole transport. This kind of solar cell represents a low-cost and high-efficient 

alternative to traditional Si solar cells based on p-n junctions. In fact, these cells 

can be fabricated by simply transferring a graphene film onto n-Si substrate at 

room temperature, making the fabrication process less expensive and easier in 

comparison to traditional Si solar cells. Power conversion efficiency (PCE) of 

graphene/n-Si SBSCs passed from 1.5 to 15.6% in only 5 years, by 

implementing various kinds of graphene films and optimization strategies: 

multilayer films, chemical doping treatments, the introduction of antireflection 

coatings or light-trapping layers, the engineering of interface between graphene 

and Si. The engineering of the interface between absorber and front electrode 

is crucial for reducing the dark current, blocking the majority carriers injected 

into the electrode, and reducing surface recombination in Schottky 

heterostructures based on graphene. The presence of tailored interfacial layers 

between the metal electrode and the semiconductor absorber can improve the 

cell performance. The second part of this thesis clarifies the role of a non 

conductive GBD as interfacial layer between few-layer graphene (acting as 

transparent conductive electrode) and n-Si (the absorber). The effect of GBD 

interlayer on the electrical and photovoltaic solar cell parameters will be 

discussed. 

The thesis has been arranged in four chapters. Chapters 1 and 2 are 

related to theory and experimental methods used during the study, whereas in 

Chapter 3 and 4 the results on the synthesis of large graphene grains and the 

effect of GBD as interlayer in a SBSC are reported, respectively. In Chapter 1, 

graphene is presented, together with its crystal and electronic structure, and 

CVD method, largely used in the research activities, is also discussed. An 

overview of the experimental techniques used to characterize graphene and to 
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test the photovoltaic device is reported in Chapter 2. Optical, electron and 

atomic force microscopy and Raman spectroscopy have been used to 

investigate the graphene structure and properties, whereas to characterize the 

solar cell, analysis of J-V curve, external quantum efficiency and power 

conversion efficiency have been evaluated. Synthesis of large graphene 

domains by ethanol CVD with direct exposition of Cu foil to precursor flow is 

discussed in Chapter 3. The process parameters of ethanol-CVD are 

systematically explored to obtain full control over the nucleation rate, grain size 

and crystallinity of graphene, which are of interest for any realistic production 

in large scale. Fabrication and testing of photovoltaic device are discussed in 

Chapter 4. The SBSCs are characterized and tested in dark conditions and as 

solar cells under standard conditions; electrical and photovoltaic parameters are 

extracted and discussed. A physical model to better explain the effect of non 

conductive interlayer in the diode structure is also discussed.  

The experimental activity here presented was carried out in different 

laboratories, specifically at the University Mediterranea of Reggio Calabria, at 

the ENEA Casaccia and ENEA Portici Research Centers.  
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1 

Graphene  
 

 

 

Because of its extraordinary versatility, graphene is playing an important role in 

nanotechnology and microelectronics, envisaged as the main protagonist of optoelectronic devices 

of the future and in particular for photovoltaic applications. 

The aim of this chapter is to introduce the physics of the graphene and the techniques used to 

produce it. Firstly, graphene structures and properties will be pointed out, then synthesis and 

transfer methods will be briefly discussed.  

 

 

1.1 Introduction 

Graphene was originally explored as a theoretical exercise in solid state 

physics and its linear dispersion relation was predicted by P. R. Wallace in 1947 

[1]. Before 2004 the consensus was that graphene and 2D crystals were 

completely theoretical materials. In 2004 a flake of graphite with monoatomic 

thickness was isolated and characterized by A.K. Geim, K. Novoselov and their 

team [2] at Manchester University, giving the beginning to the revolution in 

reduced dimension materials and the age of 2D materials. This revolution had 

a surprising origin: the original technique used to isolate graphene for the first 

time derived from the technique used to create fresh graphite surfaces for 

scanning tunneling microscopy using scotch tape [3]. In the “scotch tape 

method”, highly ordered pyrolytic graphite (HOPG) is repeatedly shed of its 

layers using scotch tape until a monolayer is left on the tape, a technique we 

can all recreate at home. Initially not everyone saw the potential of graphene 

and the journal Nature rejected the teams original submission with the quip 

that it ’did not constitute a sufficient scientific advance’ [3]. The journal Science 

did not feel the same and accepted it and Geim and Novoselov went on to 

promptly receive the 2010 Nobel Prize in physics for ’groundbreaking 

experiments regarding the two-dimensional material graphene’. Since then, 

graphene has attracted great research interests in areas such as physics, 
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chemistry, nanoelectronics, materials science and bioscience because of its 

fascinating electronic, optical, mechanical and thermal properties. 

 

 

1.2 The Physics of Graphene  

Graphene can be considered the building material of all other carbon 

allotropes, such as being rolled into 1D nanotubes or wrapped into 0D 

fullerenes. Figure 1.1 shows the structure and dimensionality of the carbon 

allotrope family. In this chapter the crystal structure of graphene and its optical 

and electronic properties will be described.  

 

Figure 1.1. The carbon family and the considered material dimensionality. (a) 
Diamond (3D) (b) Graphite (3D) (c) Fullerenes (0D) (d) Nanotube (1D) (e) Graphene 
(2D). 

 

 

1.2.1  Carbon hybridization of graphene 

Graphene is composed of covalently bonded, sp2 hybridized, carbon atoms in 

a two dimensional hexagonal atomic structure that resembles honeycomb. 

Bonding hybridisation refers to the mixing of valence electron states. Carbon 

is the 6th element in the periodic table and has six electrons, two electrons with 

opposite spins fill the first shell (principal quantum number (n = 1) and four 

partially fill the second shell (n = 2). The shell with n=2 is the valence shell of 

carbon and two electrons fill the first sub-shell (2s) and the remaining two 

partially fill the second sub-shell (2p) as reported in Figure 1.2. The electron 

configuration of a carbon atom is described as 1s22s22p2. The p sub-shell is 
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capable of holding 6 electrons in total, with pairs of electrons with opposite 

spin states occupying the x (px), y (py) and z (pz) axis (orbital). The 1s sub-shell 

has an orbital energy of E ≈ -285 eV [4] and thus the 1s2 electrons are not 

considered in the majority of theoretical predictions and carbon interaction and 

bonding are attributed to n = 2 shell. The 2p and 2s orbitals have an energy 

difference (≈ 4 eV [5]) and thus it is energetically favourable to fill the lower 

energy 2s orbital first. However, in the presence of other carbon atoms it 

becomes energetically favourable to excite a single 2s electron to fill a third 2p 

orbital state in order to form covalent bonds known as spx hybridised covalent 

bonds with the neighbouring atoms (Figure 1.2). The spx orbital has three 

common forms sp1 (acetylene), sp2 (graphene) and sp3 (diamond) where the 

order of the sub-shell indicates the number of electrons involved in the 

hybridised bonding from that sub-shell. Graphene is sp2 hybridised and forms 

a three fold planar bonding between a single 2s orbital and two 2p orbitals (2px 

and 2py) with the same electron orbitals of three other neighbouring carbon 

atoms (Figure 1.2). The hybridisation becomes the core orbital and one electron 

is left over from the n = 2 valence band per carbon atom, from the energy 

minimisation from hybridised bonding this becomes a 2pz un-hybridised 

orbital which has an orbital volume out of plane to the sp2 hybridised covalent 

sigma bonds and acts to form p covalent bonds with neighbouring 2pz 

electrons. For clarity 1s22s22p2 (non-hybridised) became 1s22s12p3 (sp2 

hybridised) as the external potential from bonding with other carbon atoms 

favours the hybridised energy state even though it costs ≈ 4 eV to promote a 

2s electron to the 2pz orbital state. Figure 1.2 shows the orbital form of ground 

state carbon orbitals and their respective formation into sp2 hybridised orbitals 

in the graphene lattice. It is the 2pz orbital that is capable of joining the de-

localised extended states that form the valence and conduction bands of 

graphene and facilitates graphene’s electrical properties. 
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Figure 1.2. The orbital evolution from a ground state energy carbon atom to a sp2 
hybridised graphene atom. 

 

 

1.2.2  Graphene crystal structure 

Graphene is a carbon allotrope in which atoms are arranged forming a 

honeycomb 2D lattice due to their sp2 hybridization, with an inter-atomic 

length of acc=1.42 Å. A theoretically pristine crystal is formed from an infinite 

array of repeating atomic positions. A Bravais lattice can be formed by using 

the atomic positions. The unique electronic properties of graphene are due to 

this honeycomb lattice arrangement, which can be seen as two non-equivalent 

interpenetrating hexagonal lattices with a two-atom basis (A and B), as depicted 

in Figure 1.3a. Both sublattices are Bravais lattices characterized by two base 

vectors a and b, with an angle of 120° between them. The lattice vectors 

forming the basis of the unit cell (Figure 1.3b) are [6]: 

 

 𝛼�⃗�1=
a

2
(3x̂, √3�̂� )              �⃗�2=

a

2
(3x̂, −√3�̂� ) 1.1 

 

where a ≈ 1.42 Å and is the C-C bond length and the lattice constant can be 

given as �⃗� = 𝑎√3 = |�⃗�1| = |�⃗�2| ≈ 2.46Å, �̂� and �̂� are the Cartesian basis 

vectors (unit vectors). 

Any linear combination of the vectors a1 and a2 generates all the points in 

the lattice. 
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Figure 1.3. (a) The honeycomb lattice of graphene showing the two sublattices 
marked A and B [7]. (b) Lattice structure of graphene showing the two sublattices 

marked A and B; a1 and a2 the lattice unit vectors; 𝜹𝒊 i=1, 2, 3 the nearest neighbor 
vectors [6]. 

 

The vectors 𝜹𝟏,𝟐,𝟑 connect in real space any site on the A sublattice to any of 

its three nearest neighbours which all reside on the B sublattice and they can 

be defined as: 

 

 𝛿1
⃗⃗ ⃗⃗ =

𝑎

2
(+√3�̂�)        𝛿2

⃗⃗⃗⃗⃗ =
𝑎

2
(�̂� − √3�̂�)        𝛿3

⃗⃗⃗⃗⃗ = −𝑎�̂� 1.2 

 

Reciprocal space (k-space, momentum space) is a construct used for 

theoretical analysis of periodic structure. The real space and reciprocal space 

vectors satisfy the relation 𝑎 ̂𝑖 ∙ �̂�𝑗 = 2𝜋𝛿𝑖𝑗 where 𝛿𝑖𝑗 is the Kronecker delta. 

The reciprocal lattice vectors �⃗⃗�1 and �⃗⃗�2 of the graphene Bravais lattice are 

defined as 

 

 �⃗⃗�1=
2π 

3a
(1�̂�, √3�̂�)           �⃗⃗�2=

2π 

3a
(1�̂�, -√3�̂�) 1.3 

 

and shown in Figure 1.4 relative to the first Brillouin zone (BZ). Importantly, 

the BZ is the reciprocal analogue of the real space Wigner-Seitz cell and can be 

defined as the area of available reciprocal space that does not cross any Bragg 

planes drawn about a lattice point.  

(a) (b) 
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Figure 1.4. First Brillouin zone of graphene with the reciprocal lattice vectors defined 
as b1 and b2. High symmetry k-points are labelled as Γ, M, K and K’ [6]. 

 

The area within the first BZ is closer to the origin than any other lattice 

point and importantly this means that any point in reciprocal space has an 

equivalent in the first BZ due to the periodic nature of the lattice. Every wave 

vector within the BZ is unique and non-equivalent to another in the BZ, 

therefore any wave vector in any periodic state of the crystal has a single wave 

vector equivalent within the BZ. Here a wave vector �⃗⃗� (wavenumber k =|�⃗⃗�|) 

is related to momentum via �⃗� = ℏ�⃗⃗� =
2𝜋ℏ

𝜆
 and is often referred to as the crystal 

momentum. Considering the reciprocal space of the honeycomb lattice, it is 

easy to see that the first Brillouin zone is an hexagon [7]. 

 

 

1.2.3  The band structure of graphene 

Due to the sp2 hybridization of carbon valence orbitals, the 2s valence 

orbital mixes with the 2px and 2py ones forming three equivalent sp2 hybrid 

orbitals lying in the xy plane. Three in-plane carbon atoms are bonded to other 

nearby carbon atoms by covalent bonds by sigma bond by overlapping their 

sp2 orbitals and are not available for the conduction process, as well as the 

electronic bands of the 1s state, which is completely filled. The remaining 2pz 

orbital, with an axis normal to the xy plane, can overlap with a neighboring 2pz 

orbital forming 𝜋 bonding and 𝜋∗ antibonding orbitals [14]. Overlap between 

2pz orbitals of neighboring carbon atoms in graphene results in the formation 

of a delocalized 𝜋 system. Each atom in the unit cell is characterized by the 𝜋 

bond and thus can donate one electron to the lattice, almost completely 
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delocalized, free to move and actively participate to conduction. Most of the 

spectacular electronic properties of graphene are related to its 𝜋 and 𝜋∗ electron 

energy bands. The form of the 𝜋 energy bands in graphene was first derived by 

Wallace in 1947 within the approximation of tight-binding electrons [1]. 

Considering only interactions between 23 nearest neighbors in the lattice this 

will be 

 

𝐸(𝑘)

= ±𝑡√1 + 4 cos (
√3

2
𝑎0𝑘𝑥/2) cos (

1

2
𝑎0𝑘𝑦) + 4 cos2 (

1

2
𝑎0𝑘𝑦) 

1.4 

 

where 𝑎0 is the carbon-carbon distance and t ≈ 2.8 eV is the nearest neighbor 

hopping energy. The minus sign applies to the lower 𝜋 band, which is fully 

occupied, and the plus sign to the upper 𝜋∗ band, which is empty. These bands 

come in contact, without overlapping, at six points in the reciprocal lattice, 

which are commonly referred to as the K points, coincident with the boundary 

of the first Brillouin zone. Graphene’s BZ shows four distinct vector positions 

from the origin, Γ⃗, M⃗⃗⃗⃗, K⃗⃗⃗, K⃗⃗⃗′ and are positioned at: 

 

Γ⃗ = 0�̂� + 0�̂�, M⃗⃗⃗⃗ =
2𝜋

3𝑎
�̂�,   

K⃗⃗⃗ =
2𝜋

3𝑎
(𝑥 ̂ +

�̂�

√3
) , K⃗⃗⃗′ =

2𝜋

3𝑎
(𝑥 ̂ −

�̂�

√3
) 

1.5 

 

K and K’ represent a set of non-equivalent points in the reciprocal space which 

may not be connected one to another by a reciprocal lattice vector. The corners 

of the Brillouin zone, where the band crossing occurs are K and K´ points. The 

K and K’ points are the primary points of interest when studying the electronic 

properties of graphene. This crossing point is called the Dirac point and its 

energy position is exactly at the Fermi level. A representation of the graphene 

energy bands is shown in Figure 1.5. Fermi energy lies exactly at the K points 

for undoped graphene and the Fermi surface of graphene consists thus of only 

six points. 
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Figure 1.5. Band structure of graphene. In the vicinity of the Dirac points at the two 
nonequivalent corners K and K′ of the hexagonal Brillouin zone, the dispersion relation 
is linear and hence locally equivalent to a Dirac cone [8]. The energy dispersion is a 
function of the wavevector components kx and ky, as obtained from Eq. 1.3. Valence 

(𝝅) and conduction bands (𝝅∗) are seen touching at the Fermi level at the K and K’ 
points with a linear conical relation among them. 
 

Near these points the relationship of the energy versus momentum becomes 

linear, which has significant consequences for the electronic transport and 

optical properties of graphene. The linear dispersion region is well-described 

by the Dirac equation for massless Dirac fermions, particles with relativistic 

speed and no mass [9] 

 

 E(k)=±ℏ𝑣𝐹|�⃗⃗� − �⃗⃗⃗�| 1.6 

 

with ℏ reduced Planck constant, k the wave vector of the electron and 𝑣𝐹 ≈

106𝑚𝑠−1 is the Fermi velocity (responsible of the ballistic transport) [10]. In 

the usual case with parabolic valence and conduction bands the dispersion 

relation is  𝐸(�⃗⃗�) = 𝐸(0) +
ℏ2�⃗⃗�2

2𝑚∗  and the velocity 𝑣 = √2𝐸/𝑚 is proportional 

to the energy. Comparing these relations to Einstein’s relativistic energy 

relation (𝐸 = √(𝑚𝑐2)2 + (𝑐𝑝)2) for massive particles in the nonrelativistic 

limit 𝐸 ≈ 𝑚𝑐2 +
𝑝2

2𝑚
 and massless relativistic particles 𝐸 = 𝑐|𝑝| there is a clear 

parallel between parabolic dispersion relations and massive particles and 
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graphene’s dispersion relation and massless particles [6]. Therefore in the low 

energy limit in the Dirac valleys the electronic states can be described by the 

Dirac equation for m = 0, as a consequence the charge carriers in graphene are 

quasiparticles and are known as massless Dirac fermions. It should be noted 

that frequently graphene is described as having a zero effective mass using 

𝑚∗ = ℏ2 (
𝑑2𝐸−1

𝑑𝑘2 ) as is used in semi-conductors, however this gives 𝑚∗= 1 in 

the linear Dirac valleys or zero at the Dirac point. The effective mass of 

graphene’s charge carriers becomes anomalous at the Dirac points (𝐸 = 𝐸𝐹) as 

the wavenumber k = 0 and instead can be described as [6]: 

 

 𝑚∗ =
1

2𝜋

𝜕𝐴(𝐸)

𝜕𝐸
 1.7 

 

where 𝐴(𝐸) = 𝜋𝐸2/𝑣𝐹
2 and is the area in reciprocal space enclosed by the 2pz 

orbit. The charge carrier effective mass can then be related to 𝐸𝐹, the carrier 

density n and the Fermi momentum 𝑘𝐹(𝑘𝐹
2 = 𝑛𝜋) by [6]: 

 

 𝑚∗ =
𝐸𝐹

𝑣𝐹
2 =

𝑘𝐹

𝑣𝐹
= √

𝜋𝑛

𝑣𝐹
2  1.8 

 

Again, note ℏ needs to be applied for the correct units. It can be seen clearly 

that at the Dirac Point where n=0 the effective mass is zero.   

Linear dispersion graphene 𝜋 bands close to the Dirac points result, also, in a 

linear dependence of density of states on the energy. The density of states per 

unit cell can be written as [6] 

 

 𝜌(𝐸) =
2𝐴𝐶|𝐸|

𝜋ℏ2𝑣𝐹
2  1.9 

 

where 𝐴𝐶  is the unit cell area. At the Dirac point the density of states is in 

principle zero. Despite that, graphene exhibits a minimum quantum 

conductivity of the order of 4e2/h [11]. The linear dispersion of the Dirac 

valleys creates a linear change in the density of states until reaching the Dirac 
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point where the density of states is zero. Increasing E above 𝐸𝐹 induces 

electrons into conduction band, decreasing E below 𝐸𝐹 increases the hole 

density. At the Dirac point (at 0 K thus zero probability of excitation states 

above 𝐸𝐹) graphene should exhibit an infinite resistance/zero conductivity as 

the zero density of states indicates a zero charge carrier density [12]. 

 

1.3 Graphene Properties  

Since graphene discover, its electronic properties have attracted the 

interest of researchers, who looked at graphene as the substitute of silicon in 

the fabrication of electronic devices.  

 

 

1.3.1 Electronic transport properties of graphene  

The electronic transport and optical properties of graphene are greatly 

influenced by the physics of the charge carriers near the Dirac points. Charge 

carrier mobility (𝜇) of up to 1000000 cm2/Vs at low temperature (~5 K) [13] 

has been observed in pristine, suspended graphene, where interactions with the 

substrate are eliminated. At room temperature, the mobility has been measured 

to typically range from 10000 to 200000 cm2/Vs [14], [15] [16]. This value is at 

least 100 times faster than what is observed in silicon. Scattering in graphene 

does not depend strongly on temperature for T < 400 K [17] but it is influenced 

by the charged impurities of the supporting substrate and other extrinsic 

impurities that may be present [6], [14], [15], [17], [18]. For instance, the carrier 

mobility is typically on the order of 10000 cm2/Vs for polar SiO2 substrate 

limited by the graphene-SiO2 interaction [6] On the other hand, graphene 

placed on more inert, hexagonal boron nitride (BN) substrate exhibited the 

mobility of 500000 cm2/Vs [19], [20]. Substitutional defects are unlikely in 

graphene as the carbon atoms form strong in-plane bonds and graphene seems 

to form perfect crystal without vacancies in the range of microns at room 

temperature [21]. Furthermore, graphene forms corrugations or puddles of 

charges which can act also as scattering centres [22]. Conductivity of graphene 

can be tuned by doping through fabrication of a field effect device structure 
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where the application of gate voltage modulates the Fermi level (Figure 1.6). 

Figure 1.6a depicts the density of states and ambipolar transport in graphene 

where it can be seen that both the hole and electron densities can be easily 

controlled with the gate voltage [23]. Because the density of state increases 

linearly away from the charge neutrality point, the conductivity also varies 

linearly with gate voltage (Figure 1.6b). The mobility, however, remains 

constant over a wide range of gate induced doping. At low temperatures, 

graphene approaches a universal conductivity of 4e2/h and does not undergo 

metal to insulator transition as theoretically expected for a material even with 

very low concentration of charge carriers near the Dirac point [11]. This 

minimum quantized conductivity has been predicted by the theory describing 

the 2D Dirac fermions. The high mobility makes graphene a potential material 

for nanoelectronics especially in high-frequency applications [24].  

 

 

Figure 1.6. (a)Calculated density of states of graphene. Close to the Fermi level, 
the density of states ρ(ε), is linear with respect to the energy [6]. (b) Ambipolar 
transport characteristic of graphene. Field induced by gate voltage, Vg can 
control concentration and polarity of charge carriers. Positive (negative) gate 
voltage increases Fermi level increasing carrier concentration of holes 
(electrons) [11] 
 

 

1.3.2 Scattering in graphene  

The charge-carrier mobility in graphene, which is around 10000 cm2/Vs 

at room temperature, is believed to be limited by scattering of charge carriers 

[25]–[27]. There are various sources of scattering in a graphene system, such as 

phonons, charged impurities, neutral point defects and ripples (microscopic 

corrugations of a graphene sheet). Although intrinsic scattering such as 

scattering produced by interaction with phonons cannot be eliminated at room 

temperature, which eventually raises a fundamental limit on the mobility in 
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graphene, the electron-phonon scattering in graphene is found to be weak 

enough that mobility can still reach around 200000 cm 2/Vs at room 

temperature if extrinsic disorder is eliminated [14]. On the other hand, extrinsic 

disorders such as charged impurities, ripples and neutral point defects are 

considered the source of scattering that is expected to suppress the mobility in 

graphene. Short-range scattering generated by neutral point defects, or 

impurities, has limited effect on graphene's resistivity 𝜌, comparing to 

conventional nonrelativistic two-dimensional electron system [27], [28]. This 

fact may help to understand the remarkably high mobility in graphene. On the 

other hand, long-range Coulomb scattering from the random charged 

impurities located near the interface between the graphene and the substrate 

can be another possible candidate that limits the charge carrier mobility in 

graphene [26], [29], [30]. It explains the experimental fact that resistivity 𝜌 is 

inversely proportional to charge carrier density n and mobility is independent 

of charge carrier density. The typical concentration of charged impurities in 

graphene samples with mobility limited to ~ 10000 cm 2/Vs is estimated to be 

~ 1012 cm-2 [30]. In addition to charged impurities, ripples in graphene should 

create a similar long-range scattering effect on the mobility [31]. Large-scale 

ripples were also observed in graphene on SiO2 [32], while nanometre-sized 

ripples were observed in scanning-probe study of graphene [33], [34]. This kind 

of ripples is unavoidable, because strictly 2D crystals are extremely flexible and 

soft, and the existence of ripples can help stabilize the crystal by lowering the 

total energy. 

 

 

1.3.3. Optoelectronic properties of graphene  

Graphene shows remarkable optical properties. For instance, despite 

being only a single atom thick, it can be optically visualized. For freestanding 

single layer graphene (SLG) transmittance (T) can be derived by applying the 

Fresnel equations in the thin-film limit for a material with a fixed universal 

optical conductance [10]: 
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 T = (1 + 0.5 πα)-2 ≈ 1 – πα ≈ 97.7% 1.10 

 

where 𝛼 is the fine-structure constant [35]. Graphene only reflects <0.1% of 

the incident light in the visible region, rising to ~2% for ten layers. Thus, it can 

be assumed the optical absorption of graphene layers to be proportional to the 

number of layers, each absorbing A≈1 – T ≈ 𝜋𝛼 ≈ 2.3% over the visible 

spectrum (Figure 1.7).  

 

Figure 1.7. Scan profile showing the intensity of transmitted white light through air, 
single layer and bilayer graphene respectively [35]. 

 

Its transparency makes graphene ideal for its use in optoelectronic 

devices such as displays, touchscreen and solar cells, where materials with low 

sheet resistance Rs and high transparency are needed. It could replace the 

current transparent conducting materials, as indium tin oxide (ITO) [10], [36]. 

ITO is commercially available with T≈80% and Rs as low as 10 Ω/sq on glass 

and ~60−300 Ω/sq on polyethylene terephthalate. However, ITO suffers 

severe limitations: an ever-increasing cost due to indium scarcity, processing 

requirements, difficulties in patterning and a sensitivity to both acidic and basic 

environments. Moreover, it is brittle and can easily crack when used in 

applications involving bending, such as touch screens and flexible displays [10]. 

For these reasons new transparent conducting materials with improved 

performance are needed and graphene seems to be a good alternative. 

Graphene films have a higher transmittance over a wider wavelength range than 
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single-walled carbon nanotube (SWNT) films, thin metallic films 

(ZnO/Ag/ZnO e TiO2/Ag/TiO2) and ITO (Figure 1.8a) [10]. 

 

 

Figure 1.8. (a) Transmittance for different transparent conductors and (b) thickness 
dependence of the sheet resistance [10]. 

 

It has been calculated that for an ideal intrinsic SLG with T ≈97.7% 

resistance sheet value is about 6 kΩ/sq. Thus, an ideal intrinsic SLG would 

beat the best ITO only in terms of T, not Rs. However, real thin films are never 

intrinsic. The range of T and Rs that can be realistically achieved for graphene 

layers of varying thickness can be estimated by taking n= 1012-1013 cm−2 and μ 

= 1000 - 20000 cm2 V–1 s–1. As shown in Figure 1.8b, graphene can achieve the 

same Rs as ITO, ZnO/Ag/ZnO, TiO2/Ag/TiO2 and SWNTs with a similar or 

even higher transmittance [10]. It has been also demonstrated that the optical 

properties of graphene can be significantly modulated by the doping which can 

lead to novel optoelectronic effects and devices [37]. 

 

 

1.3.4 Thermal conductivity in graphene  

Thermal conductivity of graphene can also occur through ballistic 

phonon transport with theoretical values of the thermal conductivity predicted 

to be ~8000 W/mK while indirect measurements have yielded values ranging 

from 600 to 5000 W/mK that are comparable to that of bulk graphite (≤2000 

W/mK) [38]–[42]. This thermal properties makes graphene promising for 

thermal management and in particular for heat dissipation and transport 

applications [43], [44]. 

(a) (b) 
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1.3.5 Physical properties of graphene  

Graphene attracts much interest also for its mechanical properties. 

Numerical methods and experimental techniques have proved graphene 

intrinsic mechanical properties, characterized by high strength, hardness and 

elasticity [45], [46]. For instance, the spring constant of suspended graphene 

sheets is in the range 1-5 N/m and the value of the Young’s modulus equal to 

1.0 teraPascal (TPa) was measured for monolayer graphene by Atomic Force 

Microscopy (AFM), assessing graphene as the strongest material ever measured 

[45]. These mechanical properties make graphene a strong material and lead to 

a promising potential of utilising graphene in Nanoelectromechanical systems 

(NEMS) [47]. 

 

 

1.3.6 Chemical and Surface Properties 

Like graphite, graphene is generally a chemically stable material and it 

is thermally stable in air up to temperatures of ~500 ˚C [48]. Graphene has a 

very large surface area, ~2600 m2/g [49] which is useful for catalyst and energy 

storage applications. Graphene can also serve as a support for sensing 

adsorbing gas molecules [50] or for forming nanoparticle assemblies [51].  

Graphene can be functionalized through chemical modifications such as 

oxidation, hydrogenation, and fluorination. Oxidation renders graphene 

hydrophilic and allows further alteration of the functional groups by organic 

molecules (e.g. acylation followed by SOCl2 activation for polymer linkage and 

treatment by diazonium salts for improved solubility in polar organic solvents) 

[52], [53]. Hydrogenation can render graphene insulating [54], [55] and may 

have implications in hydrogen storage [56]. Fluorination of graphene makes it 

strongly hydrophobic, induces p-type doping, and can also open up a band gap 

[57], [58]. Through functionalization, the optoelectronic, chemical, and surface 

properties of graphene can be engineered for multitude of applications. 

In conclusion, crystal and electronic structure of the graphene, give it 

interesting properties, such as: 

 Density of 0.77 mg/m2 

 Thickness of ≈ 3.4 Å 
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 Surface area to volume ratio 2630 m2/g 

 Massless, relativistic Dirac quasiparticle charge carriers [2] 

 Room temperature mobility ≈ 200000 cm2/Vs [14], [17] 

 Low temperature mobility ≈ 6·106 cm2/Vs (T = 4 K) [59] 

 Higher current density capacity (milliamps through ribbons microns 

wide) [60] 

 Tunable band gap with length [61] 

 Tunable hole and electron densities with an applied electric field [2], 

[23] 

 Half integer quantum Hall effect at room temperature [9] 

 Room temperature quantum Hall effect [62] and unconventional Hall 

effects [63], [64]  

 Transparent - absorbs ≈ 2.3% of normal incident light [10], [16], [65] 

 Softest material possible against transverse deflection, flexible and 

stretchable [66] 

 Young’s modulus ≈ 1TPa [45] 

 Intrinsic strength of 130 GPa [45] 

 Thermal conductivity ≈ 5000 W/mK [43] 

 Cheap to produce [67] 

 

 

1.4 Graphene Synthesis 

Graphene does not exist in nature as isolated 2D material, but it can be 

extracted from graphite. Mechanical cleavage, thermal decomposition of silicon 

carbide, liquid phase exfoliation of graphite, molecular assembly and chemical 

vapor deposition (CVD) are the most commonly used synthesis methods of 

graphene. Anyway, it should be pointed out that no one of the aforementioned 

synthesis techniques can be considered as the best one in absolute. Since each 

of these methods is suitable to obtain graphene with different characteristics, 

the choice of a specific technique derives by the role of graphene in the specific 

application.  
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Figure 1.9 compares the available methods with regards to graphene 

quality and cost. CVD is described in detail due to its relevance to the study 

and further detail of the process is included in the results section. 

 

 

Figure 1.9. Graphene quality vs mass production cost of different graphene 
fabrication methods [68].  

 

 

1.4.1  Mechanical exfoliation  

Mechanical exfoliation can be regarded as the mother of all techniques 

for graphene production, since it was the first technique through which 

graphene was successfully isolated by Geim and Novoselov [2]. It basically 

consists in the exfoliation of a High Oriented Pyrolytic Graphite (HOPG) 

block through the so called “scotch-tape technique”. HOPG can be considered 

as a significant stack of monolayer graphene with distance of 3.34 Å, and 

stacked interacting with each other via van der Waals forces. Such forces are 

weak and for graphite the energy needed to cleave layers from each other is 

0.39 ± 0.02 J/m2 [69] (ABAB stacked). Thus graphene layers are easily 

peeled/cleaved/exfoliated from each other without any effort and this is the 

fundamental principle of this method [2]. In this method, an adhesive can be 

used to peel off the graphite flakes, as depicted in Figure 1.10a. With the first 
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step, several layers of bulk graphite are removed from the planar side of HOPG 

sample. The first piece of tape is then repeatedly cleaved by other sticky pieces 

till to obtain an almost invisible powder on the starting tape. With any luck a 

few flakes of single or bi-layer graphene will be isolated Finally, at the end of 

the exfoliation process, the tape is transferred onto another substrate that 

usually is silicon dioxide on Si wafer (SiO2/Si). In Figure 1.10b an optical image 

of a mechanical exfoliated multilayer graphene flake is show 

 

 

Figure 1.10. (a) Scotch tape mechanical exfoliation [70], (b) Exfoliated graphene 
on 300 nm thick SiO2, the number of layers increases with flake contrast, the 
number of layers are labelled, image adapted from [71]. 

 

The costless and advantageous of the technique brought many research 

groups to use it to produce high quality graphene layers. Graphene produced 

by this technique show mechanical and electrical quality comparable to the 

theoretical predictions. However, the real dimensions are significantly limited. 

The largest measured monolayer flakes are no bigger than 1 mm in any planar 

dimension [72] and the position of the flakes are uncontrollable. In order to be 

used for the fabrication of nanoelectronic devices, this process needs 

improvements for both the large-scale production and transfer method. 

 

 

1.4.2  Liquid Phase Exfoliation  

One of the promising routes to synthesize large quantities of graphene 

for large area applications is to exfoliate graphite in solution to produce a 

dispersion of graphene flakes. Graphite can be exfoliated in liquid 

environments exploiting ultrasounds to extract individual layers, (Figure 1.11). 

Such exfoliation method relies on covalent and non-covalent interactions 

(a) (b) 
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introduced by external molecules to disrupt the van der Waals interactions 

between the graphene sheets. The liquid-phase exfoliation (LPE) process 

generally involves the dispersion of graphite in special solvents able to 

minimize the interfacial tension between the liquid and graphene flakes. Indeed, 

if the interfacial tension is high, the flakes tend to adhere to each other and the 

work of cohesion between them is high, hindering their dispersion in liquid. 

Liquids with surface tension γ ~ 40 mN/m, are the best solvents for the 

dispersion of graphene and graphitic flakes, since they minimize the interfacial 

tension between solvent and graphene [70]. The solvents that mainly match this 

requirement are N-methyl-pyrrolidone (NMP) and Dimethylformamide 

(DMF) even if toxic and harmful to the environment. In order to favor the 

splitting of graphite into individual platelets, the solution should be sonicated 

for a long time. Finally, the surnatant phase of the suspension, the thinner 

exfoliated flakes, must be separated from the unexfoliated ones. Centrifugation 

process is generally used to this purpose [73]. Since this technique is regarded 

as one of the most promising for mass production, high concentration of 

exfoliated graphene is desirable. It is important to note that the yield of the 

process is strongly affected by each parameter involved in the procedure.  

 

 

Figure 1.11. Liquid phase exfoliation technique [70]. 
 

 

1.4.3  Epitaxial Growth on SiC 

Graphene can be synthesized by the thermal decomposition of silicon 

carbide [70], [74] (Figure 1.12). This growth technique is usually referred to as 

“epitaxial growth” even though there is a very large lattice mismatch between 
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SiC (3.073 Å) and graphene (2.46 Å) and the carbon rearranges itself in a 

hexagonal structure as Si evaporates from the SiC substrate, rather than being 

deposited on the SiC surface, as would happen in a traditional epitaxial growth 

process. The process is possible due to the lower sublimation temperature of 

Si compared to C and when elevated temperatures ≈ 1200°C and ultra-high 

vacuum (UHV) are applied to SiC. The annealing of the substrates results in 

the sublimation of the silicon atoms while the carbon-enriched surface 

undergoes reorganization and, for high enough temperatures, graphitization 

[70]. The typical range of annealing temperatures goes from 1500°C to 2000°C 

and the usual heating and cooling rates are 2-3°C/sec [75]. The thermal 

decomposition, however, is not a self-limiting process and areas of different 

film thicknesses may exist on the same SiC crystal. The graphene growth is also 

very sensitive to the crystallographic orientation of SiC and processing before 

growth is often essential [76]. 

 

 

Figure 1.12. Growth on SiC. Gold and grey spheres represent Si and C atoms, 
respectively [70].  

 

The dimensions of graphene produced are moderately larger in 

comparison to mechanically exfoliated graphene and can be on the order of 

100 µm [11] but are not significant enough for non-research use. Graphene 

obtained on SiC single crystals has has shown a mobility of > 3400 cm2/Vs 

[77]. Mobility has seen more recent improvements to 11000cm2/Vs but this is 

at a temperature of 0.3K and after a H2 intercalation process [78]. Graphene 

produced by epitaxial growth on SiC may be limited to devices on SiC only, 

since transfer to other substrates such as SiO2/Si might be difficult, with all the 
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drawbacks involved in the transfer process. Moreover, it is an expensive 

technique because of the SiC wafers cost. 

 

 

1.4.4  Chemical Vapour Deposition (CVD) 

Chemical Vapor Deposition (CVD) is a widely used method to grow thin 

films from many different carbon precursors both in vapor and liquid phase, 

such as methane (CH4), methanol (CH3OH) and ethanol (C2H5OH) [54], [79]–

[85] that are dissociated at high temperature using transition metal substrates 

such as Fe [86], Co [87], Ni [88]–[93], Cu [54], [94]–[100], Ru [87], Ir [87], [101], 

Pt [102]–[104] and Au [105], [106].  

Graphene growth morphology is heavily dependent upon the growth 

substrate, with the grain orientation, grain size, grain boundary density and 

importantly the number of layers all being variable. At elevated temperatures 

and pressures, C dissolves into the surface of the substrate during CVD. The 

amount of C that the substrate intakes is defined as its solubility. The C 

solubility is a critical factor for optimizing graphene growth in terms of 

crystalline quality and number of layers. Low C solubility suppresses the 

formation of multi-layer graphene as C adatoms are predominantly restricted 

to the substrate surface. Graphene forms into small nuclei, which coalesce and 

grow into a full surface coverage at which point the precursor gas can no longer 

dissociate at the catalyst surface and thus no more C atoms can be added to the 

system, creating a self-terminating monolayer graphene growth. On very low C 

solubility materials, minimal bi-layer formation is shown such as on Cu it is 

often found that the graphene coverage is ≈ 95% monolayer Cu [54], [65], [94]–

[100], [107], but this can be quite variable with CVD parameters such as 

temperature, pressure, growth time and C concentration. Graphene growth is 

also strongly affected by interaction with metallic substrate and surface 

orientation [87]. It is important to take into account lattice mismatch between 

graphene and substrate caused by C atoms forced from the most energetically 

favorable adsorption positions on the metal surface when incorporated into a 

graphene lattice. Weaker bonding creates an elongated distance between the 

metal surface and graphene and this often corresponds to a decreased C 
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solubility [87]. Ir, Pt, Ag, Au and Cu have the greatest bond separation of all 

the transition metals. With a greater graphene metal separation, the graphene 

will beneficially grow over substrate defects such as grain boundaries and step 

edges without any detriment as demonstrated with Cu [108]. However a weak 

lattice interaction allows domains do not have a favored crystal orientation and 

grow into a polycrystalline coverage [87] making the growth of large area single 

crystal graphene difficult. Ir shows the greatest bond separation between 

graphene and the metal surface (34 nm). Ir is very promising for graphene 

CVD, and has shown self-terminating monolayer graphene growth, low energy 

graphene-Ir interface, structural coherence over Ir step edges and even 

preferred nucleation orientation at higher temperature allowing for a reduced 

polycrystallinity [101]. However it is less favored if compared to Cu because it 

is more probable to obtain bi-layer graphene [109] due to its higher C solubility. 

Similar argument can be used for Pt, which shows self terminating monolayer 

growth, weak bonding interaction but a more polycrystalline graphene sheet 

and is not favored due to a greater formation of bi- multi-layer graphene areas 

[104]. In summary, Cu and Au are the most promising CVD candidates due to 

negligible disruption of graphene from step edges and defects due to their weak 

interfacial bonding with surface and low solubility. Because of cost, grain size, 

etchability, and their wide use and acceptance by the semiconductor industry, 

Cu and Ni have received the most attention as graphene substrates [88]. Indeed, 

graphene and few-layer graphene have been grown on polycrystalline Ni [93] 

while large area graphene has been grown on Cu substrates [54]. Two different 

CVD mechanism growth have been proposed on account of the different 

substrates [88]. Graphene on Ni is due to a C precipitation process. The 

solubility of carbon in Ni is high, thus carbon diffuses into the metal first before 

segregating and precipitating to the surface. A fast cooling rate is needed to 

suppress the formation of multiple layers (Figure 1.13a). Indeed, nonuniform 

layers are obtained with a variation in thickness from a monolayer to many 

layers over the metal surface.  

On the other hand, when Cu substrates are used a surface adsorption 

mechanism is involved. Cu is one of the most used catalyst due to the low 

solubility of carbon in it even at a very high temperature. During growth, C 
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atoms nucleate on the substrate surface and then nuclei grow to form domains. 

Large-area graphene films with uniform thickness, due to the low solubility of 

C in Cu, are obtained. In this case, graphene growth is surface mediated and 

self-limiting (Figure 1.13b).  

 

 

Figure 1.13. Schematic representation of graphene mechanism growth (a) 
precipitation over Ni substrate and (b) adsorption over Cu substrate. The growth 
mechanisms have been studied by the use of two different carbon isotopes 12C 13C 
[88]. 

 

CVD on Cu has demonstrated more promising and successful results, 

with large graphene domain dimensions of up to 0.5 mm achieved by 

minimizing graphene nucleation density, even on polycrystalline Cu foil [107]. 

It has also been hypothesized that the electronic properties of graphene on Cu 

are comparable to that of freestanding graphene [87]. However the high 

temperatures at which graphene growth is seen ≈ 700 - 1070 °C can cause the 

sublimation of Cu step edges, but with a graphene surface layer the escape of 

Cu atoms is restricted and thus deforms the Cu surface which can act to perturb 

the graphene growth [87]. To minimize the surface roughness and grain 

boundary density of graphene one method is the Cu annealing. Pre CVD 

annealing is also important for obtaining a low graphene nucleation density. 
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The precursor flow in CVD is made up of a C source (methane, ethanol, 

methanol) as well as a buffer gas and hydrogen (H2). The buffer gas is a neutral 

gas species such as Ar and is uninvolved in the growth mechanisms of graphene 

but is used to help keep a viscous flow and push oxides that bond with H out 

of the system towards the pump. H2 is often used as a cleaning gas as it bonds 

to oxide species on the Cu surface or in the atmosphere, thus reducing Cu2O 

and CuO contaminating surface species. It is used in both pre CVD annealing 

as well as in the growth process. The type of C source is important as it has 

proportionalities with the growth kinetics of graphene at the Cu surface. As 

some species need higher/lower temperatures and pressures for dissociation to 

atomic C, this will have an effect on the rate of growth and the continuity of 

graphene also. Gaseous hydrocarbon sources have been heavily investigated. 

In particular methane (CH4) represents the standard to grow graphene in CVD 

technique. Another important precursor it is represented by ethanol [79], [81], 

[82], [84], [110], [111]. In fact, ethanol is cheaper than methane and the presence 

of O atoms accelerate the growth kinetics. Ethanol allow to obtain graphene 

film in few second rather than hour as reported in methane CVD [82]. It is very 

difficult to control the graphene growth in ethanol CVD and in particular to 

obtain isolated graphene domains with high quality and high crystallinity.  

Typical CVD apparatus is reported in Figure 1.14a and a detailed 

discussion on the instrumentation used to grow the samples characterized in 

this thesis is reported in Chapter 3. 

The rapid cooling of the substrate in inert atmosphere down to room 

temperature, is critical in suppressing formation of multiple layers [112].  

It is fundamental to control the synthesis of graphene by controlling the 

CVD growth parameters such as temperature, gas composition, gas flow rate, 

deposition time as well as heating and cooling rate. Time dependence of 

experimental parameters is reported in Figure 1.14b. 
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a)  

b)  

Figure 1.14. (a) Sketch of CVD system. (b) Time dependence of experimental 
parameters: temperature, pressure and composition/flow rate for graphene growth by 
methane (CH4) in hydrogen (H2) flow [54]. 

 

Compared to the other graphene synthesis processes, as previously 

reported, CVD growth on metal substrates has the distinct advantage of being 

able to provide very large-area graphene films of good crystalline quality and 

more easily transferrable to other substrates. The study of the effects of 

substrate pre-treatment, temperature, pressure, and gas flow are central in this 

thesis. These parameters have been optimized to control the growth of large 

area graphene in ethanol CVD.   

 

 

1.4.5  Other growth methods 

There are many other techniques to grow graphene, but it is unlikely that 

they will become commercially available in the next decade. Nevertheless, some 

of these methods have certain advantages and should be researched further. 

Surface-assisted coupling of molecular monomer precursors into linear 
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polyphenylenes with subsequent cyclodehydrogenation is an exciting way to 

create high-quality graphene nanoribbons and even more complex structures 

using a chemistry-driven bottom-up approach [113]. Molecular beam epitaxy 

has been used to grow chemically pure graphene [114], but it is unlikely to be 

used on a large scale because of its much higher cost than CVD methods. Laser 

ablation is a potentially interesting growth technique allowing the deposition of 

graphene nanoplatelets on arbitrary surfaces [115]. This relatively expensive 

method is in direct competition with the other ones, so it is unlikely to be widely 

used. 

 

 

1.5 Transfer of CVD Graphene  

Graphene, after growth, has to be transferred from metallic substrate to 

interest substrate, for characterization or to realize electronic device. The 

successful transfer from metal to a target substrate is crucial for the application 

of graphene to both research and industry. The transfer process can affect the 

quality of the transferred films and compromise their application in devices. 

Indeed, the removal and transfer process from the growth substrate to a more 

useful one is a critical step since it can provoke damages or cracks, resulting in 

discontinuous graphene films.  

Several transfer processes have been developed and can be mainly 

classified as wet, when graphene is in contact with a liquid, or dry, when one 

face of graphene is protected from contacting any liquid, while the other is 

typically in contact with a polymer, eventually removed by solvents.  

The first published transfer of graphene from a metal substrate was done 

in 2009 using graphene grown on Ni and was performed by using a protective 

layer of Poly-methyl methacrylate (PMMA, C5O2H8)n) [93], typically used in the 

silicon industry. Basically, a thin layer of PMMA is spin-coated on the 

graphene/substrate, then chemical etching of the metallic substrate is 

performed. Typical etchant are hydrochloric or nitric acid (HCl or HNO3) and 

ammonium persulphate ((NH4)2S2O8). After etching, graphene film is 

transferred to a clean bath of deionized water for rinsing (graphene side down) 

and finally transferred to the substrate of interest (e.g., SiO2/Si wafer). 
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Graphene strongly bonds to the surface (of most materials) via van der Waals 

interaction, the PMMA is then washed away using acetone (a solvent of 

PMMA) and thermal treatment leaves graphene on the insulating SiO2 surface, 

Figure 1.15 shows the generic process. 

 

 

Figure 1.15. The wet PMMA support layer transfer process. a) Graphene grown 
via CVD on metal substrate. b) PMMA is spin coated onto the graphene 
surface. c) The metal growth substrate is etched away. d) The target substrate 
is used to scoop the graphene/PMMA sample out. e) The graphene/PMMA is 
allowed to dry to the target substrate surface. f) The PMMA is removed with a 
solvent or annealing [67]. 

 

Several parallel processes have been tested using a variety of etchants, 

polymer supports and methodology. The process represents the initial gold 

standard for graphene transfer, however significant issues still remain such as 

introduction of graphene wrinkle structure or graphene discontinuity, and 

PMMA residue on graphene, inducing defects and affecting its electronic 

properties [116].  

Recently, a very efficient transfer method has been reported [117], based 

on the use of Cyclododecane (C12H24), a non-toxic and eco-friendly organic 

compound. Cyclododecane can be spin coated on graphene, and after assisting 

the wet etching of the copper catalyst, it completely sublimates at ambient 

conditions providing a clean means of transferring atomic-thick films, without 

introducing unwanted contaminants and thus not requiring any further 

restoring process [117]. Thus, it can be considered an eco-friendly process since 

it does not require the use of solvents for its removal and it can be in principle 

recovered after the process. The transfer method results simple, effective and 

capable of maintaining intact the intrinsic features of graphene films, in terms 
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of both properties and defects. The well-established method is currently used 

in place of the standard reported ones [117]. 

All sample grown and characterized in this thesis, and the solar cell 

realized and tested, have been transferred by using cyclododecane method. 

Further refinement of this promising technique is needed and a brief study of 

optimization of this process is discussed in Chapter 3. 
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2 

Characterization techniques  
 

 

 

In this chapter, the general principles behind the experimental equipment and techniques used 

over the course of this research will be outlined. The opening sections will describe the use of 

optical and electronic microscopy. Subsequently a brief explanation of how Raman 

spectroscopy was used and the ability to understand the electronic structure of graphene 

produced by Chemical Vapour Deposition. Scanning probe techniques and graphene field 

effect transistor will be also introduced to complete the electronic characterization of graphene. 

External quantum efficiency and extraction of photovoltaic parameters such as fill factor and 

power conversion efficiency will be described as tools to characterize solar cell.  

 

 

2.1 Introduction  

Several techniques are usually employed for carbon-based materials 

characterization. Among these, the most commonly used is Raman 

spectroscopy. It is the principal tool used to investigate the vibrational 

dynamics of carbon materials and to provide structural characterization. It is 

recognized to be unambiguously able to provide the fingerprint of the carbon 

materials as well as that of all the other Raman active materials.  

Other supporting characterization techniques used in this thesis that will 

be discussed in the following are the Optical and Scanning Electron 

Microscopy (SEM). The complementary information about the morphology of 

the graphene have been obtained by using Atomic Force Microscopy (AFM). 

By using the interaction between a tip and the sample it is possible to 

determinate the morphology of sample, estimate the thickness of the graphene 

films and evaluate the quality of transfer methods. In order to obtain electronic 

information about the surface potential and electron mobility, Kelvin Probe 

Force Microscopy (KPFM) and graphene field effect transistor (GFET) have 

been used respectively. Finally, the photovoltaic parameters of solar cell 

integrating graphene and graphene based derivative have been extracted by 
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analyzing the external quantum efficiency and evaluating fill factor and power 

conversion efficiency from J-V curves acquired under standard illumination. 

Physical principles of each technique used in this research work will be 

discussed in this chapter.  

 

 

2.2 Optical Microscopy  

The difficult part of growing and characterize graphene is how to "see" 

graphene. In 2004 [2] Geim and Novoselov observed the monolayer graphene 

on oxidized silicon wafer for the very first time by employing interference-like 

contrast under optical microscope. When graphite flakes are deposited on 

silicon wafer with selected silicon oxide (SiO2) coating thickness, thin flakes are 

sufficiently transparent to add to an optical path, which gives a feeble 

interference-like contrast with respect to an empty wafer. Although a number 

of modern visualization techniques, such as Atomic Force Microscopy (AFM) 

and Raman Microscopy are capable of characterizing monolayer graphene, 

none of these can find micron-sized graphene without using an optical 

microscope. The most efficient way to find monolayer graphene remains the 

same as when graphene was discovered and observed for the first time: search 

graphene flakes under optical microscopes.  

Optical microscopy represents the most rapid optical methods to obtain 

detailed qualitative data from graphene samples and in particular allows a rapid 

and non-destructive characterization and identification of graphene. Optical 

microscopy is the first step of graphene characterization and by this analysis is 

immediately possible to estimate the number of graphene layers. Defining the 

graphene layer number using optical methods is possible depending by the 

substrate. In fact, free-standing graphene is invisible. Some optical methods 

such as contrast spectroscopy using a charge coupled device (CCD) [118] or 

total color difference methods [119] allow for an accurate differentiation 

between graphene layers, but these methods are complex and time-consuming 

if compared to using an optical microscope and the human eye. For 

characterization, graphene is often transferred onto a reflective substrate 

(typically Si) with a thin dielectric layer (typically SiO2) separating the graphene 
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and substrate to enhance interference of incident light. The opacity of 

freestanding graphene is 2.3% for white light and can be defined from the 

Fresnel equations for transmittance (T) in the thin film limit 𝑇𝑜𝑝𝑡𝑖𝑐𝑎𝑙 = 1 −

(
𝜋𝛼

2
)

−2

≈ 0.977  where 𝛼 =
𝑒2

ℏ𝑐
 is the fine structure constant [120], [121]. The 

small percentage of light that is reflected from the graphene is sufficient to 

increase the optical path length of light when it is transferred to a 

dielectric/reflective substrate stack and hence causes a relative interference 

color change with respect to the substrate. For white light SiO2 thickness 

should be ≈ 90 nm or ≈ 300 nm for maximum contrast [122]. It is possible 

also observe graphene on different substrate (Figure 2.16.). Using copper 

oxidation at 180°C is also possible to observe graphene on native substrate 

after the CVD process. This is possible because graphene avoids the oxidation 

of metallic substrate (Figure 2.16.b) [123].  

 

   

Figure 2.16. Optical image of graphene (a) on Si/SiO2 and (b) on copper substrates. 

 

 

2.3 Scanning Electron Microscopy (SEM) 

A scanning electron microscope (SEM) consists of an electron optical 

column, where a beam of electrons is generated by a suitable source, typically 

a tungsten filament, and accelerated through a high voltage between 20 and 60 

kV. First invented in 1938 [124], [125] and further developed in the 1950s [126] 

the scanning electron microscope has become a highly effective tool for 

imaging surfaces in many different scientific fields. SEM probes the surface of 

a conductive sample with a beam of medium energy (1-50 kV) electrons [127], 

(a) (b) 
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ensuring a very high spatial resolution imaging of the surface. Electrons are 

produced by an electron gun and accelerated by a high voltage applied to an 

anode (VB). The beam is rastered back and forth to build up a complete image 

of the surface. The arrangement of magnetic lenses used to deflect and 

optimize the electron beam on the sample can be seen in Figure 2.17, in which 

the electron beam passes into the column and is concentrated via a condenser 

lens. The beam then passes into an objective lens which focusses the incident 

beam into a precise probe of diameter d. The magnetic lenses produce a 

rotationally symmetric magnetic field which the electron beam passes through. 

This causes electrons travelling through the magnetic field to feel a force 

allowing them to be carefully directed by small changes in the magnetic field to 

form a highly focused beam. SEM provides a substantially higher level of 

magnification than optical microscopes, accompanied by excellent depth of 

focus. This is the consequence of the beam geometry which ensures a large 

depth (∼2 µm), in comparison to the probe size (∼5 nm), remains in reasonable 

focus around the area of optimal imaging.  

 

 

Figure 2.17. Schematic diagram of ray traces in a typical SEM, ray divergence is 
exaggerated for clarity.   

 

The incident electrons (primary electrons) have several interactions with 

the sample and several emitted radiation characteristics can be measured, 

including backscattered electrons, secondary electrons, X-rays and Auger 
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electrons and their creation mechanisms are shown in Figure 2.18a. Each 

interaction can provide information on the material composition, surface 

topography or both. The penetration of electrons to different depths provides 

different signals as shown in Figure 2.18b. As graphene resides on the sample 

surface, the primary electron interaction with graphene is negligible. The closest 

measurable interactions to the surface and graphene are secondary electrons 

and Auger electrons (first few nm into the sample), but Auger electrons need 

specialist set-ups for detection. Secondary electrons are produced via inelastic 

collisions within the material, specifically with weakly bound electrons which 

may be ejected. The ejected electrons typically have an energy of E ≤ 50 eV, 

meaning that those produced close to the surface will have enough energy to 

overcome the work function of 2-6 eV, escape the material and be measured 

[127].  

 

Figure 2.18. (a) Interaction of Radiation-matter interaction processes: 
backscattered electrons, secondary electrons, X-rays and Auger electrons and 
their creation mechanisms; (b) Schematic diagram of the interaction volume 
for electrons incident on a material. The penetration of electrons to different 
depths produces different imaging signals. Adapted from references [127].- 

 

 

b 
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This causes the signal produced by secondary electrons to be highly 

surface sensitive and ideal for imaging graphene domains on Cu substrates. 

They can be used to determine the topography of the sample as their energy is 

not characterized by the chemical composition of the material and are often 

used to detect the presence of graphene due to their higher resolution 

compared to backscattered electrons. A general rule of characterization is that 

lower VB creates better graphene contrast due to reduced penetration depth 

and greater probability of graphene interaction. The contrast of graphene with 

layer number cannot be said to be caused directly by graphene interaction with 

the incident electron beam due to the spatial resolution limited to ≈ 10 nm by 

aberrations and diffraction as well as the interaction volume of secondary 

electrons in graphene that is deeper than the graphene thickness. However, it 

is suspected that graphene acts as a potential barrier for electrons ejected from 

the underlying substrate and has an energy attenuating effect [128], as a 

consequence increasing the graphene layers will decrease the number of 

secondary electrons reaching the detector and thus reduce the intensity output 

of the signal over graphene layers (Figure 2.19). 

 

  

Figure 2.19. SEM micrographs of graphene on copper substrate: single and multilayer 
graphene on copper. Scale bar represents 20µm [129]. 

 
 

2.4 MicroRaman Spectroscopy 

Micro-Raman spectroscopy is one of the most versatile, non-destructive, 

and high throughput methods to identify and characterize graphene. In this 

work, the main uses of the technique involved the identification of graphene 

structure, thickness and defects. The ambient condition of the measurement 
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without much need for sample preparation allows the facile acquisition of the 

Raman spectra with the lateral scale and resolution of optical microscopy (~ 1 

m).  

 

 

2.4.1  Principles of Raman Spectroscopy 

The Raman phenomenon was detected in 1928 by the Indian physicists 

Raman and Krishnan [130]. Raman spectroscopy is based on the inelastic 

scattering of light by crystal lattices or molecules where the incident light 

interacts with lattice vibrations (phonons) [131]. It can involve either emission 

(Stokes scattering) or absorption (anti-Stokes scattering) of phonons. The loss 

of incident light energy, EL (usually fixed in the visible – UV light range) leads 

to shift in the wavelength of the scattered light (measured in cm-1) which 

depends on the electronic structure and phonon dispersion of the specimen. 

The photons exchange energy with crystal or molecule vibration modes, 

accomplished with electrons being the medium. The basics of the Raman 

scattering can be explained using classical and quantum mechanical theories. 

Both formulations are based on the idea that the origin of scattered radiation 

is considered to be the oscillating electric dipole moments induced in a 

molecule by the electromagnetic fields of the incident light waves [132]. 

In the classical approach, the incoming electromagnetic radiation can be 

described as a sinusoidal plane electromagnetic wave. The oscillating electric 

field (Eq. 2.11) induces a dipole moment in a molecule (Eq. 2.12): 

 

 𝐸 = 𝐸0 cos 2𝜋 𝜈0𝑡 2.11 

 𝑝 = 𝐸 =  𝐸0 cos 2𝜋 𝜈0𝑡 2.12 

 

where 𝜈0 is the oscillation frequency of the electric field and  is the 

polarizability of the molecule. The polarizability of a vibrating molecule is not 

a constant since it depends upon the molecular conformation which changes 

with the displacements of the nuclei during the vibrations. Let 𝑞(𝑡) =

𝑞0 cos(2𝜋𝜈𝑣𝑖𝑏𝑡) be the variation of the nuclear distance during a vibration at 

frequency 𝜈𝑣𝑖𝑏, 𝑞0 being the maximum variation.  
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Although the variation law of α(t) is not known, it can be approximated at the 

first order as: 

 

 𝛼 = 𝛼0 + (
𝜕𝛼

𝜕𝑞
)

0

𝑞 + ⋯ 2.13 

 

where 𝛼0 is the polarizability of the molecule in the equilibrium geometry and 

the second term represents the polarizability change due to the molecular 

vibration. 

The classical theory of electromagnetism states that an electric dipole oscillating 

at frequency 𝜈 emits electromagnetic radiation at the same frequency with 

intensity given by: 

 

 

𝐼 =
16𝜋4 𝜈4

3𝑐2 
 |𝑝|2  2.14 

 

thus, for 𝜈 = 𝜈0 

 
𝐼 =

16𝜋4𝜈0
4

3𝑐2
2𝐸0

2 cos2(2𝜋 𝜈0𝑡) 2.15 

 

By considering the change of  due to a molecular vibration, it is possible 

to obtain the expression of the oscillating dipole (Eq. 2.16) and the emitted 

intensity (Eq. 2.17): 

 

 

𝑝(𝑡) =  𝐸0 cos(2𝜋 𝜈0𝑡)

+ (
𝜕𝛼

𝜕𝑞
)

0

𝑞0𝐸0

2
cos[2𝜋(𝜈0 + 𝜈𝑣𝑖𝑏)𝑡 + 𝜑]

+  (
𝜕𝛼

𝜕𝑞
)

0

𝑞0𝐸0

2
cos[2𝜋(𝜈0 − 𝜈𝑣𝑖𝑏)𝑡 + 𝜑] 

2.16 

 

and  
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𝐼 =
16𝜋4

3𝑐2
𝐸0

2 {𝜈0
4𝛼0

2 cos2(2𝜋𝜈0𝑡)

+ (𝜈0 + 𝜈𝑣𝑖𝑏)4 [(
𝜕𝛼

𝜕𝑞
)

0

𝑞0

2
]

2

cos2[2𝜋(𝜈0 + 𝜈𝑣𝑖𝑏)𝑡 + 𝜑]

+ (𝜈0 − 𝜈𝑣𝑖𝑏)4 [(
𝜕𝛼

𝜕𝑞
)

0

𝑞0

2
]

2

cos2[2𝜋(𝜈0 − 𝜈𝑣𝑖𝑏)𝑡 − 𝜑]}

+ 𝑐𝑟𝑜𝑠𝑠 − 𝑡𝑒𝑟𝑚𝑠 

2.1
7 

 

An oscillating dipole moment emits therefore with the frequency of the 

incident field (Rayleigh scattering) and in phase with it. In addition, the 

molecule radiates with two frequencies that are modulated by the frequency of 

the excited normal vibration and phase shifted (Raman scattering). The Raman 

scattered light has a lower frequency than the incident light (Stokes-Raman 

scattering) or a higher frequency (anti-Stokes Raman scattering) and are in both 

case incoherent because of the phase factor [132]. 

In the spectrum of the scattered radiation, the new frequencies are 

termed Raman lines, or bands, and they constitute the Raman spectrum, as 

depicted in Figure 2.20, where the typical recorded Raman spectrum of carbon 

tetrachloride (CCl4) is reported.  

 

 

Figure 2.20. Raman spectrum of carbon tetrachloride showing Rayleigh, Stokes and 
anti-Stokes Raman bands. 
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The patterns of bands observed in the spectra are entirely consistent with 

the classical theory. The spectra also show that Rayleigh scattering is much 

more intense than Raman scattering, and that Stokes Raman scattering is more 

intense than anti-Stokes Raman scattering with the ratio of the intensity of anti-

Stokes to Stokes Raman scattering dependent on 𝜈𝑣𝑖𝑏. One of the failures of 

the classical theory is that the ratio of the Stokes and anti-Stokes intensities 

should theoretically be <1: 

 

 
𝐼𝑆𝑡𝑜𝑘𝑒𝑠

𝐼𝑎𝑛𝑡𝑖−𝑆𝑡𝑜𝑘𝑒𝑠
= (

𝜈0 − 𝜈𝑣𝑖𝑏

𝜈0 + 𝜈𝑣𝑖𝑏
)

4

 2.18 

 

Actually, as experimentally shown it is not correct since Stokes Raman 

scattering is more intense than the anti-Stokes Raman scattering. The quantum 

theory of the Raman scattering overcomes this problem. 

When light beam aims at substances, the electromagnetic wave of the 

light beam induces the electric dipole moment 𝑝 = 𝐸 in the material. Here  

is the polarizability of the material and 𝐸 is the electric field of the light wave. 

The electric dipole moment will then exert electrostatic force on ionic core of 

atoms in the substance and exchange energy with vibration modes. The amount 

of energy the phonon can accept or release is quantized due to the quantization 

of phonon energy as shown in Figure 2.21. 

 

 

Figure 2.21. Schematic representation of quantum energy transitions for Rayleigh and 
Raman scattering. 
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The electric field of frequency 𝜈 excites the lower energy phonons to a 

higher virtual energy level. When the phonons relax back to a ground state, it 

will release the surplus energy by means of emitting light indirectly. Depending 

on the relative position of original and final state, the light emitted by the 

material comprises three parts as illustrated in Figure 2.21. If the phonon 

relaxes to exactly the same ground state that it has been actuated from, the 

scattered light has the same wavelength of the incident light (left part of Figure 

2.21). Such process represent the Rayleigh scattering, which is elastic and the 

photon gain or lose no energy. On the other hand, the phonon can either relax 

back to a higher (middle part) or lower (right part) energy level than the original 

one, absorbing or releasing an amount of energy ∆𝐸𝑃, and the scattered light 

frequency will shift by ∆𝐸𝑃/ℎ where ℎ is the Planck’s constant. The lower 

frequency component is the Stokes line, while the higher frequency one anti-

Stokes line [133]. In order for an anti-Stokes process to take place, the system 

must be in an excited vibrational state in the first place. In typical conditions, 

this may only occur through thermal excitation and this implies that the anti-

Stokes signal depends at equilibrium on temperature. The Stokes lines are more 

intensive than anti-Stokes line because it is more likely that the low energy 

phonons are excited to higher states. In the quantum mechanical model the 

intensity depends on the occupation of the initial state. This is determined by 

the Boltzmann distribution. Thus, the intensity ratio is dependent on 

temperature T as: 

 

 
𝐼𝑎𝑚𝑡𝑖−𝑆𝑡𝑜𝑘𝑒𝑠

𝐼𝑆𝑡𝑜𝑘𝑒𝑠
=

(𝜈0 + 𝜈𝑣𝑖𝑏)4

(𝜈0 − 𝜈𝑣𝑖𝑏)4  

𝑁′

𝑁
=

(𝜈0 + 𝜈𝑣𝑖𝑏)4

(𝜈0 − 𝜈𝑣𝑖𝑏)4  
exp [−

Δ𝐸

𝑘𝑇
] 2.19 

 

where N and N’ are the number of molecules in the ground and excited states. 

Usually Raman measurements are performed considering only Stokes 

lines. In fact, since the anti-Stokes lines are due to the scattering from molecules 

in excited states, the intensity of the anti-Stokes lines is considerably lower than 

Stokes lines due to scattering from molecules in the ground state, simply 

because of the lower population of the excited states with respect to ground 

state, according to the Boltzmann statistics.  
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The vibrational frequency depends on the binding strength and is a 

characteristic of the molecule. Thus, the shift in frequency of the scattered light 

from a given material is unique and gives information about the vibrational 

modes of the molecules, resulting in an unambiguous identification of the 

sample. 

Typical experiment consists in a sample illuminated with a laser beam. 

Back-scattered radiation is collected with an objective lens and sent through a 

monochromator. The wavelength corresponding to the Rayleigh scattering is 

filtered out, while the remaining light is dispersed onto a diffraction grating. 

The intensity of the shifted light versus frequency results in a Raman spectrum 

of the sample. Generally, Raman band positions will lie at the frequencies 

corresponding to the energy levels of the vibrations of different functional 

groups. Rayleigh band lies at 0 cm-1.  

The interpretation of the Raman spectra of carbonaceous materials has 

been widely discussed in the literature with studies covering a wide range of 

carbon structures [134]–[136]. As for the interpretation of the Raman spectra, 

an understanding of the phonon dispersion is essential. Therefore, by 

considering the interaction of the lattice vibrations with the electromagnetic 

radiation, we can gain insight into the Raman spectra of the crystals [137], [138]. 

Considering a diatomic linear lattice as shown in Figure 2.22, the mass of the 

atoms are taken as M1 and M2, respectively. The lattice spacing is 2a.  

 

 

Figure 2.22. Diatomic linear lattice with M1 and M2 atoms mass and lattice spacing 
2a. 

 

If it is assumed nearest neighbor interaction only, by imposing the 

periodic boundary conditions, the solutions of motion equations are: 

 

 Ω2 = 𝐶 [(
1

𝑀1
+

1

𝑀2
) ± √(

1

𝑀1
+

1

𝑀2
)

2

−
4 sin 𝐾𝑎

𝑀1𝑀2
 ] 2.20 
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with C the force constant between adjacent atoms. The equation gives the 

relationship between Ω and k, called the dispersion relation W =  W(k). For 

each wavevector k two Ω values are obtained (Figure 2.23). The solution 

corresponding to the plus sign is called the optical branch. It can be shown that 

for transverse displacements of the particles at 𝑘 = 0, the two atoms vibrate 

against each other with a fixed center of mass. This shows that the two atoms 

of masses M1 and M2 move in the opposite directions. If these atoms carried 

charges of opposite sign, this type of vibration could be excited by an optical 

field and hence the name optical branch. The solution corresponding to the 

minus sign is called the acoustical branch and has the characteristic of being 

linearly proportional to k for small k values [138]. In general, electromagnetic 

waves propagating within the crystal will interact only with lattice vibrations of 

the same wavelength and frequency.  

 

Figure 2.23. Dispersion curve in biatomic crystal. Optical and acoustical branches are 
shown. 

 
The above discussion can be extended to the case of more than two 

atoms per unit cell. For p atoms in the primitive cell there will be 3p equations 

of motion. Three equations will correspond to the acoustical modes. The 

remaining 3(𝑝 −  1) modes will each have a nonzero frequency in the long 

wavelength limit and are the optical modes [138].  

Since the unit cell of monolayer graphene contains two carbon atoms, A 

and B, there are six phonon dispersion bands, in which three are acoustic 

branches (A) and the other three are optic (O) phonon branches [136] (Figure 

2.24). Specifically, for one acoustic branch (A) and one optic (O) phonon 
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branch, the atomic vibrations are perpendicular to the graphene plane, and they 

correspond to the out-of plane (o) phonon modes. For two acoustic and two 

optic phonon branches, the vibrations are in-plane (i) [136]. Generally, the 

phonon modes are classified as longitudinal (L) or transverse (T) according to 

vibrations parallel with the A-B carbon-carbon directions or perpendicular to 

it. Therefore, as shown in Figure 2.24, along the high symmetry ΓM and ΓK 

directions, the six phonon dispersion curves are assigned to LO, iTO, oTO, 

LA, iTA, and oTA phonon modes [136]. 

 

Figure 2.24. Phonon dispersion relation of graphene showing the iLO, iTO, oTO, 
iLA, iTA and oTA phonon branches [136]. 

 
In the inelastic scattering of light in a crystal, an incident photon of wave 

vector 𝑘𝑖 and frequency 𝜔𝑖 is widespread in the direction determined by the 

wave vector 𝑘𝑠. The frequency of the scattered photon changes to a new value 

𝜔𝑠, as a phonon lattice (wave vector 𝑞𝑗 and frequency 𝛺𝑗) is created or 

destroyed. The conservation conditions for Raman scattering are the energy 

(Eq. 2.21) and momentum conservation (Eq. 2.22): 

 

 ℏ𝜔𝑖 = ℏ𝜔𝑠 ± ℏ𝛺𝑗  2.21 

 ℏ𝑘𝑖 = ℏ𝑘𝑠 ± ℏ𝑞𝑗 2.22 

 

The number of emitted phonons before relaxation of the lattice can be 

one, two, and so on, respectively, one-phonon, two-phonon and multi-phonon 

Raman processes. The order of a scattering event is defined as its number in 

the sequence of the total scattering events, including elastic scattering by an 
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imperfection (such as a defect or edge) of the crystal. The lowest order process 

is the first-order Raman scattering process which gives Raman spectra 

involving one-phonon emission [139].  

Raman scattering measurements in this thesis were carried out at room 

temperature with a HORIBA Scientific LabRAM HR Evolution Raman 

spectrometer with an integrated Olympus BX41 microscope and 532 nm laser 

(2.33 eV) was focused on the sample surface using a 100 objective with a spot 

size of approximately 1 µm. Low laser power of < 1 mW minimized 

degradation or damages of graphene. The Raman spectra were acquired by 

filtering the scattered light through a monochromator over the range of 1200 

to 3300 cm-1 with a resolution of ~ 1 cm-1. The system also contains a 

motorized stage that can automatically capture a map of Raman spectra in the 

x and y directions.  

 

 

2.4.2 Raman Features of Graphene 

The most prominent features that are commonly found in the Raman 

spectra of graphene are the G peak appearing at 1582 cm−1 and the 2D peak at 

about 2700 cm−1[135]. In the case of disordered samples, or at the sample 

edges, the disorder-induced D-peak is also detected around 1350 cm−1. The 

activation mechanism of the peaks is schematically shown in Figure 2.25. In 

detail, the G peak is associated with the doubly degenerate (iTO and LO) 

phonon mode (E2g symmetry, due to the bond stretching of all pairs of sp2 

atoms in both rings and chains, Figure 2.26) at the Brillouin zone center. In 

fact, the G-band is the only band coming from a normal first order Raman 

scattering process in graphene [136], [141]. D peak is due to the A1g breathing 

mode of six-atom rings (Figure 2.26) and is not Raman active for pristine 

graphene, but can be activated when symmetry is broken by structural disorder, 

as edges or defects. It originates from a second order process involving one 

iTO phonons and one defect around K [95]. The two scattering processes 

consist of one elastic scattering event by defects of the crystal and one inelastic 

scattering event by emitting or absorbing a phonon.  
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Figure 2.25. Role of the electron dispersion (Dirac cones, shown by solid black lines) 
in Raman scattering: (a) intravalley one-phonon G peak, (b) defect-assisted intravalley 
one-phonon D peak, (c) intravalley two-phonon 2D peak, (d) defect assisted 
intervalley one-phonon D’ peak, (e) intervalley two-phonon 2D’ peak. Vertical solid 
arrows represent interband transitions accompanied by photon absorption (upward 
arrows) or emission (downward arrows) [140]. 

 

 

 

Figure 2.26 Carbon motions in the G modes namely E2g and D modes namely A1g 

[134]. 

 

The 2D peak, approximately twice of the D band frequency, originates 

from a second-order process too, involving two iTO phonons near the K point 

[136]. The two involved phonons give rise to inelastic scattering events. This 

double resonance mechanism is an inter-valley process that connects points in 

circles around nonequivalent K and K’ points in the first Brillouin zone of 

graphene. 
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A weaker feature can be also detected, namely D’, centered roughly at 

1620 cm-1. The double resonance process responsible for the D’ band is an 

intra-valley process, since it connects two points belonging to the same circle 

around the K or K’ point. Finally, 2D' peak is the second order of D' peak.  

The typical graphene Raman spectrum is shown in Figure 2.27. 

 

Figure 2.27. Typical Raman spectrum of graphene showing the main Raman features, 
the D, G and 2D bands.  

 

The D band intensity to the G band intensity ratio 𝐼𝐷/𝐼𝐺serves as an 

indicator for degree of disorder [134], [142]. Traditionally, the relationship 

between 𝐼𝐷/𝐼𝐺 has been described by the Tuinstra and Koenig relation in 

nanocrystalline graphite where 𝐼𝐷/𝐼𝐺is inversely proportional to the mean grain 

size, 𝐿𝑎 [143]. This relation is expected to be held until 𝐿𝑎  ~ 2 𝑛𝑚 where the 

significant proportion of ideal sp2 rings within the sample starts to decrease to 

reduce 𝐼𝐷/𝐼𝐺. Recently, vacancy-like defects with the mean inter-defect 

distance, 𝐿𝐷, has been shown to give rise to D peak with relationship, 

𝐼𝐷/𝐼𝐺  1/𝐿𝐷
2  for 𝐿𝐷 > 10 𝑛𝑚 [144]. Below 𝐿𝐷~10 𝑛𝑚, 𝐼𝐷/𝐼𝐺 still increases 

till about 𝐼𝐷/𝐼𝐺~14 at EL = 2.41 eV and decreases as 𝐼𝐷/𝐼𝐺 ∝ 𝐿𝐷
2  for 𝐿𝐷 <

3 𝑛𝑚. In low defect regime, where 𝐼𝐷/𝐼𝐺 increases with the degree of disorder, 

it has been recently shown that by comparing I(D) with the intensity of another 

small defect related, D’ peak 𝐼𝐷′ at ~1620 cm-1, which is generated by the 

intravalley process, the nature of defect can be identified as vacancies [where 

𝐼𝐷/𝐼𝐷′~7], sp3 functionalization induced defects [𝐼𝐷/𝐼𝐷′~13], and grain 

boundaries [𝐼𝐷/𝐼𝐷′~3.5] [145]. Since a typical graphene sample in a real 
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condition cannot contain purely one type of defects, the precise identification 

and quantification of the defects, however, remain as a challenge. It must also 

be noted that the D peak cannot identify other kinds of disorder that are not 

Raman active, but still may degrade the electronic properties of graphene. They 

include zigzag edges, physically adsorbed dopants, and uniaxial and biaxial 

strains [144]. The 2D band (also known as G’ peak) which occurs at twice the 

frequency of D peak (~ 2700 cm-1 at EL = 2.41 eV) corresponds to the 

overtone of D band [134]. This process involves two electron scattering events 

by phonons of opposite momentum (q, -q) so that the total momentum is 

conserved. This makes the 2D band Raman active even for a defect free 

graphene lattice with EL dependent dispersive relationship (~ 100 cm-1/eV) 

[146]. The shape of the 2D peak is a very useful indicator to identify stacking 

order and thickness of the graphene layers. The monolayer has a single 

Lorentzian 2D peak with a narrow FWHM (~25 cm-1) [136]. For turbostratic 

multilayers the peak tends to get broader (FWHM > 40 cm-1) and shifted 

toward higher wavelength (> 10 cm-1). In AB stacked few layer graphene where 

the interlayer interaction is more significant, the 2D peak can be de-convoluted 

into four Lorentzian peaks with FWHM of ~ 24 cm-1 due to the splitting of the 

electronic band structure in valence and conduction bands [136]. The evolution 

of the 2D bands can be a useful indicator for the thickness identification of AB 

stacked multilayer. For higher thicknesses (> 10 layers), 2D band approaches 

that of natural graphite which is described by a convolution of two Lorentzian 

peaks. In the case of G band, the E2g modes are no longer degenerate in few 

layer graphene and split into the symmetric (Eg) and anti-symmetric (Eu) modes 

leading to the G peak broadening or splitting especially for supported or doped 

few layer graphene [136]. Raman spectroscopy also can determine the degree 

of mechanical strain and doping in monolayer graphene. 

In CVD graphene, the shape difference of the 2D-peak for one or more 

than one layer could be not as clear as in exfoliated graphene, due to the lower 

electronic coupling between layers with not-ordered stacking. A narrow 

Lorentzian line (~30–40 cm−1) can be used to fit the 2D-peak of both 1L and 

2L CVD graphene, while for number of graphene layer ≥ 3 the width of 2D 

(Lorentzian) peak increase up to ~70 cm−1. The 2D to G intensity ratio (𝐼2𝐷/𝐼𝐺) 
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is used as a qualitative parameter to evidence the presence of very few graphene 

layers, being in this case 𝐼2𝐷/𝐼𝐺  > 1. 

 In the case of CVD graphene, which is produced at a high temperature, 

a large biaxial compressive stress is induced during cooling due to the mismatch 

between the thermal expansion coefficients of the graphene overlayer and 

substrate. The 2D and G peak will blue-shift by up to ~30 cm-1 and ~20 cm-1, 

respectively with biaxial strain of -0.5 % as determined by the CVD graphene 

grown on Cu at high temperature (> 1000 °C) [147]. Doping can always be 

present in graphene due to the wet processing, substrate, unintentional 

contamination, air, moisture, and substrate that lead to changes in the Raman 

spectra [148], [149]. Das et al. [23] has observed the shifts in the G and 2D 

peaks by electrochemically doping graphene in a top-gated structure where the 

2D peak is blue-shifted by up to 15 cm-1 by p doping (𝑛ℎ  ~ 3 × 1013 𝑐𝑚−2), 

and red-shifted by up to 10 cm-1 with n-doping (𝑛𝑒 ~ 3 × 1013 𝑐𝑚−2). On the 

other hand, G peak always blue-shifts upon both types of doping (~20 cm-1 

when 𝑛𝑒 =  3 × 1013 𝑐𝑚−2). The ratio 𝐼𝐺/𝐼2𝐷 and the FWHM are to also 

increase due to doping. Recently, for twisted multilayers, misorientation angle 

dependent symmetry conditions have been shown to generate additional 

double resonance Raman scattering process resulting in additional Raman 

peaks near the D peak. They are called either R band [150] or I band [151]–

[153]. These peaks have an important implication in the study of multilayers 

produced by CVD or solution-processed films where stacking orders different 

from Bernal stacking are present. In addition to the R band, also recently, C 

band has been found at a very low wavenumber (30 – 50 cm-1) which arise from 

in-plane E2g shear mode and it tends to red-shift with increase in number of 

graphene layers due to the interlayer interactions [154]. 

 

 

2.5 Atomic Force Microscopy (AFM)  

Atomic force microscopy (AFM) has been utilised for several parts of this 

thesis so it is useful to give an overview of its mechanism and related 

techniques. AFM has been primarily used as an imaging tool to investigate 

surface contamination and roughness as well as to determine the thickness of 
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the graphene domains. The field of scanning probe microscopy (SPM) was 

born with the inventions of the first scanning tunneling microscope (STM) 

[155] and atomic force microscope [156] (AFM) in the 1980s. AFM became the 

instrument of choice for nanoscientists interested in areas of biology, chemistry 

and physics throughout the world. The primary function of an AFM is to 

produce nanoscale topographical images of surfaces by probing the forces 

encountered at the surface, but AFM also allows the measurement of surface 

properties such as stiffness, elasticity and potential. The AFM is a combination 

of the principles of STM and the stylus profilometer, but while STM imaging 

is confined to conducting surfaces, the forces of both conducting and insulating 

surfaces can be mapped using AFM. The most striking difference between 

AFM and STM is that instead of a static tip measuring the electron tunnelling 

effect, AFM typically requires a cantilever to measure the surface forces. In all 

cases SPM techniques involve measuring physical properties with a very fine, 

needle like probe close to the sample surface. The major strengths of SPM 

techniques are the following: 

1. High lateral resolution: many different properties can be measured on 

very local scale, less than 10 nm.  

2. High vertical resolution, which can be below 1 Å: surface topography 

can be measured with high accuracy–important for investigating 

surface properties.  

3. Large degree of flexibility in the measured properties; mechanical, 

electrical, magnetic and optical. 

4. SPMs can be used invasively to perform lithographic patterning [157] 

and even manipulation/arrangement of single molecules [158]. 

AFM has become a widely used tool in investigations of material surfaces 

on the nanoscale. Graphene is by definition entirely composed of surface and 

AFM is a tool that has been widely used in graphene research. Most commonly, 

AFM is used to image surface topography but quantitative measurements can 

be made; mechanical properties of graphene such as stiffness [45] and friction 

[159] have been investigated with these techniques for instance. Another 

important technique is the Kelvin Probe where a probe is used to locally map 
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potential of a sample [160]. In this section, the theory of the AFM will first 

introduce and how the measurements can be made will be explained. The 

general idea behind AFM is that a needle like probe (Figure 2.28) with a very 

sharp tip is brought into contact with the surface of a sample and scanned over 

the surface by use of a piezoelectric motor.  

 

 

Figure 2.28. Sketch of an AFM probe showing the tip’s radius of curvature rc 
 

The sample-probe interaction can be measured and the height of the 

tip is usually adjusted accordingly to maintain a constant interaction force; this 

can be interpreted as the surface topography. The technique and apparatus 

allow measurement of very localised forces and so samples can be mapped with 

a resolution in the subnanometer range in the vertical dimension and better 

than 10 nm in the lateral dimension. The precision in the lateral dimension is 

limited by the probe’s radius of curvature rc (Figure 2.28). The lateral resolution 

of AFM is typically limited by the tip radius and the condition of the tip. The 

typical materials used in the tips are silicon and silicon nitride, which have high 

hardness and stiffness. The radius of curvature of typical Si/Si3N4 based tip is 

not usually sharper than 2-3 nm. In ambient conditions, the maximum lateral 

resolution of 5 nm can be achieved. However, tips can easily worn out and 

attract small loose particles reducing the lateral resolution. Artefacts and ghost 

images can be seen in an AFM image produced by a damaged tip which needs 

replacement (Figure 2.29).  
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Figure 2.29. AFM image of graphene film: (a) image with artefacts due to 
contaminations of the sample that can damage the tip, (b) same graphene film region 
after measurement post-processing. In (b) the artefact due to the tip are eliminated 
and tears in the film are visible.    

 

The height resolution in the vertical direction is expected to be as small as 

Angstroms, however, due to the effect of surface adsorbates in ambient 

condition, the measured thickness can be much thicker than the actual 

thickness [135], [161]–[163]. Therefore, a caution must be exercised when 

determining number of layers of multilayer stack of graphene as it can 

overestimate the thickness. Other practical limitations of AFM are the low scan 

speed, smaller scan area (typically < 100 m × 100 m) compared to SEM and 

optical microscope, and difficulty in imaging large features with height 

differences greater than 1 m.  

 

 

2.5.1 Probing Forces with a Cantilever 

A topographical image of a surface can be generated by using an AFM 

measuring the forces acting on the sharp tip of an AFM cantilever while the tip 

is scanned over the sample surface. The surface forces are experienced by the 

cantilever tip due to the close proximity of the tip to the surface of the sample 

(down to sub-nanometre separation). A feedback mechanism adjusts the 

cantilever-sample distance so the average force on the tip is constant and the 

variation in cantilever-sample distance is recorded. Topographical AFM images 

are produced starting from this data. To move the sample, Piezoelectric 

transducers are necessary for the movement of the cantilever system in the Z 

direction - which requires a feedback loop. Piezoelectric transducers are also 



2.5   Atomic Force Microscopy (AFM) 

55 

incorporated into the mechanical design of an AFM to allow movement of the 

sample with respect to the probe in the X-Y plane. Depending on the mode of 

operation (Contact Mode, or Dynamic Methods) the cantilever of an AFM 

oscillates either at or close to its natural resonant frequency, 𝑓0, while it scans 

the sample surface. The amplitude of these oscillations is of the order of 0.01-

100 nm depending on the AFM mode of operation. There are several ways to 

excite the cantilever, acoustically, magnetically or electrically. The latter 

technique is associated with piezoresistive cantilevers and tuning forks. The 

acoustic (also called mechanical) excitation of the cantilever is a commonly 

adopted method that requires a piezoelectric actuator attached in close 

proximity to the cantilever-tip ensemble, as shown in Figure 2.30. 

 

 

Figure 2.30. Diagram of a piezoelectric actuator exciting a cantilever, the oscillatory 
motion of the cantilever is indicated. 
 

When an oscillating voltage is applied to the piezoelectric actuator, the piezo 

vibrates and thus the cantilever oscillates. The frequency of the waveform 

applied to the piezo can be varied to modify the oscillation frequency of the 

cantilever. By measuring the displacement of the cantilever as the cantilever 

oscillates at a range of frequencies, the value of 𝑓0 can be acquired. 

 

Cantilever Motion Detection  

When the AFM was first developed by Binnig, Quate and Gerber [156], an 

STM system was used to monitor the cantilever displacement. Although 

electron tunnelling as a sensor was extremely sensitive, a technique that was not 

as prone to surface contaminant degradation but still provided sub-Angstrom 

resolution without perturbing the cantilever was preferred. Optical methods 

are the most common motion detection systems incorporated into ambient 

condition AFMs, which are divided into interferometry and beam deflection 
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techniques. A laser beam is incident on the cantilever and the reflected light 

detected by a four-piece photodiode. This gives the four signals labelled A, B, 

C and D in Figure 2.31 and their relative proportions depend on the laser spot 

position and hence the cantilever motion can be deduced. These variations are 

mapped as a function of lateral position and hence local information is revealed 

about the sample surface. 

 

 

Figure 2.31. Sketch the laser beam deflecting onto the quadrant photodiode. 

 

Noise Considerations and Optimal Resolution 

Topographical images of a surface can be generated using an AFM and there 

are two separate resolutions, ‘lateral’ and ‘vertical’. The vertical resolution is 

limited by both noise from the detection system and thermal fluctuations of 

the cantilever. In general, the lateral resolution depends on tip size, tip-surface 

separation and tip-surface force. Mechanical noise can cause a significant 

problem in vertical resolution for AFM. However, from Reference [164], the 

immunity of an AFM to external vibration depends on the frequency, 𝑓, of the 

vibration relative to the lowest resonant frequency, 𝑓0, of the mechanical 

system. The amplitude of the relative tip displacement due to noise is 

attenuated by a factor (𝑓/𝑓0) in the limit 𝑓 ≪ 𝑓0. Thus if the lowest resonant 

frequency of a cantilever is greater than 20 kHz, a typical 20 Hz building 

vibration of amplitude 1 µm results in relative vertical tip motion of less than 

0.01Å, nearly insignificant. Cantilevers have a very high value of 𝑓0 so the 

limiting factor is typically the AFM mechanical structure, thus mechanical 

components that are rigid and compact are constructed to reduce the effect of 

mechanical noise. The tip radius must be as sharp as possible to minimise any 
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broadening effects in the AFM images. Thus, atoms in the tip further from the 

sample than the tip apex will contribute to the total force experienced by the 

AFM cantilever, rather than just the tip apex. Therefore, surface features that 

are smaller than the tip radius can appear broader. Cantilevers can be 

microfabricated from silicon, SiO2 or Si3N4 using photolithographic techniques 

to achieve a sharp tip apex. This technique can produce cantilever lateral 

dimensions in the order of 100 µm and 1 µm in thickness. 

There are several AFM operational modes and for the highest quality images 

the mode selected typically depends on the surface being studied.  

 

 

2.5.2 Mode of operation 

The different modes of AFM operation can be segregated into ‘contact 

mode’ and ‘dynamic methods’, often called non-contact AFM (NC-AFM). 

Tapping Mode AFM (TM-AFM) is a particular non-contact mode. Dynamic 

modes can be further organised into amplitude modulation AFM (AM-AFM) 

and frequency modulation AFM (FM-AFM) modes. 

 

Contact Mode AFM (C-AFM) 

AFM was originally only operated in contact mode, where the cantilever is in 

physical contact with the surface while the sample surface is scanned and the 

static deflection of the cantilever is recorded. Figure 2.32 shows a diagram of a 

cantilever in contact mode. 

 

Figure 2.32. Diagram of a contact mode AFM, the cantilever scans across the sample 
whilst in direct contact with the sample. 

 

However, the contact between the tip and atoms of the surface during 

the measurement, can damage the surface itself. In contact mode AFM has a 

loading force of 10-7 N to 10-11 N. Atomic resolution has been achieved in 
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contact mode for graphite in 1987 [165] and has also been achieved for other 

layered materials such as molybdenum sulphide and boron nitride in 1988 [166]. 

 

Non-Contact Mode AFM (NC-AFM) 

In contact mode the interaction is dominated by relatively short-range 

repulsive interatomic forces. When the tip is displaced from the sample by 10-

100 nm and an oscillating cantilever is adopted, the tip is subjected to longer 

range forces - such as magnetic, electrostatic and van der Waals forces. The tip-

cantilever ensemble can be modelled as a point-mass spring, when driven, the 

motion of the tip can be approximately described by a non-linear, second-order 

differential equation, as in Eq. 2.23. 

 

 𝑚�̈� +
𝑚𝜔0

𝑄
�̇� + 𝑘𝑧 = 𝐹𝑡𝑠 + 𝐹0 cos(𝜔𝑡) 2.23 

 

𝐹0 and 𝜔 are the amplitude and angular frequency of the driving force 

respectively. Q, 𝜔0 and k are the quality factor (or Q-factor), angular resonant 

frequency and the spring constant of the free cantilever respectively [167]. 𝐹𝑡𝑠 

contains the tip-surface interaction forces in the Z direction. In the absence of 

any tip-surface forces (that is when the tip is away from the surface) 𝐹𝑡𝑠 = 0 

and Eq. 2.23 describes the motion of a forced harmonic oscillator with 

damping. By substituting 𝐹𝑡𝑠 = 0 into Eq. 2.23, the shape of the resonance 

curve, as illustrated in Figure 2.33, can be described.  

 

Figure 2.33. Resonance curve for a single harmonic oscillator (solid line) and under 
the influence of attractive and repulsive forces (dashed lines), A = oscillation 
amplitude. 
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At low driving frequencies with respect to 𝑓0 the response is controlled by the 

stiffness of the spring, that is, the cantilever moves in phase with the driving 

force and with an amplitude close to 𝐹0/𝑘. At frequencies very large compared 

to 𝑓0, 𝑘𝑧 ≪ �̈� the response is controlled by inertia, causing a relatively small 

amplitude with a phase shift of 180°. 

 

Attractive and Repulsive Forces 

The presence of a force gradient in the Z direction, (𝜕𝐹𝑡𝑠)/𝜕𝑧 , modifies 

the effective spring constant of the cantilever, 𝑘𝑒: 

 

 𝑘𝑒 = 𝑘 − 𝜕𝐹𝑡𝑠/𝜕𝑧 2.24 

 

If the sample exerts a negative force gradient on the cantilever, the spring 

constant will effectively soften. This then affects the resonant frequency of the 

cantilever with mass 𝑚0. 

 

 𝑓0 = (
1

2𝜋
) (

𝑘𝑒

𝑚0
)

1/2

 2.25 

 

From Eq. 2.25, a softer cantilever leads to a decrease in 𝑓0. If the cantilever was 

driven at its resonant frequency before the force gradient was experienced by 

the cantilever, the amplitude of oscillations of the cantilever will decrease due 

to the change in 𝑓0. When a positive force gradient is exerted by the sample, 

the spring constant will effectively stiffen. Thus 𝑓0 will increase, affecting the 

amplitude of the oscillations, as shown in Figure 2.33. From Figure 2.33, the 

force gradient of the external force, 𝐹𝑡𝑠, produces a shift of the resonant curve 

without introducing any shape or size modifications. This is the case when the 

resonance curves are derived by modelling the cantilever as a weakly perturbed 

harmonic oscillator as in Reference [167]. However, this does not take into 

account that the shape of the resonance curve changes with variation in the 

separation distance of cantilever and sample. The peak becomes more and 

more truncated at the centre of the curve the smaller the tip-sample separation 

distance. Whether a positive or negative force gradient is exerted on the tip by 
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the sample is dependent on the tip-sample distance. In the absence of any field 

being applied externally, the dominant forces are van der Waals interactions, 

short-range repulsive interactions and capillary forces. Capillary forces are 

attractive forces that arise due to a thin film of water between tip and sample. 

This thin film is always present in ambient conditions. If the tip is in contact 

with the thin film of water the capillary force acts by creating a bridge between 

the tip and sample. Van der Waals forces are long-range attractive interactions 

that arise from spontaneous fluctuations of electrons. Van der Waals forces are 

exerted upon the cantilever tip by all types of surfaces as these fluctuations are 

always present. Pauli repulsion causes the short-range repulsive forces between 

atoms and molecules. The different forces exerted on the cantilever tip by the 

surface lead to two different regimes, as shown in Figure 2.34, with the arbitrary 

point z = 0 separating the two regimes. From Figure 2.34, the ‘attractive regime’ 

describes AFM operation when the tip-sample distance, z, is positive and the 

‘repulsive regime’ describes operation when z < 0. The repulsive regime is 

defined as the distance in which repulsive forces act on the tip and is very short-

range (fractions of nm). The attractive regime is for tip-sample distances 

beyond the repulsive regime where the forces acting on the tip are only 

attractive (up to 100 nm). Thus the force gradient changes from negative 

(attractive forces for z > 0) to positive (repulsive forces for z < 0), as the mean 

tip-sample separation distance, z, decreases. 

 

Figure 2.34. Sketch of the force exerted on the tip of the AFM cantilever by the 

surface, 𝑭𝒕𝒔, versus tip-sample separation distance, z, illustrating the repulsive and 
attractive regimes. 
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Figure 2.34 shows how the resonant frequency is affected by the two 

different types of forces. The longer range attractive forces decrease the 

resonant frequency, 𝑓0 , and the shorter range repulsive forces increase 𝑓0. 

Therefore in practical terms, there are two different stable states in which an 

AFM can operate. In Frequency Modulation AFM (FM-AFM) mode the 

feedback system must be able to control the tip-cantilever assembly in the Z 

direction for either increases or decreases in 𝑓0 (due to both positive and 

negative force gradients) accordingly, depending on the regime of operation. 

An AFM can be operated in NC-AFM mode (attractive forces), ‘tapping’ AFM 

mode (where the cantilever still experiences attractive forces, but also repulsive 

forces for a fraction of its oscillation cycle) or contact mode (which primarily 

probes repulsive forces) without requiring the ability to alter the feedback 

polarity. In FM-AFM mode, care must be taken in the selection of a frequency 

shift set-point because of the trough in the 𝐹𝑡𝑠 versus z curve (Figure 2.34). 

Operation in this trough is very difficult as practically only one polarity of 

feedback is possible at any one time. Thus, the tip may crash into the sample if 

the polarity of the feedback mechanism is incorrect. 

 

Tapping Mode AFM 

In Tapping Mode AFM (TM-AFM) the probe is repeatedly tapping on the 

surface (Figure 2.35). 

 

Figure 2.35. Sketch of tip oscillation in tapping-mode AFM. 

 

The equation of motion of a damped, driven cantilever has a term 

dependent on the probe-sample interaction and thus the system’s resonant 

frequency is dependent on this force. The Eq. 2.23 describes the tip motion in 

tapping mode. The tip vibration leads to an oscillating output voltage of the 

photodiode and the amplitude is tracked as the probe is scanned across the 
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surface and encounters regions of varying height. A feedback loop keeps a 

constant probe-surface distance by maintaining a constant oscillation 

amplitude. If the height increases the probe-sample force will increase and the 

probe will be retracted to compensate. In the simplest case, a trace of the 

probe’s path is interpreted as the topography of the sample. 

 

Amplitude modulation AFM 

In Amplitude Modulation AFM (AM-AFM) mode the measured oscillation 

amplitude, A, is the feedback parameter. The excitation amplitude (and 

excitation frequency) is kept constant throughout, but the oscillation amplitude, 

A, is monitored and the Z direction feedback piezo adjusts the mean Z-position 

of the cantilever to maintain A at a constant value. The topography of the 

surface is therefore mapped by recording the movement of the Z direction 

piezo. AM-AFM is sometimes referred to in the literature as tapping mode and 

FM-AFM referred to as NC-AFM. This is because AM-AFM was historically 

operated in an intermittent contact mode and FM-AFM in a non-contact mode. 

However, both these dynamic modes of AFM can now be implemented 

together. Nowadays AM-AFM is the dominant mode of AFM for experiments 

in air and in liquids, whereas FM-AFM is primarily implemented in UHV. 

However, atomic resolution of Si(111)-(7×7) was achieved in UHV in 1997 for 

AM-AFM mode [168]. AM-AFM typically involves excitation amplitudes in the 

1-100 nm range and is used for biomolecular imaging, for imaging DNA, 

membrane proteins and polymers. It may also be used to manipulate at the 

nanometre scale, the manipulation of single 50 nm diameter gold nanoparticles 

as an example [169]. This operation mode is also used to characterize the 

graphene [161], [163]. The tip dynamics of AM-AFM can be described in terms 

of a tip-sample interaction potential with long-range van der Waals forces and 

short-range Pauli repulsive forces. However, even with simplified assumptions, 

these forces have power law dependencies on the tip-surface separation. 

Therefore, the non-linearity of the tip-sample interactions has large 

implications in the resulting tip motion, making it difficult to find analytical 

solutions, but the action of a cantilever in AM-AFM can be understood 

qualitatively for ease of understanding. If the cantilever was excited by a driving 
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force, 𝐹0, at the natural resonant frequency of the cantilever, 𝑓0, and then 

approached towards the surface, the cantilever tip would experience forces 

exerted by the sample. These forces would modify the resonant frequency 

which in turn implies a modification of the cantilever oscillation amplitude, A 

(as shown in Figure 2.33). Therefore, the new oscillation amplitude would be 

smaller than the free oscillation amplitude. However, if the cantilever was 

initially off resonance, the oscillation amplitude, A, could decrease or increase 

depending on the modified resonant frequency and the driving force frequency 

both with respect to 𝑓0. 

 

Frequency modulation AFM 

Frequency Modulation AFM (FM-AFM) monitors the resonant frequency 

of the cantilever and utilizes it as the Z direction piezo feedback parameter. 

FM-AFM is the AFM mode primarily used in UHV and has achieved atomic 

resolution for over a decade. FM-AFM has led to an increased sensitivity over 

AM-AFM through the ability to use higher Q-factor cantilevers without any 

restriction on bandwidth. In FM-AFM mode the oscillation amplitude, A, of 

the cantilever may or may not be kept constant at 𝐴0. The example of the 

‘constant amplitude’ mode will be assumed, where the oscillating amplitude of 

the cantilever, A, is fixed and equal to the amplitude set point, A0. Initially the 

resonance of the cantilever is measured while the tip-sample distance is large 

and 𝐹𝑡𝑠 =  0, thus 𝑓0 can be recorded and the associated amplitude at 𝑓0 

defined as 𝐴0. While scanning the sample in constant amplitude mode, a 

feedback loop monitors the oscillation amplitude, A, as an input signal from 

the cantilever motion detector and modifies the excitation amplitude 

accordingly to force the cantilever to oscillate at the amplitude set point, 𝐴0. 

In FM-AFM, a feedback loop called the phase-locked-loop (PLL) varies the 

frequency of the driving signal in order to excite the cantilever at resonance 

conditions. The PLL maintains the phase of the driving signal at the phase set-

point. The frequency of the driving signal is modified according to the polarity 

of the phase shift. Therefore the cantilever will always be driven at its effective 

resonant frequency, 𝑓𝑒, even though this parameter varies due to the tip-sample 
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interaction. The frequency shift, 𝑑𝑓, caused by forces from the surface, is equal 

to 𝑓𝑒 − 𝑓0 and the tip-sample distance is varied with the Z direction piezo to 

maintain 𝑑𝑓 at a desired frequency shift set-point. The movement of the Z 

direction piezo during a scan of the sample is then plotted as a topography map 

of the surface. The cantilever motion in FM-AFM mode can be described as a 

weakly perturbed harmonic oscillator with a modified frequency due to the tip-

surface interaction, as the AM-AFM mode was previously. However, the FM-

AFM model has been proven to be justified by previous calculations [167]. 

Using this model Eq. 2.23 can be modified into Eq. 2.26 to describe FM-AFM 

operation. 

 

 𝑚�̈� +
𝑚𝑄

𝜔0
�̇� + 𝑘𝑧 − 𝐹𝑡𝑠[𝐴 + 𝑧𝑐] = 𝐹𝑒𝑥𝑐 2.26 

 

where 𝑧𝑐 is the cantilever support distance from the surface (compared to z 

which is the tip-surface separation), and 𝐹𝑒𝑥𝑐 is the excitation term that 

describes the excitation of the cantilever motion due to the cantilever being 

driven. The numerical results from this model described in Equation 2.16 and 

the experimental results measured for the frequency shift for varying tip-sample 

separation distance are described in Reference [167]. 

Intermediate and non-contact mode AFM with the tip–sample interaction 

perturbed by attractive and repulsive forces that cause amplitude or frequency 

changes in the oscillation of the AFM tip is illustrated schematically in Figure 

2.36.  

AFM measurements in this thesis are performed in amplitude modulation 

tapping-mode using a AIST-NT SmartSPM, equipped with a conventional 

piezoscanner (maximum xy range 100 μm and maximum z range 15 μm) and a 

four-segment photodetector for cantilever deflection monitoring. MikroMasch 

Silicon-SPM-probes with Al backside reflex coating having spring constant 𝑘 =

1.8 ÷ 13𝑁𝑚−1, oscillation frequency from 110 to 220 kHz and a tip apical 

diameter of 8 nm are used. All the scans were executed at room temperature. 

At least three areas for each sample were measured in order to take into account 

inhomogeneity which might derive from the sample preparation. 
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Figure 2.36. Schematic illustration of non-contact AFM operation mode: (a) 
Amplitude modulation mode and (b) Frequency modulation mode. Both AM and FM 
modes maintain constant tip–sample separation. AM mode uses oscillation amplitude 
changes as a feedback signal while FM mode uses frequency changes as feedback signal 
[160]. 

 

 

2.5.3 Anomalies in thickness measurements of graphene by 
TM-AFM 

AFM is used extensively since it provides three-dimensional images that 

enable the measurement of the lateral dimensions of graphene films as well as 

the thickness, and by extension the number of layers present. However, in the 

literature AFM has proven to be inaccurate with a wide range of measured 

values for single layer graphene thickness reported (between 0.4 and 1.7 nm) 

[170] which varies widely when compared to the inter-plane spacing of graphite 

(0.335 nm) [171]. Indeed various groups reported different thickness 

measurements for graphene layers, with thicknesses ranging from 0.35 to 1 nm, 

relative to the SiO2 substrate. Novoselov et al. measured platelet thicknesses of 

1–1.6 nm [2]. Gupta et al. have measured an instrumental offset induced by the 

AFM, of 0.33 nm, i.e., 0.7 nm height for a single layer [172]. Other authors have 

also reported varying step heights for few layer graphene supported on silicon 

oxide [173]–[175].  

Despite the disparity in measured single layer graphene thickness via 

AFM, it is common to use the following equation to determine N via AFM 

[67]: 
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 𝑁 =
(𝑡𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 − 0.4)

0.335
 2.27 

 

where 𝑡𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 is the measured thickness via AFM and the nominal 0.4 value 

is subtracted to account for increases in measured thickness related to 

substrate–graphene and graphene–tip interactions [170]. The value of 0.4 is 

arbitrary and can be inaccurate by up to 1 nm (equivalent to three graphene 

layers assuming a 0.335 nm spacing) [170].  

The variation in the thickness measurements of the single graphene layers 

may be attributed to the change in the tip–sample interaction as the tapping tip 

scans over the surface. Observations of distortions in the thickness of 

nanoparticles, measured with TM-AFM in amplitude modulation, are well 

known [163], [176]. Anomalous nanoparticle height measurements, dependent 

on the free amplitude of the cantilever and material properties of the sample, 

were reported earlier [177]–[179]. However, the inconsistencies in using AM-

AFM to measure graphene layer thicknesses can be due to two physical 

phenomena:  

1. Under ambient conditions, the interface between hydrophobic graphene 

and various hydrophilic substrates including mica, silicon dioxide, and 

silicon carbide is subjected to water adsorption [180]–[182]. When 

prepared in a high humidity environment water adlayers have been 

observed between mica and graphene [183], [184]. 

2. AM-AFM is prone to contrast artifacts on heterogeneous samples with 

alternation hydrophilic and hydrophobic regions [179], [185], [186].  

The accurate measurement of graphene thickness using AFM is very 

important, in particular when considering the substantial variation in graphene 

properties with the number of layers. One option that has been explored has 

been optimizing the free amplitude of oscillation in the tapping mode AFM 

such that the effect of nanomaterial–tip interactions can be effectively negated 

[177], [178]. When applied to the imaging of graphene, changes to the free 

amplitude have resulted in measured single layer graphene thickness from 0.4–

1.7 nm (Table 2.1) [163].  
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Table 2.1. Summary of selected results for measured single layer graphene thickness 
measured by AFM with preparation method, AFM method, substrate and whether 
SLG was confirmed by Raman spectroscopy. Adapted from [170] 

 
Measured 
thickness 

(nm) 

Preparation 
method 

SPM 
method 

Substrate 
SLG 

confirmed 
by Raman? 

Reference 

0.9+-0.2 
Mechanical 
exfoliation 

AC-AFM 
Si/SiO2 

 
Y [187] 

0.4 
Mechanical 
exfoliation 

UHV NC-
AFM 

Si/SiO2 
(300 nm) 

N [33] 

0.4-0.9 
Mechanical 
exfoliation 

TM-AFM Mica Y [181], [188] 

0.4-1.7 
Mechanical 
exfoliation 

TM-AFM 
Si/SiO2 

 
Y [163] 

0.9 
Mechanical 
exfoliation 

C-AFM 
Si/SiO2 

 
N [189] 

0.4-1 
Mechanical 
exfoliation 

C-AFM Si/SiO2 N [2] 

1.19+-0.1 
Mechanical 
exfoliation 

IC-AFM 
Si/SiO2 

(300 nm) 
Y [190] 

0.7 
Mechanical 
exfoliation 

C-AFM 
Si/SiO2 

(300 nm) 
Y [191] 

1 
Mechanical 
exfoliation 

C-AFM Si (111) Y [192] 

1.8 CVD TM-AFM Si/SiO2 Y [162] 
1.44 RGO TM-AFM HOPG N [193] 

0.8-1.5 RGO TM-AFM 
Si/SiO2 

(300 nm) 
N [194] 

1.1+-0.1 GO and RGO TM-AFM HOPG N [195] 

0.9-1.7 GO and RGO 
TM and C-

AFM 
HOPG N [196] 

0.8-1.1 GO TM-AFM 
Si/SiO2 

(300 nm) 
N [197] 

IC and AC = Intermittent contact mode 

UHV = ultra high vacuum 

C = contact mode 

NC = non-contact mode 

TM = tapping mode 

 

The process to determine the optimal free amplitude and imaging set-

point is somewhat time consuming and laborious. This optimization of TM 

also requires the acquisition of amplitude versus distance curves which can 

result in tip damage, especially considering TM probes have relatively high 

spring constants (on the order of 5–50 N m-1) and small radii (typically less than 

10 nm). Furthermore, it does not take into account substrate-graphene 

interactions which are likely to be a greater source of inaccuracy. Calculating 

the exact imaging force in TM is also more complicated than other imaging 

modes and therefore reproducibility of results can be difficult [198]. Contact 
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mode AFM can also been used to determine the number of layers of graphene 

films but differences in height have been observed between forward and 

reverse scans [163]. These differences have been attributed to the high lateral 

forces, typical of contact mode, which can result in inaccurate estimation of N. 

The likely cause of the overestimation of graphene height by AFM is 

adlayers between graphene and the substrate creating a buffer between 

graphene and substrate. Previous works, report the effect of relative humidity 

(RH) on the graphene thickness measurements. Measured thickness of 

graphene as a function of RH is shown in Figure 2.37. The results show an 

overall trend of increasing measured thickness with the increasing RH with a 

distinct feature of decreasing seen in the region of Middle RH. 

 

 

Figure 2.37. Typical measured thickness of graphene as a function of RH. The RH 

range is divided into three approximate sections: Low, Middle, and High RH [161]. 
 

In the Middle RH range, the adhesion force is the greatest, and then the 

measured thickness increases. This behavior is due to adhesion forces that 

change with the molecular structure evolution of the adsorbed water layer on 

the SiO2 substrate as RH changes. A water adlayer between graphene and SiO2 

substrate is supposed [161]. The hypothesized structure of 

graphene/water/SiO2 sandwich is shown in Figure 2.38. 
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Figure 2.38. Structure of exfoliated FLG trapping the water adlayer on the oxide 
substrate. Figure not shown to scale [161]. 

 

These adlayers have been observed also by Novoselov in 2004 [2]. 

Shearer et al. suggest that it is possible to accurately measure graphene height 

if either (1) high applied force is used or (2) no buffer layer is present between 

substrate and graphene. To avoid the inclusion of buffer layers between 

substrate and graphene, the sample can be prepared in a water free environment 

such as a nitrogen glove box or under vacuum [192], [199], [200]. A key 

parameter for accurate determination of graphene thickness is the applied 

pressure of the tip on the sample. As represented schematically in Figure 2.39, 

when imaging with low applied pressure (Figure 2.39a), the tip lightly presses 

into the graphene and the measured height is a combination of the thickness 

of the buffer layer and the graphene.  

 

Figure 2.39. Schematic mechanism of improving AFM imaging accuracy with 
increasing peak force set point. As the pressure applied increases from (a) low to (b) 
medium to (c) high the AFM tip is able to disrupt the underlying buffer layer and 
subsequently measure a more accurate value for graphene height [170]. 

By applying more pressure (Figure 2.39b), the tip presses into the 

graphene and forces it into the buffer layer, reducing the measured height but 

still measuring a height greater than the actual thickness of graphene. Finally, 

when applying a high pressure (Figure 2.39c), the tip presses the graphene 
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through the entire buffer layer and onto the underlying substrate and measures 

a height approximately equal to the true thickness of graphene. 

 

 

2.5.4 Simultaneous AFM-Raman 

The instrumentation used to characterize the graphene samples in this thesis 

allowed to perform simultaneous AFM-Raman measurements. AIST-NT SPM 

microscope is coupled to LabRamHR Evolution HORIBA Scientific as 

showed in Figure 2.40a, while a schematic overview of the mechanism is shown 

in Figure 2.40b. 

 

 

 

Figure 2.40. (a) Schematic of AIST-NT SPM AFM integrated with LabRamHR 
Evolution HORIBA Scientific Raman system for simultaneous AFM-Raman. (b) The 
Raman laser (red shaded area) and AFM probe (blue) are both focused onto the same 
area of the sample and held in a fixed position.  

 

Simultaneous AFM-Raman measurements were performed by first 

aligning the AFM probe and the Raman laser spot onto the same location on 

the surface of a sample, once aligned the probe was held in position. The tip-

sample separation was maintained by setting the phase feedback to determine 
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the z position of the piezoelectric stage as shown in Figure 2.40. The stage was 

then allowed to move in the x-y plane so that the sample could be scanned. 

First, an AFM map was specified then Raman measurements were performed. 

2.6 Kelvin Probe Force Microscopy (KPFM)  

Kelvin probe force microscopy, or KPFM, was introduced as a tool to 

measure the local contact potential difference between an AFM tip and the 

sample, thereby mapping the work function or surface potential of the sample 

with high spatial resolution. Since its first introduction by Nonnenmacher et al. 

in 1991 [201], KPFM has been used extensively as a unique method to 

characterize the nano-scale electronic/electrical properties of 

metal/semiconductor surfaces and semiconductor devices. Recently, KPFM 

has also been used to study the electrical properties of organic 

materials/devices [202]–[204] and biological materials [205], [206]. KPFM can 

be used to image potential distributions on the surface with sub-nanometer 

resolution, making KPFM the best technique, at present, for characterizing the 

electrical properties of nanostructures. KPFM measures a contact potential 

difference (CPD) between the sample surface and the tip. A notable application 

of KPFM is the imaging of operational electrical devices to provide the high-

resolution potential profiles. These measurements provide critical, near-atomic 

scale information on processing induced defects and their effects to the 

performance of the electrical devices.  

 KPFM is primarily based on the instrumentation of an AFM system. 

The KPFM measures CPD between a conducting AFM tip and a sample. The 

CPD (VCPD) between the tip and sample is defined as: 

 

 𝑉𝐶𝑃𝐷 =
𝜙𝑡𝑖𝑝 − 𝜙𝑠𝑎𝑚𝑝𝑙𝑒

−𝑒
 2.28 

 

where 𝜙𝑠𝑎𝑚𝑝𝑙𝑒 and 𝜙𝑡𝑖𝑝 are the work functions of the sample and tip, and 𝑒 is 

the electronic charge. When an AFM tip is brought close to the sample surface, 

an electrical force is generated between the tip and sample surface, due to the 
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differences in their Fermi energy levels. Figure 2.41 shows the energy level 

diagram of the tip and sample surface when 𝜙𝑠𝑎𝑚𝑝𝑙𝑒 and 𝜙𝑡𝑖𝑝 are different.  

 

 

Figure 2.41. Electronic energy levels of the sample and AFM tip for three cases: (a) 
tip and sample are separated by distance d with no electrical contact, (b) tip and sample 

are in electrical contact, and (c) external bias (𝑽𝒅𝒄) is applied between tip and sample 

to nullify the CPD and, therefore, the tip–sample electrical force. 𝑬𝒗 is the vacuum 

energy level. 𝑬𝒇𝒔 and 𝑬𝒇𝒕 are Fermi energy levels of the sample and tip, respectively. 

 

Figure 2.41a depicts the energy levels of the tip and sample surface when 

separated by a distance d and not electrically connected (note, the vacuum levels 

are aligned but Fermi energy levels are different). Equilibrium requires Fermi 

levels to line-up at steady state, if the tip and sample surface are close enough 

for electron tunnelling. Upon electrical contact, the Fermi levels will align 

through electron current flow, and the system will reach an equilibrium state, 

Figure 2.41b. The tip and sample surface will be charged, and an apparent 𝑉𝐶𝑃𝐷 

will form (note, the Fermi energy levels are aligned but vacuum energy levels 

are no longer the same, and a 𝑉𝐶𝑃𝐷 between the tip and sample has formed). 

An electrical force acts on the contact area, due to the 𝑉𝐶𝑃𝐷. As shown in Figure 

2.41c, this force can be nullified. If an applied external bias (𝑉𝐷𝐶) has the same 

magnitude as the 𝑉𝐶𝑃𝐷 with opposite direction, the applied voltage eliminates 

the surface charge in the contact area. The amount of applied external bias 

(𝑉𝐷𝐶) that nullifies the electrical force due to the 𝑉𝐶𝑃𝐷 is equal to the work 

function difference between the tip and sample; therefore, the work function 

of the sample can be calculated when the tip work function is known. 
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For a semiconductor surface, the measured CPD is related to the surface 

potential, which differs from the work function of semiconductor materials, 

due to the Space-charge-Layer near the semiconductor surface. 

 

 

2.7 Graphene Field Effect Transistor (GFET) for mobility 
measurements 

Electric field effect on graphene was one of the outstanding results 

showed by Novoselov et al. [2]. As a consequence, extensive amount of 

research has been done on graphene field effect transistors (GFETs) in which 

graphene is used as the channel material [207], [208]. In the beginning, back-

gate devices were being fabricated from exfoliated graphene on Si/SiO2 

substrate in which silicon and silicon dioxide served as back gate electrode and 

dielectric respectively. However, top-gate devices are much more desirable for 

applications [208]. Figure 2.42 shows the schematic cross section of a GFET 

[207].  

 

Figure 2.42. Schematic cross section of a GFET [207]. 

 

Because of the gapless property of graphene, typical GFETs exhibit 

ambipolar behaviour in which charge carriers change from electrons to holes 

and vice versa at a minimum conductivity Dirac neutrality point. In an ideal 

case, the transfer characteristic of GFET should be quasi ballistic. However, 

device fabrication and structure introduce limitations and then it is possible to 

use drift-diffusion model to describe drain current.  

In recent years, several models for current-voltage characteristics of 

GFETs have been proposed [61], [209]–[211]. For instance, a model tries to fit 
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current voltage characteristics of GFET to that of conventional MOSFET. In 

this model, at low drain voltages (𝑉𝐷 < 𝑉𝐺𝑆 − 𝑉0), drain current can be 

described by Eq. 2.29 in which a constant charge carrier mobility is assumed: 

 

 𝐼𝐷 =
𝑊𝑐ℎ

𝐿𝑐ℎ
𝜇𝐶𝑜𝑥 [(𝑉𝐺𝑆 − 𝑉0)𝑉𝐷 −

𝑉𝐷
2

2
] 2.29 

 

This equation is the same as MOSFET drain equation except for 𝑉0 

which is the Dirac neutrality point in GFETs. In addition, there is always a 

minimum conductivity point much larger than the universal minimum 

conductivity 4𝑒2/ℎ due to inhomogeneity and thermal excitations [11]. Figure 

2.43 shows the transfer characteristic of graphene field effect transistor using 

Eq. 2.29, and a minimum conductivity. The V-shape of transfer characteristics 

reflects the ambipolar transport behaviour of GFETs.  

 

 

Figure 2.43. Ideal drain current versus gate voltage. 
 

The field effect mobility can be extracted from the transfer 

characteristics. The drift current can be write as  

 

 𝐽 = 𝑞𝑛𝜇휀⃗ 2.30 
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and 

 

 𝐽 = 𝜎휀⃗ 2.31 

 

Carrier concentration can be calculated as  

 

 𝑞𝑛 = 𝐶𝑜𝑥(𝑉𝐺𝑆 − 𝑉𝐷) 2.32 

 

with  

 

 𝐶𝑜𝑥 =
휀𝑟휀0

𝑑
 2.33 

 

Where 𝐶𝑜𝑥and 𝑉𝐷 are geometrical capacitance and gate voltage at 

minimum conductivity point respectively. Thus, carrier mobility can be 

expressed by  

 

 𝜇 =
𝜎

𝑞𝑛
=

𝐼𝐷𝐿

𝑉𝐷𝑊𝐶𝑜𝑥(𝑉𝐺𝑆 − 𝑉𝐷)
 2.34 

 

However, since there is always a nonzero minimum conductivity for graphene, 

using 
𝐼𝐷

(𝑉𝐺𝑆−𝑉𝐷)
 results in mobility over estimation [212]. For this reason, it is 

more accurate to use the transconductance  

 

 𝑔𝑚𝑡 =
𝑑𝐼𝐷

𝑑𝑉𝐺𝑆
  2.35 

 

That represents the slope of linear part of Current-voltage curve as reported in 

Figure 2.44 [61]. Replacing 
𝐼𝑑𝑠

(𝑉𝑔𝑠−𝑉𝐷)
 with transconductance 𝑔𝑚𝑡, the field-effect 

mobility can be expressed as 
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 𝜇𝐹𝐸 =
Lch

WchCGVDS
(

dID

dVGS
)  2.36 

 

 

Figure 2.44. FET transfer characteristics showing 𝑰𝑫 (on a logarithmic scale on the 

left and a linear scale on the right) versus the gate–source voltage 𝑽𝑮𝑺. Above 

threshold, the change in 𝑰𝑫 for a given change in 𝑽𝑮𝑺 is called the terminal 

transconductance, 𝒈𝒎𝒕 [61].  
 

 

2.8 Solar Cell Characterization 

In chapter 4, a Schottky Barrier Solar Cell based on graphene on n-Silicon 

junction will be discussed. The parameters used to characterize the device as 

solar cell are reported here.  

 

 

2.8.1  External Quantum Efficiency (EQE) 

The external quantum efficiency (EQE) is defined as the ratio, at a specific 

wavelength, of the number of carriers collected to the number of incident 

photons. Hence, if the cell collects a current I for an incident photon beam of 

𝑓 photons, the EQE is given by 

 

 𝐸𝑄𝐸(𝜆) =
𝐼

𝑞 𝑓
  2.37 
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where q is the electric charge. This ratio is by definition taken when no voltage 

is applied on the solar cell. EQE measurements were carried out without and 

with an appropriate white-light bias (optical bias, OB) to bring the cell close to 

the operation condition with a Bentham PVE300 apparatus (Reading, U.K.) 

calibrated with a Si detector and using a probe light with a spot size much 

smaller than the cell area. 

 

 

2.8.2  Photovoltaic Parameters  

The four parameters used to evaluate a solar cell’s performance are power 

conversion efficiency (PCE), short circuit current (JSC), open circuit voltage 

(VOC), and fill factor (FF) and can be extracted from J-V curves acquired under 

illumination in standard condition (Figure 2.45).  

 

 

Figure 2.45. J-V curves acquired under illumination with photovoltaic parameters. 

 

The bias voltage where the photocurrent is equal and opposite to the diode 

current (ie, 𝐽𝑡𝑜𝑡𝑎𝑙 = 0) is called the open circuit voltage, VOC. The output current 

when 𝑉𝑏𝑖𝑎𝑠= 0 V is defined as the short circuit current density, JSC. An overall 

measure for the efficiency of a cell, PCE is defined as a ratio of the maximum 

power generated by the cell to the power of the incident radiation on the active 

area of the device. The short circuit current density is taken directly from the 
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J-V curve and is approximately equal to the photocurrent (the dark diode 

current is generally orders of magnitude smaller). The VOC is defined as the 

voltage at which the photocurrent is equal and opposite to the diode current, 

𝐽𝑝ℎ𝑜𝑡𝑜  =  𝐽𝑑𝑖𝑜𝑑𝑒: 

 

 𝐽𝑝ℎ𝑜𝑡𝑜 = 𝐽0 [exp (
𝑞𝑉𝑂𝐶

𝑘𝑇
− 1)]  2.38 

 

Solving for VOC yields: 

 

 𝑉𝑂𝐶 =
𝑘𝑇

𝑞
ln (

𝐽𝑝ℎ𝑜𝑡𝑜

𝐽0
+ 1)  2.39 

 

The VOC is extracted directly from the J-V and can be used to calculate 

other parameters, such as the dark current (and subsequently Schottky barrier 

height).This equation elucidates the factors contributing to a high or low VOC, 

namely and increase in short circuit current and/or a decrease in dark current. 

Increasing VOC by increasing the light intensity is a well known phenomena 

exploited through solar concentrators, though the semiconducting material 

must have high enough mobilities to avoid carrier saturation (and inversion). 

The inverse logarithmic dependence on dark current points to a reduction in 

junction recombination as another way to increase the VOC. The fill factor is a 

measure of how much the solar cell functions as an ideal diode, with a FF of 1 

corresponding to a completely square shaped J-V curve in the fourth quadrant.  

 

 𝐹𝐹 =
𝑉𝑀𝐽𝑀

𝑉𝑂𝐶𝐽𝑆𝐶
  2.40 

VM and JM are the voltage and current density corresponding to the 

maximum power point: the point on the J-V curve where the maximum power 

is generated by the solar cell. This is found by graphing the power density vs 

voltage and solving for 
𝑑𝑃

𝑑𝑉
= 0.  

The power generated at the maximum power point is represented by the 

blue square in Figure 2.45. 
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With those parameters defined, we can now solve for the PCE: 

 

 𝜂 =
𝐽𝑀𝑉𝑀

𝑃𝑖𝑛𝑐𝑖𝑑
=

𝐽𝑆𝐶𝑉𝑂𝐶𝐹𝐹

𝑃𝑖𝑛𝑐𝑖𝑑
  2.41 

 

Note that this is the efficiency at the maximum power point; the 

efficiency will be lower at other equivalent loads in the fourth quadrant. 

Consequently, maximizing the power extracted from a solar cell involves 

matching the load to the resistance at the maximum power point. 

Other important parameters are Series and Shunt Resistance. Both series 

and shunt resistance have a detrimental effect on solar cell performance, with 

the best performance extracted by minimizing the former and maximizing the 

latter. The expression for the total current can be rewritten to include both 

series and shunt resistance: 

 

 𝐽𝑡𝑜𝑡𝑎𝑙 = 𝐽𝑝ℎ𝑜𝑡𝑜 − 𝐽0 exp [
𝑞(𝑉 + 𝐼𝑅𝑆)

𝜂𝑘𝑇
] −

𝑉 + 𝐼𝑅𝑆

𝑅𝑆𝐻
  2.42 

 

Series resistance is the resistance encountered by carriers as they are 

extracted from the device. Series resistance should ideally be as low as possible; 

high series resistances lead to a lower FF and ultimately lower PCE. High series 

resistances can be due to employing poorly conductive contacts or having 

insufficient electrical contact such that the photogenerated carriers cannot be 

efficiently extracted. Shunt resistance is ideally as high as possible, as it 

represents all current paths that carry the charges through a circuit in parallel 

with the load, i.e., the photogenerated carriers do no useful work and do not 

contribute to the overall efficiency. One possible contributor to low shunt 

resistance in both p-n junctions and Schottky junctions is losing 

photogenerated carriers out the edge of a device. Figure 2.46 shows the 

degradation of the J-V curve with large series and small shunt resistances. 
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Figure 2.46. The effects of series and shunt resistance on the J-V curve. Optimal 

values are 𝑹𝒔𝒆𝒓𝒊𝒆𝒔 = 0 ohm cm2 and 𝑹𝒔𝒉𝒖𝒏𝒕 = ∞ ohm cm2. 
 

Illuminated J–V characteristics were performed with a Keithley 228a 

voltage/current source (Keithley Instruments Inc., Cleveland, USA) and HP 

3478A multimeter measure unit (Palo Alto, USA). White light illumination was 

provided by a class AAA solar simulator from WACOM (model WXS- 155S-

L2) equipped with a 1000 W Xenon lamp and a 400 W Halogen lamp. The light 

intensity was calibrated using a mono-Si reference cell in standard test 

conditions (25 °C, AM1.5G, 1000 W m-2).  
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3 

Ethanol-CVD synthesis of  large graphene 

domains 

 

 

 

Analysis of growth parameters in ethanol Chemical Vapour Deposition process will be 

presented in this chapter. Growth parameters will be analyzed and optimized in order to 

control and obtain the growth of large graphene domains. First, CVD apparatus designed at 

ENEA Casaccia and CVD process steps followed to grow graphene will be introduced. A 

brief description and some results on the transfer method based on cyclododecane optimized in 

collaboration with Yonsei University will be presented. Then the complete analysis of growth 

parameters used to obtain large graphene domains will be reported. The graphene 

characterization performed to obtain information on structural and electronic properties and 

on thickness and morphology of each sample will be discussed. 

 

 

3.1 Introduction   

As reported in Chapter 2, graphene films do not exist in nature, but it is 

possible to extract it from graphite by mechanical exfoliation [2] or grow it by 

Chemical Vapor Deposition (CVD) [107]. The superior electrical properties of 

graphene are normally achieved in single-crystal exfoliated graphene, but it has 

proven hard to match those properties in large-area samples produced by CVD. 

Contrarily to exfoliated graphene, samples grown by CVD are typically made 

of polycrystalline graphene, and the presence of grain boundaries are known to 

have a negative impact on graphene’s physical properties, such as mobility, 

electron conductivity, and mechanical strength [213]–[215]. For this reason, it 

is important to suppress the formation of grain boundaries and increase the 

size of graphene grains, mainly by decreasing the nucleation density. In fact, if 

a few graphene nuclei are widely spaced, they can grow as isolated single crystals 

and eventually merge into a continuous graphene film with reduced grain 
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boundaries. Alternatively, all graphene nuclei were reported to grow with the 

same crystalline orientation on hydrogen-terminated Ge substrates [95]: Being 

them epitaxially correlated on an identically-oriented surface, they grow aligned 

along the same crystalline direction and ultimately merge into a single-crystal 

film without grain boundaries. However, this approach is still too difficult to 

use in the case of a polycrystalline Cu foil substrate, which is widely used for 

graphene growth due to a low price combined with a high graphene quality. On 

polycrystalline Cu foil, in case of methane CVD growth of graphene, the 

nucleation density was initially in the order of ∼106 nuclei/cm2 [216]. The CVD 

process is highly sensitive to many growth parameters such as precursor used, 

metallic substrate, growth temperature, substrate pre-treatment, precursors 

flow and total pressure. To minimize the high nucleation density, the CVD 

parameters were finely modulated by using high temperature (1000 ~ 1077 °C, 

close to the melting point of Cu (1084 °C)) [96], [97], [217], low precursor 

partial pressure [97], [218], and high hydrogen-to-methane ratio [216], [217], 

[219], [220]. To further control the nucleation sites, the Cu substrates were pre-

treated by thermal annealing [221], [222], electrochemical polishing [223], and 

pre-oxidation [107], [221], [224]. These efforts finally enabled the growth of 

millimeter-sized graphene grains [216], [222]. Although methane represent the 

preferential carbon source for the CVD growth of graphene on Cu, ethanol 

can be considered as valid alternative. Being an efficient carbon precursor, 

ethanol can be used instead of methane and provide various advantages. Being 

liquid at Standard Ambient Temperature and Pressure (SATP), ethanol is safer 

than methane and can decompose at a lower temperature, accelerating the 

growth [80], [225]. Continuous graphene films were grown on Cu foils at low 

partial pressures of ethanol (< 2 Pa) in seconds i.e., much faster than 

conventional growth times (in the order of minutes) of methane-based CVD 

processes [82]–[85], [107]. Shorter growth times are crucial for industrial 

production and can also limit growth kinetic issues related to Cu sublimation 

[226], which can pollute the internal furnace walls during the CVD process, 

limiting the throughput [227]. Such an extremely fast growth of graphene 

occurs with an ethanol vapor flow as small as 0.1 sccm, one order of magnitude 

lower than those typical for methane. It is then challenging to increase the size 
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of individual graphene grains above 5 µm without a specific strategy aimed at 

limiting the nucleation density [228]. The pre-oxidation of the Cu foils is an 

effective way for reducing the nucleation sites and obtain large single-crystal 

graphene samples [85], [216], [222], [224], [229]–[231]. By pre-oxidizing the Cu 

foils at 250 °C, the nucleation density became as low as ∼ 1 nucleus/cm2, five 

orders of magnitude smaller than that reported for untreated Cu foils [85], 

[222], [229]–[232]. When the Cu foil is covered by an oxide layer, its surface is 

passivated and the presence of impurities acting as nucleation seeds is abated 

[216], [221], [224], [233]–[236]. However, it should be noted that an unwanted 

amount of oxygen is often uncontrollably introduced into the CVD chamber 

for several potential reasons: i) imperfect vacuum sealing, ii) use of hydrolyzers 

for the production of H2 gas [237]. Other than the presence of residual oxygen, 

the different quality and processing of Cu foils, depending on the production 

process (cold-rolled or soft-annealed) and the degree of purity (oxygen-free or 

oxygen-rich) [54], [224], [238]–[243] are associated with a confirmed difficulty 

to reproduce results.  

Most of the recent studies on the growth of large single crystal graphene 

covered the CVD of methane [97], while ethanol as a carbon source has not 

been investigated in this respect yet. Up to date, only one group reported the 

growth of mm-sized single crystal graphene by CVD of ethanol with pre-

oxidized Cu “enclosures” [85]. The enclosure approach is not ideal because it 

introduces uncertainties to the CVD process: It is impossible to define the 

gaseous environment inside the enclosure’s internal surfaces. If the enclosures 

are physically sealed and gas-tight, then carbon would be either present as a 

contaminant on the copper surface, or it would diffuse inside across the Cu 

foils bulk, possibly along grain boundaries [224]. Instead, if the enclosures are 

not perfectly sealed, then the precursors could flow in and out, along the 

uncertain “pliers-crimped edges”. In this framework, it is crucial to optimize 

the early nucleation stages on a flat Cu surface directly exposed to the gas 

atmosphere. In this chapter, the CVD growth of isolated graphene grains larger 

than 350 µm by using ethanol and pre-oxidized flat Cu foils will be reported. 

By varying total pressure and ethanol flow, the nucleation site density was 

reduced. By optimizing the growth parameters, it was possible to abate the 
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nucleation density and tune the CVD parameters to control the growth process 

for a time long enough (an hour) to produce sub-mm graphene grains with high 

crystallinity and few defects.  

 

 

3.2 The CVD system at ENEA  

The CVD system used to grow graphene is based on a hot-wall quartz tube 

furnace which allows the rapid sample insertion/ extraction in/from the hot 

zone without breaking the vacuum [79], [84], [244]. The system was modified 

with inner screens of alumina and tantalum to avoid the quartz contamination 

[227]. The CVD system was designed and built at ENEA Casaccia Research 

Center and consists of a high-vacuum fitted tube furnace, a rotary vane pump, 

digitally controlled mass flow meters for allowing the gases into the chamber, 

and a needle valve for setting the reactor pressure. The scheme of the CVD 

system is shown in Figure 3.47.  

 

 

Figure 3.47. Scheme of CVD apparatus at ENEA. 

 

The reaction chamber consisted of a 40-mm-outer-diameter, 2-m-long 

quartz tube that allowed the quartz sled containing the growth samples to be 

inserted and extracted from the hot zone under vacuum tight conditions. Rapid 

extraction from the hot zone into a cold part of the long quartz tube 

implemented a fast cooling system (and fast heating upon insertion), providing 

very fast initial cooling of the samples because of the intense radiation and the 

low thermal mass of the sled. Graphene was synthesized on polycrystalline Cu 

foil (SE Cu 58, cold worked Oxygen Free Copper 99.95%) using low-pressure 
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CVD. Before the growth, Cu foils cut into 2x2 cm substrates, were washed in 

a cycle of ultrasonic baths (5 min each in acetone and ethanol). For the pre-

oxidation treatment, the Cu substrates were heated on a hot plate at 250°C in 

air (from 0 to 150 min as reported, with ramping rate of 8 °C/min). Then Cu 

substrates were slowly cooled down at room temperature to prevent the 

formation of micro-cracks in the copper oxide layer, which could expose bare 

metal. The oxidized Cu substrates were inserted inside the quartz-tube furnace 

under controlled pressure (from 800 to 65 Pa), and quickly moved from the 

room-temperature zone into the hot zone without breaking the vacuum when 

the growth temperature was reached. During the growth phase H2, Ar (20sccm) 

and ethanol vapor were supplied. The H2 and ethanol vapor flows ranged 

between 10-100 sccm and 1.5×10-3-0.1 sccm, respectively. Before the 

introduction of ethanol vapors in the chamber, the Cu substrates were 

thermalized in Ar atmosphere (20 sccm) at the same growth temperature for a 

given annealing time (1-20 min). The growth time was defined between the 

onset of the precursor flow and the extraction of the sample from the hot zone. 

Ethanol vapor was fed with Ar carrier gas by using a pressurized bubbler kept 

at 0°C in an iced water bath, so that the partial pressure of ethanol was 15 mbar 

(1.5×103 Pa) in 3 bar (3×104 Pa) Ar. Negligible ethanol condensation in the gas 

line after the mass flow controller was expected, because the line was at a higher 

temperature than the bubbler. At the end of the growth process, the sample 

holder is rapidly extracted from the hot zone and cooled down to room 

temperature under Ar flow (750 sccm).  

A typical graphene growth process is a six step process as summarized 

by the temperature-time diagram in Figure 3.48.  
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Figure 3.48. Temperature-time profile during a typical growth. (I) Insertion in the 
chamber, (II) evacuation and setting of the gas flows for annealing (Ar, H2), (III) 
insertion in the furnace hot zone and annealing, (IV) growth, (V) extraction from the 
hot zone and rapid cooling under Ar, (VI) filling with Ar and extraction from the 
chamber. Adapted from [227]. 

 

 

3.3 Optimized Cyclododecane-based graphene transfer 
method  

After the growth on Cu foils, graphene has to be transferred for analysis onto 

target substrates. First, the graphene grown on the back side of the Cu foils was 

removed by using O2 plasma etching and then the Cu foil is removed using an 

etchant solution of ammonium persulfate ((NH4)2S2O8). The best results come 

with a series of three ((NH4)2S2O8) baths. Post Cu etching the sample is rinsed 

using three ultra-pure water baths, with the graphene in contact with the liquid 

surface, for optimum removal of residual etchant reaction impurities. The 

atomic-thick and highly hydrophobic layers of graphene can be easily fractured 

or folded, making the post-growth processing a delicate task, especially for 

device fabrication. A protective layer of a suitable material can be cast on 

graphene during this phase to assist the removal from the growth substrate: 

Poly(methyl methacrylate) (PMMA), a typical photoresist in the silicon 

industry, was first chosen and has since become the standard to transfer CVD 

graphene [245]. The established PMMA-transfer procedure for CVD graphene 

grown on Cu foil provides the spin-coating of a thin layer of PMMA on the 

graphene/Cu substrate before starting the chemical etching of Cu. In this way, 
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PMMA support the graphene in all the post growth process, until the transfer 

of the graphene film to the substrate of interest (e.g., a SiO2/Si wafer). PMMA 

residues and contaminants are removed washing-off in acetone the system and 

with a thermal treatment. Researchers have refined the process steps in recent 

years, with the aim of retaining at most the electronic properties of graphene; 

however, the general outcome of such transfer process is still far from ideal. 

Although PMMA is highly effective in providing mechanical strength to the 

film and keeping it intact, its residues are known to induce defects on graphene 

and/or affect its electronic mobility [116]. A thin layer (1–2 nm) of PMMA was 

observed to remain adsorbed on graphene even after wash-off in acetone, 

giving the film a mild p-type doping [246]. A thermal annealing is generally 

required to ultimately get rid of any PMMA trace, but this further step can itself 

damage the film: Radicals created by the thermal scission of PMMA chains can 

locally modify the hybridization of carbons from sp2 to sp3 , or even make the 

residues more resilient, so hindering removal [247]. Other thin polymeric layers 

have also been tested to assist the transfer of graphene, but they all require the 

use of a solvent for the final removal of the polymer [248], [249]. Any additional 

chemical treatment can introduce defects or modify the graphene film and thus, 

ideally, should be avoided. Moreover, using a solvent-free transfer process 

makes it possible to apply graphene onto a wide range of polymeric substrates 

also. To avoid the problems related to PMMA, cyclododecane transfer method 

was used in this thesis [117], [250]. Cyclododecane transfer method is simple, 

effective, and capable of maintaining intact the intrinsic features of graphene 

films. Cyclododecane (C12H24) is a cyclic hydrocarbon, appearing as a white 

waxy solid made of large translucent crystals (Figure 3.49). It is readily soluble 

in non-polar and aromatic solvents, while it is insoluble in polar solvents such 

as water, being highly hydrophobic. This non-toxic and eco-friendly organic 

compound is solid at room temperature, has a low density (0.82 g/cm3 at 80 

°C) and a high vapor pressure (1.33 kPa at 100 °C). Its melting point is 60.7 °C, 

while the boiling point is 247 °C [117]. 
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Figure 3.49. 10X optical image of cyclododecane diluted in hexane (a) 20mg/ml and 
(b) 200mg/ml spin coated at 1000rpm for 40s. 

 

Thanks to these characteristics, cyclododecane completely sublimates 

upon air exposure and is therefore often used by art restorers as a temporary, 

clean support material for transferring frescoes or other fragile art pieces. 

Commercially available cyclododecane was spin coated from a hexane solution 

(20 mg/ml) to form a compact layer on the surface of chemical vapor deposited 

graphene on copper samples. Other apolar and aprotic solvents (e.g., isooctane, 

cyclohexane and ethyl acetate) were also previously tested and gave comparable 

results. Cyclododecane support graphene during the Cu foils etching 

preventing damages to the film. After the full etching of the Cu, the free-

floating carbon film was scooped up using a thermally oxidized silicon wafer 

and transferred into a clean bath of distilled water to remove the acid bath 

residues. It is important that the “scooping” substrate be highly wettable in 

water (with a low contact angle), so as not to create tension in the floating film 

through the formation of drops. The graphene film floating in water can then 

be scooped up for subsequent characterization and use. The complete removal 

of cyclododecane does not require solvents, but a mild thermal heating at 60 

°C was used to speed up the sublimation. A scheme of graphene transfer 

method by using cyclododecane is reported in Figure 3.50. Different 

experiments were performed to test the optimal concentration of CDD in 

hexane to transfer monolayer films and monolayer islands. Solution of 40%, 

44% and 40% of CDD in hexane were tested to transfer different sample. 

Monolayer films and monolayer islands require different concentration of 

CDD.  

 

(a) (b) 
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Figure 3.50. Scheme of cyclododecane transfer method process of graphene, from 
Cu native substrate to Si/SiO2 substrate.   

 

 

 

Figure 3.51. (a) Monolayer graphene films and (b) graphene islands transferred with 
different concentration 0f 40%, 44% and 50% of CDD in hexane.   

 

Monolayer film need more support during the transfer procedure to 

prevent crack and avoid tears and wrinkles and then a concentration of CDD 

at 44% is used. A higher concentration of 50%, instead, damages the film 
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increasing tears and residues (Figure 3.51a). To transfer individual islands of 

monolayer graphene, instead, a lower concentration of CDD is required. A 

40% solution of CDD can support the monolayer graphene and leaves less 

residues (Figure 3.51b). The AFM and Raman characterizations of graphene 

samples transferred with optimal concentration of CDD are shown in Figure 

3.52. AFM image of monolayer graphene shows that the CDD transfer method 

can reduce the tears and the wrinkles (Figure 3.52a). Some etch bath residues 

that contaminate the film are present. These contaminations are due to ambient 

condition, because the CDD transfer results very sensitive to temperature. The 

Raman maps acquired on a greater region of 50x50 µm (step size 0.5 µm) in 

Figure 3.52b confirm a homogeneous graphene with low defect density 

(𝐼𝐷/𝐼𝐺 ≈  0.5 ÷ 0.6) and low thickness (𝐼2𝐷/𝐼𝐺 ≈ 2 ÷ 3). CDD transfer 

method permits to transfer isolated graphene domains from Cu to SiO2 

substrate without alter shape and order of the islands (Figure 3.52c). AFM 

images show the presence of etch bath residues but show how the CDD 

transfer reduce the fold and wrinkles in graphene domains smaller than 10 µm. 

Raman maps acquired on a region greater than 15x15 µm (step size 0.15 µm) 

show that the transfer does not alter graphene properties (Figure 3.52d).  

 

 

Figure 3.52. (a) and (b) AFM characterization of monolayer graphene film and 

graphene islands, respectively, (c) and (d) Raman maps of 𝑰𝑫/𝑰𝑮 and 𝑰𝟐𝑫/𝑰𝑮 ratios of 
monolayer graphene film and graphene islands, respectively.  

 

Graphene islands of few tens of microns successfully transferred show 

low defect density (𝐼𝐷/𝐼𝐺 ≈ 0.4 ÷ 0.6) and low thickness (𝐼2𝐷/𝐼𝐺 ≈ 2 ÷ 3), 
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without folds and wrinkles. Unlike PMMA, CDD allows to transfer graphene 

domains of few µm preserving graphene properties and small domains order. 

 

3.4 Initial stages of the growth of graphene 

The graphene growth by ethanol is rapid and efficient so that a continuous 

polycrystalline film is ready in a time as short as few seconds, less than 60 s 

[82]. However, these continuous films are not single layer and show a residual 

Raman defect related D peak, implying that the fast Cu coverage occurs at the 

expense of the crystalline quality of the film. Many experiments were 

performed in order to decelerate the graphene growth and observe the initial 

growth stages. It is important to study the graphene before the continuous film 

is formed and in particular observe the individual graphene islands before they 

merge in the continuous film. The shape and orientation of individual domains 

can give information about the quality of the film. Many small graphene 

domains, with irregular shape and without preferential orientation forms a 

monolayer films with many boundary defects and then a low quality monolayer 

film with low electron mobility. To improve the quality of graphene film it is 

relevant to improve the crystallinity. To secure crystallinity, it is necessary to 

increase the grain size by decreasing the nucleation density (δn) and tune the 

growth rate to reduce the defectiveness within each grain (Figure 3.53).  

 

 

Figure 3.53. Schematic representation of reduction of nucleation density and increase 
of crystallinity. 

 

Since both these goals can be achieved by throttling the precursors, the 

ethanol flow rate (Qeth) was varied from 0.1 to 2.5×10-2 sccm and the total 

pressure from 800 to 65 Pa (Table 3.2. Graphene growth conditions and Raman 

parameters.Table 3.2). Graphene grown for 30 s (Figure 3.54, the black curves) 

showed a stronger D peak than that grown for 1800 s (the red curves) and for 
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30 s with more precursor (the blue curves): but now graphene is mostly single 

layer. This indicates that the initial defects are cured during the longer growth 

process and by the growth of additional layers.  

 

Table 3.2. Graphene growth conditions and Raman parameters. 
Growth 
Type 

 
T 

(° C) 
Time 

(s) 
P 

(Pa) 
Qeth 

(sccm) 
H2 

(sccm) 
AD/AG I2D/IG 

Standard 
(a) 1000 1800 800 0.1 100 0.22 0.91 

(d) 1070 1800 400 0.1 10 0.31 1.97 

Rapid 
(b) 1000 30 800 0.1 100 0.48 1.18 

(e) 1070 30 400 0.1 10 0.42 0.99 

Reduced 
P/Eth 

(c) 1000 30 130 2.5×10-2 100 0.91 2.03 

(f) 1070 30 65 2.5×10-2 10 0.60 1.90 

 

 

Figure 3.54. Raman spectra of graphene samples grown in the conditions of Table 
3.2; the graphene was grown in different conditions (Temperature, growth time, 
pressure, flow of ethanol) [251]. 

 
However, at lower temperature, the growth is decelerated and the sample 

consists of small (< 5 µm) islands not fully interconnected. At 1070°C, where 

graphene was less defective, we had to reduce the growth time down to 15 s 

(Figure 3.47Figure 3.54) to observe the individual graphene islands. With Qeth 

= 0.1 sccm, a continuous graphene film was still produced, while isolated 

graphene islands of 1 - 3 µm size were observed at the Qeth = 1.5×10-2 sccm as 

shown in Figure 3.55a and Figure 3.55d.  
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Figure 3.55. Graphene grown at 1070°C and 65 Pa for 15 s with (a-c) Qeth = 0.1 sccm 
and (d-f) Qeth = 1.5×10-2 sccm with g) averaged Raman spectra. (a,d) SEM 
micrographs of the as-grown graphene on the Cu substrates. (b,c) Raman mapping 
images (50 x 50 µm in size, 0.5 µm resolution) for AD/AG and I2D/IG after transfer on 
SiO2/Si. The blue arrow indicates tear caused by transfer. (e,f) Raman mapping images 
(17 x 17 µm in size, 0.25 µm resolution) for AD/AG and I2D/IG of graphene islands 
after transfer on SiO2/Si. The sample is composed of isolated monolayer graphene 
grains of 1 - 3 µm with smaller disorder level [251]. 

 

The 𝐼2𝐷/𝐼𝐺 (peak intensity ratio) maps in Figure 3.55c and Figure 3.55f show 

that both samples are made of homogeneous monolayer graphene (𝐼2𝐷/𝐼𝐺~2.7 

for the continuous graphene grown at 0.1 sccm and 𝐼2𝐷/𝐼𝐺 > 2.3 for isolated 

graphene islands grown at 1.5×10-2 sccm). In the case of these very short 

growth, the continuous film at Qeth = 0.1 sccm has 𝐴𝐷/𝐴𝐺0.5 (peak integrated 

intensity ratio), which is higher than that of graphene islands (~ 0.3) grown at 

Qeth = 1.5×10-2 sccm. This implies that the monolayer film is less defective with 

a lower ethanol flow. The morphology of the islands after transfer onto a 

SiO2/Si substrate was measured by AFM (Figure 3.56). The Cu foils used as 

substrates in the current study were polycrystalline and underwent substantial 

recrystallization during the CVD processes. The AFM map of the as-grown 

graphene on the Cu foils reveals that most islands do not have well-defined 

geometric shapes, it is nevertheless possible to appreciate differences in shape 

and orientation on different facets of the heavily-re-crystallized Cu grains and 

the presence of few hexagonally shaped grains possibly favored by Cu (111) 

facets [252]. 
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Figure 3.56. (a) AFM image of the graphene grains on copper foil facets (t = 15 s, T 
= 1070 °C, P = 65 Pa, and Qeth = 1.5×10-2 sccm). (b) Higher resolution AFM image 
of a single grain on Cu. Some grains show hexagonal shape with rounded corners. c) 
AFM image after transfer on SiO2/Si. (d) Height profile from (c) shows a step of 0.8 
nm [251]. 

 

AFM measurements (Figure 3.56c) show that the islands are homogeneous 

with the presence of some wrinkles and contaminations due to transfer. The 

line profile reported in Figure 3.56d shows a step of 0.8 nm, typical for 

monolayer graphene on Si/SiO2 and in line with Raman of Figure 3.55f.  

Reducing ethanol from 0.1 sccm to 1.5×10-2 sccm graphene growth can be 

decelerated and the growth of few-micron-sized grains with low defect density 

is permitted, still in few seconds. However, although the islands show hints of 

faceting, from rectangular to hexagonal, they have neither a well-defined 

polygonal shape nor straight and sharp edges. Low precursor flow not only 

decelerate the growth, but also allows to the graphene single-crystal grains to 

become progressively regular [252].  

 

 

3.5 Large graphene domains growth  

Although low precursor flow and low temperature allow observing the 

initial growth stage, graphene domains grown for few second are too small. In 

order to obtain large and regular grains acting on the nucleation density is 

necessary, since individual crystals cannot outgrow their mutual average 

distance. 

 

 

3.5.1 Nucleation density reduction  

Substrate pretreatment before the CVD growth can reduce the nucleation 

density, in particular the preoxidation. To grow grains larger than a few microns 
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pre-oxidation treatments to the substrates was applied and the correlation of 

total pressure and ethanol flow on the nucleation density (δn) reduction was 

investigated. When the Cu foil is covered by an oxide layer, its surface is 

passivated and the presence of impurities acting as nucleation seeds is abated 

[216], [221], [224], [233]–[236]. As pre-oxidation treatment, the Cu foils were 

annealed in air at 250 °C for a time (tox) ranging from 0 to 150 min (Figure 

3.57). 

 

 

Figure 3.57. Nucleation density of graphene grown on Cu substrate with different 
pre-oxidation (250°C in air) time (tOX) ranging from 0 to 150 min. (a-e) Optical 
microscopy of the graphene grown on Cu in the various cases. (f) Nucleation density 
trend vs pre-oxidation time. Adapted by [251].  

 
With no pre-oxidation (tox = 0 min), the δn = 6×105 nuclei/mm2 (Figure 

3.57a). For tox = 30 min, the nucleation density drastically decrease (δn = 

1.1×104 nuclei/mm2). At longer times, δn keeps on slightly decreasing, reaching 

δn = 3.4×103 nuclei/mm2 at tox = 150 min: Such nucleation density is more than 

two orders of magnitude smaller than the value obtained on non-oxidized Cu. 

The grains grow in size at a growth rate of ~0.08 µm/s and reached an average 

size of ~20 μm (Figure 3.57e). 

Before the growth, the Cu substrate is normally annealed in hydrogen gas to 

remove the remaining native oxides on the surface. Annealing is completed 

prior to CVD growth of graphene on the Cu catalyst substrate to allow for 

grain expansion of the Cu, minimizing grain boundary density and the effects 

they have on graphene growth and the properties of graphene. The Cu grain 
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growth at the annealing temperature is driven by the thermodynamically 

favorable minimization of the Gibbs free energy by reduction of the grain 

boundary enthalpy [253], [254]. This procedure can increase the size of Cu 

domains and reduce Cu defects [88] where the nucleation of multi-layer 

graphene would happen.  Having set the duration of the pre-oxidation 

treatment to 150 min, we investigated the effect of the Ar annealing on the 

growth (Figure 3.58). The Ar annealing was done in vacuum just before the 

CVD growth in the furnace. By varying the Ar annealing time from 1 to 20 

min, we discovered that such pre-oxidation treatment was effective in reducing 

the nucleation density only with an Ar annealing of 1 min before the CVD 

growth. With a Ar annealing time longer than 1 min. the effect of the pre-

oxidation on the nucleation suppression was cancelled and continuous 

graphene resumed growing. 

 

 

Figure 3.58. (a-c) Nucleation density of graphene grown on pre-oxidized Cu substrate 
(250°C in air for 150min) with different pre-growth Ar annealing times (tann). Isolated 
grains grew only with 1 min Ar annealing, while in the other cases continuous films 
grew. Adapted by [251]. 

 
The combined effect of pre-oxidation and Ar annealing can be explained in 

terms of copper reconstruction and sublimation [226]. During the pre-

oxidation treatment, both cupric oxide (CuO) and cuprous oxide (Cu2O) are 

formed on the Cu surface [85]. At AFM analysis, the pre-oxidized Cu surface 

appears highly roughened due to typical clusters of sub-µm Cu oxide spheroids 

(Figure 3.59a) [85]. The annealing process converts almost all the CuO into 

Cu2O, which has higher decomposition temperature and then is more stable at 

high-temperature [255]. It has been suggested that the initial presence of 

inactive Cu2O [10] inhibits the nucleation and growth. However, above 1000 

°C in vacuum, the Ar annealing rids the Cu surface of oxides in a few seconds 

(as predicted by the Cu/O2 phase diagram in Figure 3.59b [52]); this should 

 

   

a b c 
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restore the catalytic activity of metallic Cu, but the reconstructed surface is very 

smooth and offers fewer nucleation sites, such as defects and carbon 

contaminations, than the original Cu foil [28, 53]. When the Ar annealing lasts 

for longer times (tann > 1 min), the intense Cu sublimation and re-deposition 

induce new nucleation sites and thus the growth of continues films resumes 

[28]. In conclusion, during the complex Cu reconstructive processes during 

pre-oxidation, annealing and growth, the nucleation sites are effectively 

although not permanently removed.  

 

 

Figure 3.59. (a) AFM image of pre-oxidized Cu foil, (b) the effect of oxygen on 
copper. Reprinted from [256]. 

 

 

3.5.2 Effect of ethanol flow: Towards large graphene grains 

After determining the optimal substrate pretreatment for reduction of 

nucleation density and the growth of individual grains (Cu pre-oxidation at 

250°C in air for 150 min, Ar annealing in vacuum for 1 min), the CVD 

parameters were optimized to obtain crystalline graphene grain of sub-mm size. 

The CVD parameters used are reported in Table 3.3.  
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Table 3.3. Optimization of the CVD conditions to make large-area, single-crystal 
graphene grains via ethanol-CVD on pre-oxidized, flat Cu substrates.  

Process 
T 

(°C) 
Time 

(s) 
P 

(Pa) 
Qeth 

(sccm) 
H2 

(sccm) 
AD/AG I2D/IG 

δn 
(nuclei/mm2) 

Size 
(µm) 

P1 1000 1800 130 
1.5×10-

2 
100 0.6±0.1 2.4±0.1 3.7×102 40±12 

P2 1000 1800 130 
1.5×10-

3 
100 0.3±0.1 2.4±0.3 3 45.4±5.5 

P3 1070 1800 130 
1.5×10-

3 
10 0.3±0.1 2.5±0.2 <3 90.3±8.9 

P4 1070 1800 400 
1.5×10-

3 
10 0.2±0.1 2.5±0.4 <3 216.0±20.2 

P5 1070 3600 400 
1.5×10-

3 
10 0.1±0.1 2.4±0.1 <3 359.6±75.3 

 

At first, the effect of the ethanol flow on the grain size was further 

investigated by comparing the growth at 1.5×10-2 and 1.5×10-3 sccm. By 

decreasing the flow, the nucleation density turned from 3.7×102 (P1, Figure 

3.60a) to δn = 3 nuclei/mm2 (P2, Figure 3.60b). In the latter case, monolayer 

grains (𝐼2𝐷/𝐼𝐺 ≈ 2.4) grew larger than 40 µm and with low defect density 

(𝐴𝐷/𝐴𝐺  from 0.6 to 0.3). The use of a smaller ethanol flow on oxidized Cu 

successfully decelerated the growth rate and favored the appearance of grains 

with regular and well-defined shape [97].  

 

 

Figure 3.60. Optical images of graphene (30 min, 1000° C, 130 Pa) grown on pre-
oxidized Cu foil with (a) 1.5×10-2 sccm and (b) 1.5×10-3 sccm of ethanol. (c) The 
corresponding Raman spectra. [251] 
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A detailed characterization of one 50-μm grain (130 Pa and 1.5×10-3 sccm) 

was carried out by AFM and Raman mapping (Figure 3.61). In line with Figure 

3.60c, the 𝐴𝐷/𝐴𝐺  map (Figure 3.61c) shows that the ratio is < 0.2, with peak 

values of ~ 0.3 on artifacts caused by the transfer process. Also the 𝐼2𝐷/𝐼𝐺 map 

(mean value of ~ 2.4, Figure 3.61d) reveals the overall uniformity. The AFM 

(Figure 3.61b) measurements are in line with Raman mapping: the average 

thickness is ~ 1 nm (Figure 3.61b inset), pointing out to a monolayer, 

confirming the monolayer thickness previously inferred by Raman 

spectroscopy. The value is larger than the inter-plane spacing of graphite (0.335 

nm) due to intercalated molecules and to the interaction forces between 

graphene-substrate-tip, as found for CVD-graphene on SiO2/Si measured in 

similar experimental and environmental (relative humidity) conditions [161]–

[163]. 

 

 

Figure 3.61. Analysis of a 50-μm grain (sample P2) after transfer onto Si/SiO2. (a) 
Optical micrograph of the grain, (b) AFM topography image with thickness line profile 
of ~ 1 nm. The value is larger than the inter-plane spacing of graphite (0.335 nm) due 
to intercalated molecules and to the interaction forces between graphene-substrate-
tip, as found for CVD-graphene in similar experimental and environmental (relative 

humidity) conditions [161]–[163]. Raman mapping images of (b) 𝐴𝐷/𝐴𝐺 and (c) 

𝐼2𝐷/𝐼𝐺 peak ratio (60 μm × 60 μm area, 0.5 μm spatial resolution) [251]. 

 



Ethanol-CVD synthesis of large graphene domains 

100 

The results show that such a low ethanol flow rate, together with 

preoxidation, is the key to the controlled-growth of isolated large graphene 

grains on Cu. The initial annealing time should be shorter than 60 s to grant a 

low nucleation density. Despite both annealing and growth are capable of 

removing the copper oxide the growth process can be extended up to 60 min 

and more, still guaranteeing low nucleation density. Our conclusion is that 

during the growth process, the supplied carbon atoms dissociated from ethanol 

are very efficiently and effectively incorporated into the few early formed 

graphene grains without contributing to nucleation. 

 

 

3.5.3 High-temperature growth of large graphene grains 

After setting the ethanol flow to 1.5×10-3 sccm, the CVD temperature was 

raised from 1000°C to 1070°C, to fully exploit the fast growth kinetics granted 

by ethanol aiming at increasing the grain size and crystallinity (Figure 3.62).  

 

 

Figure 3.62. Optical and SEM images of the single-crystal graphene grains grown at 
1070 °C with 1.5×10-3 sccm of ethanol: (a) 130 Pa, 30 min (P3); (b) 400 Pa, 30 min 
(P4); (c) 400Pa, 60 min (P5). (d) Raman spectra of the samples transferred onto 
Si/SiO2[251]. 
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At 1070 °C, single-crystal grain reached sizes over 90 μm (P3, Figure 3.62a). 

Raman analysis shows 𝐼2𝐷/𝐼𝐺 = 2.5 and 𝐴𝐷/𝐴𝐺 = 0.3, a typical Raman 

signature of crystalline monolayer graphene, with lower defect level than at 

1000°C (Figure 3.62d). By raising the gas total pressure (400 Pa) during the 

growth, the graphene grains extended their sizes to more than 200 μm (P4, 

Figure 3.62b). In these conditions, by bringing the growth time to 60 min, sub-

mm grains (larger than 350 µm) grew with regular geometric shape and sharply 

defined edges (P5, Figure 3.62c). The Raman spectra in Figure 3.62d shows 

𝐼2𝐷/𝐼𝐺 = 2.5 [135], [136] and 𝐴𝐷/𝐴𝐺 < 0.1. Graphene grown for 60 min 

showed the lowest defect related D peak intensity, which was probably induced 

by the transfer process.  

Figure 3.63a shows the edge morphology of a graphene grain (P5, 350 µm in 

size) on Cu substrate.  

 

 

Figure 3.63. Analysis of a 350-µm graphene grain (P5: 1.5×10-3 sccm ethanol, 1070° 
C, 130 Pa, 60 min). (a) SEM image and (b) AFM topography image with thickness line 

profile of the grain edge. Raman mapping images of (c) 𝐴𝐷/𝐴𝐺 and (d) 𝐼2𝐷/𝐼𝐺  [251].  

 

The thickness measured by AFM is ~ 1 nm, compatible with monolayer 

graphene on Si/SiO2 (Figure 3.63b). Raman mapping images (50 × 50 µm) 

acquired on the grain edge highlight the uniformity of the sample, with 

𝐴𝐷/𝐴𝐺 ≤ 0.1 (Figure 3.63c). Small regions with 𝐴𝐷/𝐴𝐺 > 0.2 correspond to 
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minor contaminations, wrinkles and folds due to transfer process. The Raman 

peak ratio 𝐼2𝐷/𝐼𝐺 > 2 confirms the monolayer thickness (Figure 3.63d).  

To summarize, the optimization steps led to a concurrent decrease in 

nucleation density and to a major increase in grain size, as reported in Figure 

3.64. The successful growth of large single-crystal graphene by ethanol-CVD 

might be possibly attributed to oxygen atoms dissociated from ethanol, which 

would act as nucleation inhibitors by suppressing the formation of new 

nucleation sites [224]. However, in ethanol-CVD, oxygen might also act as a 

growth enhancer promoting the quick growth of graphene on a Cu substrate 

[82]. Therefore, this growth platform would deserve further investigations in 

order to fully understand the overall effect of oxygen on the nucleation and 

growth of graphene. 

 

 

Figure 3.64. Optimization steps performed to reduce nucleation density δn according 
to Table 1. Grain size and AD/AG are also reported.  

 

 

3.5.4 Electrical properties of sub-mm graphene grains by 
ethanol-CVD 

To investigate electrical properties of the large grains (P5), we fabricated 

devices with transmission line method (TLM) geometry, as shown in Figure 

3.65a. Figure 3.65b shows transfer curve (ID-VG) of a representative graphene 

device. The charge neutral point is shifted to ~ 50 V, indicating that graphene 
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is highly p-doped. The p-doping behaviour of graphene can be caused by 

various extrinsic factors, such as residues from the wet-transfer process, 

charged impurities on the SiO2 substrate, and trapped molecule between 

graphene channel and substrate [257], [258]. The inset shows linear output 

curves (ID-VD) with gate voltage dependence, demonstrating Ohmic contact 

between graphene and metal electrodes. 

 

Figure 3.65. (a) Optical image of graphene devices with TLM geometry. (b) Transfer 
curve (ID-VG) of a representative graphene device. The inset shows the output curves 
(ID-VD) at different gate voltages. (c) Histogram of field-effect mobilities measured 
from eleven graphene devices [251]. 

 

The field-effect mobility (𝜇FE) of graphene was calculated by using the 

equation,  

 

 𝜇FE =
L

WCiVD
(

dID

dVG
) 3.43 

 

where L, W and Ci are channel length, width and capacitance of SiO2, 

respectively. As shown in Figure 3.65c, the extracted filed-effect mobility 

ranges from 912 to 1355 cm2/Vs, which are much higher to the mobility values 

of polycrystalline graphene films grown by any alcohol-type precursors [83], 

[259]. In the case of isolated grains (transferred onto Si/SiO2), to date a few 

works reported higher mobility values for methane-CVD growth [54], [217], 

[260]–[262], but no one ever disclosed mobility values of ethanol-grown grains 

[85], [111]. We further calculated sheet resistances (Rsh) of the graphene grains 

at VG = 0 V (no electrical doping): The best samples attained a sheet resistance 

of 550-610 Ω/□, highlighting the potential of ethanol-grown graphene as a 

transparent conducting material [251].
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4 

Graphene based derivative interlayer in 
Graphene on Silicon Schottky Barrier Solar 
Cells  

 

 

 

The role of a non conductive graphene based derivative (GBD) as interlayer in Graphene on 

Silicon Schottky Barrier Solar Cell (SBSC) will be presented in this chapter. First, an 

introduction to Schottky junction theory will be reported, and then the experimental activity, 

carried out at the ENEA Portici and ENEA Casaccia Research Centers concerning design, 

fabrication and characterization of the Graphene/GBD/Silicon Schottky Barrier Solar Cell 

will be investigated in detail.  

The effect of GBD interlayer on the electrical and photovoltaic solar cell parameters will be 

discussed.  

 

 

4.1 Introduction 

Schottky junction solar cells are similar to p-n junction solar cells in which 

one of the semiconductors is replaced with a metal. Schottky junctions benefit 

from being the majority carrier devices fabricated with low temperature 

processes, but up until the mid-1970s suffered from a lower open circuit 

voltage (VOC) with respect to p-n junction solar cells [263]. This low VOC is 

partly due to the high dark current inherent in devices that rely on thermionic 

emission of majority carriers due to the transport across the junctions (as in 

Schottky junctions). Additionally, surface states that pin the Fermi level are also 

responsible for increased recombination and a corresponding increase in dark 

current. A low VOC and a corresponding low power conversion efficiency 

(PCE) kept Schottky junction devices away from competing with p-n solar cells 

until Godfrey and Green developed a 17.6  metal-insulator-semiconductor 

(MIS) PV cell with an open circuit voltage of over 0.65 V [264], [265]. This 

excellent performance was realized through a thin (< 2 nm) insulating layer 

placed between the metal and semiconducting layer, passivating the silicon 
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surface and reducing recombination while negligibly affecting current 

transport.  

Due to its important advantage of being naturally compatible with thin 

film processing, graphene is easy to integrate into existing semiconductor 

device technologies. It is readily scalable, has low contact resistance with most 

common metals as Ti, Cr, Ni, Pa [266]–[269], and can form rectifying junctions 

with several semiconductor materials. The graphene–semiconductor (Gr/Si) 

junction is one of the simplest conceivable devices in a hybrid graphene–

semiconductor technology. The understanding of its properties and the 

mastering of its fabrication process are important prerequisites towards a 

graphene integrated electronics. The challenge in the fabrication is the ability 

to establish an intimate Gr/Si contact by avoiding chemical–structural 

modifications to the semiconductor while simultaneously preserving the 

superior properties of graphene.

The Gr/Si junction offers great opportunity to study the physics 

occurring at the interface between a 2D and a 3D material, as well as between 

a zero and a definite bandgap system, and can be a convenient platform to 

investigate electronic properties and transport mechanisms. Surprisingly, it has 

become the subject of systematic investigation only in the last years. The Gr/Si 

junction has already been demonstrated as a rectifying or a barrier-variable 

device, a photovoltaic cell, a bias-tunable photodetector, a chemical sensor and 

as a building-block of more complex graphene-based electronic systems, such 

as Schottky-barrier based field-effect transistors (FETs) or high-electron-

mobility transistors (HEMTs) [270]. While the current–voltage (I–V) 

behaviour of a Gr/Si junction can be roughly described by the well-known ideal 

diode equation, the details of the measured characteristics often require 

modifications of the standard thermionic theory and the consideration of 

additional effects. As for conventional metal/semiconductor diodes, the quality 

of the interface dramatically affects the junction properties. Impurities and 

defects may significantly alter the I–V curve. Additionally, there are important 

effects, which origin from the peculiar band structure and density of states of 

graphene and from its two-dimensional nature. The low density of states close 

to the neutrality point makes the graphene Fermi level extremely sensitive to 
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the amount of carriers injected into or from the semiconductor. The position 

of the Fermi level affects the Schottky barrier height (SBH), which in turn 

controls the current–voltage relationship. These features make the current of 

the Gr/Si junction tunable in several ways and can be conveniently exploited 

in practical applications. The role of a low conductive graphene based 

derivative interlayer in a standard Gr/Si junction is presented in the following 

chapter. 

 

4.2 The Schottky junction  

The intimate contact between a metal and a semiconductor can result in 

two ideal devices: the ohmic junction or the rectifying junction also called 

Schottky. In an ideal ohmic junction, the current I varies linearly with the 

applied voltage V and the ratio V/I is the combination of the contact (𝑅𝐶) and 

the series (𝑅𝑆) resistance: 

 

 
𝑉

𝐼
= 𝑅𝐶 + 𝑅𝑆 4.1 

 

Ideal Schottky junction acts as a perfect diode with high current and very low 

contact resistance in one direction (forward direction) and negligible current or 

infinite resistance in the opposite direction (reverse direction). Real 

metal/semiconductor (M/S) junctions are neither perfectly ohmic nor perfectly 

rectifying [271]. Due to its simple structure, a Schottky diode is a basic 

component for several devices. Recently, graphene has been demonstrated to 

form junctions with semiconductor materials showing rectifying characteristics. 

The main novelty of this sort of devices, where graphene operates as a metal, 

is the tunable Schottky barrier height (SBH), a feature which makes the 

graphene/semiconductor junction suitable for applications even in other fields 

such as photo-detection, high-speed communications and solar cells [270]. 
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4.2.1  The Schottky barrier 

A metal-semiconductor (M/S) junction is formed at the interface 

between a metal and a semiconductor. Figure 4.66 represents the Schottky 

model of the junction. The vacuum level or the free-electron energy, 𝐸0, is the 

energy state of electrons with zero kinetic energy outside the material, either 

metal or semiconductor. The difference between 𝐸0 and the Fermi level 𝐸𝐹 in 

any material is called work function Φ: 

 

 Φ = 𝐸0 + 𝐸𝐹 4.2 

 

The Fermi energy 𝐸𝐹 represents the highest occupied electron energy state at 

T = 0 K in a metal. In a non-degenerate semiconductor it lies in the gap 

between the valence and the conduction band (Figure 4.66b), and it separates 

the occupied states from the unoccupied ones at T = 0 K. 𝐸𝐹 appears in the 

Fermi–Dirac distribution function 

 

 𝑓(𝐸) =
1

1 + 𝑒(𝐸−𝐸𝐹)/𝑘𝑇
 4.3 

 

which expresses the probability that an electron occupies a state with energy E 

at the temperature T (k = 8.62×10-5 eV/K is the Boltzmann constant). 

According to Eq. 4.3, for T > 0 K, electrons can occupy levels above the Fermi 

level with a rapidly decreasing probability as the energy moves away from 𝐸𝐹. 

For metals, the work function ΦM  =  𝐸0 – 𝐸𝐹𝑀 is the energy needed to move 

an electron from the Fermi level 𝐸𝐹𝑀 to the vacuum and has a value which 

depends only on the type of metal. In a given semiconductor, the position of 

𝐸𝐹𝑆 depends on the doping: 𝐸𝐹𝑆 is closer to 𝐸𝐶 (the lowest allowed energy level 

of the conduction band, ≈ 4.05 eV for silicon (Si)) for a n-type semiconductor 

or closer to 𝐸𝑉 (the highest allowed energy level of the valence band, ≈ 5.17 

eV for Si) for p-type doping, as shown in Figure 4.66d and e. The electron and 

hole densities in a semiconductor, denoted by n and p respectively, are related 

to the Fermi energy by the relations: 
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 𝑛 = 𝑁𝑐𝑒−(𝐸𝑐−𝐸𝐹𝑆)/𝑘𝑇 4.4 

 

and 

 

 𝑝 = 𝑁𝑣𝑒−(𝐸𝐹𝑆−𝐸𝑣)/𝑘𝑇 4.5 

 

where 𝑁𝑐 = 2(2𝜋𝑚𝑒
∗  𝑘𝑇/ℎ2 )3/2  and 𝑁𝑣 = 2(2𝜋𝑚𝑝

∗  𝑘𝑇/ℎ2 )
3/2

 are the 

effective densities of states in the conduction and valence band, and 𝑚𝑒
∗  and 

𝑚𝑝
∗  are the effective masses of electrons and holes, respectively. h = 4.136 × 

10-15 eV s is the Planck constant. Since the Fermi level is not fixed, the work 

function, Φ𝑆 = 𝐸0 − 𝐸𝐹𝑆, in a semiconductor varies according to the doping. 

To characterize a semiconductor can be used the electron affinity 𝜒 that 

represents the difference between the vacuum level and the conduction band 

edge: 

 

 𝜒 = 𝐸0 − 𝐸𝐶 4.6 

 

(examples of electron affinity are: 4.05 eV for Si, 4.07 eV for gallium arsenide 

(GaAs), 4.0 eV for germanium (Ge)).  

When a metal with work function Φ𝑀 is established in intimate contact 

with a semiconductor having a different work function Φ𝑆 (Φ𝑀 > Φ𝑆 in the 

example of Figure 4.66a–d), charge transfer occurs until the respective Fermi 

levels are aligned at equilibrium. In Figure 4.66a and b, the different position 

of the Fermi levels implies that electrons in the n-type semiconductor have an 

average total energy higher than that in the metal; after the contact, the disparity 

in average energy causes the transfer of electrons from the semiconductor to 

the metal. The transfer of charge results in the formation of a layer at the 

semiconductor interface depleted of free charge carriers, called depletion layer 

or space charge region. The removal of electrons (and similarly of holes for p-

type substrates) leaves the space immobile charge of the uncompensated 

dopant ions. In Figure 4.66c such layer of immobile positive ions is shown over 

a distance 𝑤 from the junction and corresponds in the band diagram of Figure 
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4.66d to the region with bands bent upwards. In the depletion layer with up-

bent bands of Figure 4.66d, the Fermi level is close to neither 𝐸𝑐 nor 𝐸𝑣 as 

should be according to Eqs.4.4 and 4.5 in the region with reduced values of n 

and p.  

 

 

Figure 4.66. (a) Work function 𝛷𝑀 and Fermi energy 𝐸𝐹𝑀 in a metal and (b) work 

function 𝛷𝑆, electron affinity 𝑋 and band structure with a bandgap between 𝐸𝑐 and 

𝐸𝑣 and Fermi energy 𝐸𝐹𝑆 in a n-type semiconductor. (c) Charge at the 
metal/semiconductor junction. (d) Schematics of equilibrium band diagram for the  

junction. The junction is set at x = 0. 𝛷𝑖 is the energy barrier to the flow of electrons 

(black dots) from the semiconductor to the metal, while 𝛷𝐵 is the Schottky barrier 

height (SBH) for the electron flow in the opposite direction. 𝑤 is the extension of the 
depletion layer. (e) Schematics of equilibrium band diagram of a metal with a p-type 

semiconductor under the assumption that 𝛷𝑀 < 𝛷𝑆 (empty circles represent holes). 
[270] 

 

The formation of a depletion region in the semiconductor is a necessary 

condition for the achievement of a Schottky rectifying junction. The contact 

between a metal and a n-type semiconductor with Φ𝑀 < Φ𝑆 would result in 

electron injection from the metal to the semiconductor. No depletion layer will 

be formed in this case, since the metal can be considered an infinite electron 

reservoir, and the junction would be ohmic. When a depletion layer is formed 

in the semiconductor, the space charge is mirrored by a very thin layer of 
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opposite-sign charge at the metal surface (Figure 4.66c). These two layers of 

opposite charge give rise to an electric field �⃗⃗�𝑖 and to a potential 𝜑𝑖 = Φ𝑖/𝑒 (e 

= 1.6 × 10-19 C the electron charge) at the junction (Figure 4.66d), which 

prevent further net charge diffusion between the semiconductor and the metal. 

Φ𝑖 (expressed in V) is called built-in potential; the corresponding energy, Φ𝑖 =

𝑒𝜑𝑖 (in eV), which is the energy barrier against the diffusion of electrons from 

the semiconductor to the metal, is obtained as 

 

 Φ𝑖 = Φ𝑀 − Φ𝑆 4.7 

 

The electric field �⃗⃗�𝑖 = −∇⃗⃗⃗𝜑𝑖 is the built-in electric field and opposes to 

the motion of electrons from the semiconductor to the metal. It has the 

maximum value at the physical M/S interface (x = 0 in Figure 4.66) and 

decreases with distance until it vanishes at the edge of the depletion layer (i.e. 

at x = 𝑤). The most important feature of the M/S energy diagram at the 

equilibrium, as shown in Figure 4.66d for the n-type semiconductor, is the 

appearance of a discontinuity of the allowed energy states, which results in the 

formation of an energy barrier at the M/S interface, Φ𝐵, known as the Schottky 

barrier (SB). Φ𝐵 is the barrier seen by the electron’s flow from the metal to the 

n-type semiconductor and plays a similar role as Φ𝑖. While Φ𝑖 can be modified 

by the application of an external voltage bias, Φ𝐵 is unaffected by the voltage 

bias. Φ𝐵 is called the Schottky barrier height (SBH) and can be related to the 

metal work function and to the semiconductor electron affinity (Figure 4.66d): 

 

 Φ𝐵 = |Φ𝑀 − Χ| 4.8 

 

Eq.4.8 is known as the Schottky–Mott relation. Φ𝑀 and Χ are both 

properties of the crystal lattice and cannot be modified by normal level doping 

or by a voltage bias and so is the SBH. 

A similar barrier, for the flow of holes from the metal to the 

semiconductor is formed at the metal/p-type semiconductor junction when 
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Φ𝑀 < Φ𝑆, as shown in Figure 4.66e. The Schottky-Mott relation of a MSJ on 

a p-type substrate, can be written as 

 

 Φ𝐵 = 𝐸𝑔 − |Φ𝑀 − Χ| 4.9 

 

where 

 

 𝐸𝑔 = 𝐸𝐶 − 𝐸𝑣 4.10 

 

is the bandgap of the semiconductor. According to Eqs.4.8 and 4.9, the sum of 

the SBHs for electrons and holes of a given metal on a n- and p-doped 

semiconductor are expected to be equal to the bandgap: 

 

 Φ𝐵,𝑛 + Φ𝐵,𝑝 = 𝐸𝑔. 4.11 

 

The Schottky barrier is the most important feature of a M/S rectifying 

junction and the SBH, according to 4.8 and 4.9, is controllable by the choice of 

materials and is independent of the semiconductor doping level. A larger SBH 

is usually achieved with elevated work function metals on n-type 

semiconductors or with low work function metals on p-type semiconductors 

and results in better rectifying characteristics. However, experimental 

measurements show that the relation 4.8 or 4.9 are only qualitatively valid, with 

SBH often nearly independent of metal work function [272]–[274]. Theoretical 

value of SBH is lowered by Schottky effect. When an electron is at a distance x 

close to a metal, a positive charge is induced at the metal surface. This charge 

generates a force which is equivalent to that obtained with an equal positive 

charge (image charge) at distance -x inside the metal. The interaction between 

the electron and its image charge corresponds to a potential energy 

−𝑒2/(16𝜋휀0𝑥2) . This energy, combined with the electron potential energy in 

an external electric field �⃗⃗� at the metal surface tending to pull electrons from 

the metal, −𝑒|�⃗⃗�|𝑥, results in an effective lowering of the barrier height (Figure 

4.67). 



4.2   The Schottky junction 

113 

 

Figure 4.67. Energy band diagram between a metal surface and vacuum, showing (red 

continuous line) how the application of an external electric field �⃗⃗⃗� lowers the effective 

barrier height by the amount ∆𝚽𝑩  
 

When the metal is in contact with a semiconductor, the appropriate 

interface electric field has to be considered and the free-space dielectric 

constant has to be replaced by the dielectric constant of the semiconductor 

휀𝑠 =  𝑘𝑠휀0 (𝑘𝑠 is the relative permittivity, ∼11.7 for Si). In this case, the SBH 

lowering can be expressed as 

 

 ΔΦ𝐵 = √
𝑒3|�⃗⃗�𝑚𝑎𝑥|

4𝜋휀𝑠
 4.12 

 

where �⃗⃗�𝑚𝑎𝑥 is the maximum electric field at the M/S junction [271]. If a voltage 

bias V is applied to the junction, since �⃗⃗�𝑚𝑎𝑥 is related to the bias V by the 

relation 

 

 |�⃗⃗�𝑚𝑎𝑥| = √
2𝑒𝑁

휀𝑠

(𝜑𝑖 − 𝑉 − 𝑘𝑇/𝑒) 4.13 

 

where N is the doping density per volume, the Schottky effect of Eq. 4.12 

introduces a dependence of the SBH on the fourth root of the applied voltage. 

Eqs. 4.12 and 4.13 make the SBH to depend also on the substrate doping level. 

This dependence enables a fine tuning of ∆Φ𝐵 and a SBH adjustment though 
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the control of N, which is practically performed by ion implantation in a thin 

layer (∼10 nm or less) over the semiconductor surface. However, the Schottky 

effect in a M/S structure is less important than in a metal-vacuum system, 

because of the larger value of 휀𝑠. 

 

 

4.2.2 Thermionic emission and I–V characteristic 

Differently from a p–n junction, the current transport in a M/S junction 

is mainly due to majority carriers, that are electrons for n-type and holes for p-

type semiconductors. With the moderately doped semiconductors which are 

employed to fabricate the Schottky diodes (N≤5×10+17 cm-3), the emission of 

thermally excited electrons (or holes) from the semiconductor to the metal over 

the potential barrier Φ𝑖 (thermionic emission, TE) is the dominating process 

contributing to the MSJ current (Figure 4.68a).  

 

 

Figure 4.68. (a) Principal transport processes across a Schottky junction: TE = 
thermionic emission, TFE = thermionic field emission, FE = field emission and 
electron–hole recombination. (b) Schematic of the voltage bias of the junction. (c) 
Ideal I–V characteristic of a Schottky junction. (d) Band diagrams at the ideal metal/n-
type semiconductor Schottky junction in forward bias (V > 0) and in (e) reverse bias 
(V < 0). The arrows associated with currents in (d) and (e) indicate the direction of the 
electron flow [270]. 

 



4.2   The Schottky junction 

115 

Accordingly, the I–V characteristics of Schottky junctions (Figure 4.68c) 

are quite accurately reproduced using the thermionic emission theory. Other 

conduction mechanisms are the thermionic field emission (TFE) or field 

emission (FE), which include tunneling through the barrier (Figure 4.68a). The 

relative contribution of the conduction mechanism depends on the doping N 

in the semiconductor as well as on the temperature T [275], [276]. Other 

mechanisms that may contribute to the M/S current are 

generation/recombination in the space-charge region, diffusion of electrons in 

the depletion region or injection of holes from the metal that diffuse in the 

semiconductor and recombine in the neutral region. In addition, there may be 

edge leakage current due to high electric field at the metal-contact periphery or 

interface current due to traps at the M/S interface. Figure 4.68d and e show the 

energy band diagrams when a positive (forward) or negative (reverse) voltage 

bias V is applied to the metal with respect to a n-type semiconductor (Figure 

4.68b). V affects the width of the depletion layer which is narrowed (widened) 

in forward (reverse) bias according to: 

 

 𝑤 = √
2휀𝑠

𝑒𝑁
(𝜑𝑖 − 𝑉 − 𝑘𝑇/𝑒) 4.14 

 

where 𝜑𝑖 is the built-in potential (kT/e ≈ 26 mV at room temperature is often 

neglected) [271]. In the reverse (forward) bias, the Fermi energy of the bulk 

semiconductor 𝐸𝐹𝑆 shifts down (up) with respect to that of the metal, 𝐸𝐹𝑀, 

allowing an increase (decrease) of the potential barrier 𝜑𝑖 − 𝑉, that results in 

rectification. At the interface, the work function of the metal is independent of 

voltage bias due to the high density of states of the metal at the Fermi level. 

𝐸𝐹𝑀 is practically unaffected by the bias and is pinned to a level Φ𝑀 from the 

vacuum 𝐸0. With reference to Figure 4.68d, the thermionic emission theory 

assumes that the Fermi energy in the semiconductor is flat all the way to x = 0. 

Then, according to Eq. 4.4, the electron density at x = 0 can be expressed as 

 

 𝑛 = 𝑁𝑐𝑒−(𝐸𝑐−𝐸𝐹)/𝑘𝑇 = 𝑁𝑐𝑒−(Φ𝐵−𝑒𝑉)/𝑘𝑇. 4.15 
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The current density, IS→M, due to electrons flowing from the 

semiconductor to the metal can be obtained as 

 

 𝐼𝑆→𝑀 = 𝐴
4𝜋𝑒𝑚∗𝑘2

ℎ3
𝑇2 exp (−

Φ𝐵 − 𝑒𝑉

𝑘𝑇
) 4.16 

 

According to Eq. 4.16, 𝐼𝑆→𝑀depends on the SBH, but is independent of 

the shape of the barrier. However, it strongly depends on the applied voltage 

bias, being exponentially increased (decreased) by a positive (negative) V. The 

total current through the junction can be obtained by adding to 𝐼𝑆→𝑀the current 

𝐼𝑀→𝑆 corresponding to the flow of electrons from the metal to the 

semiconductor. At zero bias, there is no net flow of current: the electron 

current from the semiconductor to the metal is balanced by the current in the 

opposite direction: 

 

 𝐼𝑆→𝑀 + 𝐼𝑀→𝑆 = 0 4.17 

 

or  

 

𝐼𝑆→𝑀 = −𝐼𝑀→𝑆 = 𝐴
4𝜋𝑒𝑚∗𝑘2

ℎ3
𝑇2 exp (−

Φ𝐵

𝑘𝑇
)

= 𝐴𝐴∗𝑇2 exp (−
Φ𝐵

𝑘𝑇
) 

4.18 

 

where  

 

 𝐴∗ =
4𝜋𝑒𝑚∗𝑘2

ℎ3
 4.19 

 

is known as the Richardson constant (≈ 112 Acm-2K-2 for n-Si). Although the 

Richardson constant should depends only on the material properties of the 

semiconductor, it has been shown that the metal can cause some variations in 

its value [277]. Variations in 𝐴∗ can also be caused by inhomogeneity in SBH, 

by interfacial layers, quantum mechanical reflections and tunnel of carriers 
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[278]–[280]. Since the application of a bias does not change the Fermi level of 

the metal, Φ𝐵, is unaffected by a bias and so is the flow of electrons from the 

metal to the semiconductor 𝐼𝑀→𝑆. Finally, by adding Eqs. 4.16 and 4.17, the 

total current though the junction with the applied voltage bias V results: 

 

 𝐼𝑡𝑜𝑡𝑎𝑙 = 𝐼𝑆→𝑀 + 𝐼𝑀→𝑆 = 𝐼0 [exp (
𝑒𝑉

𝑘𝑇
) − 1] 4.20 

 

with 

 

  𝐼0 = 𝐴∗𝑇2 exp (−
𝛷𝐵

𝑘𝑇
) 4.21 

 

as the reverse saturation current or diode leakage current or dark current. 𝐼0 is 

an important figure of merit: the lower it is the better is the diode. It strongly 

depends on the temperature and the SBH: even a small change 𝛿Φ𝐵 can have 

observable effects on it.  

Eq. 4.20 is the ideal diode equation, which is valid both in forward and 

reverse bias, and describes the qualitative behavior of the I–V curve of a 

Schottky junction (Figure 4.68c). Accordingly, in forward bias, the current is 

dominated by 𝐼𝑆→𝑀 and increases exponentially with the voltage V, while for V 

< 0 the current is almost constant and is given by 𝐼𝑀→𝑆 = −𝐼0. Deviations 

from the ideal behavior are often observed in real devices. In forward bias, the 

rise of the current can be better reproduced by inserting a phenomenological 

parameter 𝜂 in the exponential of Eq. 4.20. Also, at higher currents a series 

resistance 𝑅𝑠, which includes the lump resistance of the semiconductor, metal 

and contacts, becomes important since it lowers the effective voltage applied 

to the junction: 

 

 𝑉𝑒𝑓𝑓 = 𝑉 − 𝑅𝑆𝐼 4.22 

 

Eq. 4.20 can then be rewritten as 
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 𝐼 = 𝐼0 (𝑒
𝑒(𝑉−𝑅𝑆𝐼)

𝜂𝑘𝑇 − 1). 4.23 

𝜂 is called ideality factor and is another important metric of the Schottky 

junction (𝜂 ≈  1.0 ÷  1.2 correspond to good quality real junction). This 

equation can be written as [276], [281] 

 

 𝐼 = 𝐼0𝑒
𝑒(

𝑉−𝑅𝑠𝐼
𝜂𝑘𝑇

)
(1 − 𝑒

𝑒(𝑉−𝑅𝑆𝐼)
𝜂𝑘𝑇 ). 4.24 

 

It measures the deviation from the thermionic emission, taking into account 

the degree to which defects and other additional non-thermionic effects 

mediate the transport. The assumption 𝜂 = 1 may be inappropriate for several 

reasons: 

1. It can be affected (increased) by image force lowering and the 

presence of interface states [271], [282]. Nevertheless, if the transport 

current is due to thermionic mechanism, expression 4.21 is still valid, 

but with 𝜂>1. 

2. A mode of carrier transport other than thermionic emission might 

dominate. Depending on doping levels, temperature, and barrier 

height, the current transport mechanism takes shapes [271], [281], 

[282] other than the thermionic one such as generation-

recombination current [282], tunneling across the interface [282] and 

the injection of minority carriers into the semiconductor. 

3. 𝜂>1 can be the result of barrier inhomogeneities at the Schottky 

contact [283]. 

Such effects include thermionic field emission and field emission, 

generation/recombination, image-force-lowering of the SBH, Schottky 

barrier inhomogeneity, bias-dependence of the SBH, edge leakage, etc. 

[284], [285].  

Despite these possible complications, the I-V characteristic of a real 

diode is often described within the thermionic emission theory regardless 

of the 𝜂 value. Consequently, the barrier height Φ𝐵, determined from 

Eq. 4.21, is only the result of a calculation, and has no real physical 
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meaning if the thermionic current (𝜂 = 1) is not the dominant regime. 

An accurate determination of Schottky parameters is therefore required 

to understand the behavior of the interface and to correctly model the 

transport properties of the Schottky barrier 

 

 

4.2.3 Analysis of I-V characteristic 

Several methods have been proposed to extract the different parameters 

of Schottky diodes [283], [286], [295], [296], [287]–[294]. The method used in 

this thesis consisted in fitting the experimental I-V curves with Eqs. 4.21 and 

4.23, where the three fit parameters are 𝑅𝑠 , 𝜂, and Φ𝐵. The hypothesis are that 

Φ𝐵is determined by Eq. 4.21 even if 𝜂 ≥ 1, Φ𝐵 and 𝜂 are voltage independent. 

For V → 0 the linear behaviour of the semi-log plot is lost due to the ‘‘-1’’ in 

Eq. 4.23. However, according to Eq. 4.24 a straight line all the way to V = 0 is 

obtained with a semi-log plot of I/(1 − 𝑒𝑒𝑉/𝑘𝑇) vs. V, provided that 𝑉 ≫  𝑅𝑆𝐼: 

 

 ln
1

1 − 𝑒𝑒𝑉/𝑘𝑇
= ln 𝐼𝑠 +

𝑒𝑉

𝜂𝑘𝑇
. 4.25 

 

In both cases the slope and the y-axis intercept of the straight line can be 

used to estimate 𝜂 and 𝐼0, respectively. This plot is used in the standard method 

[271], [281], [282], [297]. As R, increases, this linear region shrinks. When the 

series resistance 𝑅𝑠 becomes important at high current, in forward bias, and for 

V high enough to neglect the ‘‘-1’’, taking the logarithm, Eq. 4.23 can be written 

as 𝑉 =
𝜂𝑘𝑇

𝑒
ln

𝐼

𝐼0
+ 𝑅𝑠𝐼 which, derived with respect to I and using the equality 

𝑑𝐼

𝐼
= 𝑑(ln 𝐼), yields: 

 

 
𝑑𝑉

𝑑(ln 𝐼)
=

𝜂𝑘𝑇

𝑒
+ 𝑅𝑠𝐼  4.26 

 

allowing the evaluation of 𝜂 and 𝑅𝑠 from the intercept and the slope of the 

straight line by fitting 𝑑𝑉/𝑑(ln 𝐼 )  vs. I plot [296].  
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4.3  Graphene on Silicon Schottky junction with GBD 
interlayer 

In the field of silicon photovoltaics, Schottky barrier solar cells (SBSCs) 

based on graphene/n-Si junctions (Gr/Si) represent an innovative and 

interesting case of study for the integration of two-dimensional materials into 

consolidated cell architectures and fabrication processes. The engineering of 

the interface between absorber and front electrode is crucial for reducing the 

dark current, blocking the majority carriers injected into the electrode, and 

reducing surface recombination [298]. All these effects reflect into an 

improvement of the device performance. Interfacial layer between the 

semiconductor and the metal realized with a low thermal budget is highly 

desirable in solar cell processing technology.  

 

 

4.3.1 Graphene on Silicon Schottky junction 

Graphene and related materials are ideally suited for the fabrication of 

stacked structures, either in novel device configurations or in conjunction with 

“classic” photovoltaic (PV) materials [299]. Schottky Barrier Solar Cells based 

on graphene/n-Si junctions represent a low-cost and high-efficient alternative 

to traditional Si solar cells based on p-n junctions [300]–[302]. Graphene in the 

SBSC serves not only as transparent conductive electrode, but can also 

contribute as an active layer for carrier separation and hole transport [303]–

[308]. These cells can be fabricated by simply transferring a graphene film onto 

n-Si substrate at room temperature, making the fabrication process less 

expensive and easier in comparison to traditional Si solar cells. Power 

conversion efficiency (PCE) of graphene/n-Si SBSCs passed from 1.5 % [303] 

to 15.6 % [309] in only five years, by implementing various kinds of graphene 

films and optimization strategies: multilayer films [310], [311], chemical doping 

treatments [312]–[316], the introduction of antireflection coatings or light-

trapping layers [244], [314], [315], [317], [318], the engineering of interface 

between graphene and Si [309], [319]–[323]. Nevertheless, the PCE of these 

cells are still much lower than that of state-of-the-art crystalline Si solar cells.  
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An exhaustive theory of the Gr/Si Schottky junction does not exist to-

date, although few phenomenological models, explaining particular 

experimental features, have been proposed. A first attempt to model the Gr/Si 

junction was done by S. Tongay et al. [324] who proposed a simple modification 

of the thermionic emission theory to include the dependence of the graphene 

Fermi level 𝐸𝐹 on the voltage bias and explain the bias-driven increase of the 

reverse saturation current. In M/S diodes, the Fermi level of the metal stays 

constant upon applied voltage due to the high density of states of the metal. 

When the metal is replaced by graphene, a charge exchange between the 2D 

graphene, with limited density of states, and the 3D semiconductor induces a 

shift of the graphene Fermi level [325]. To show how this works, let us consider 

graphene on a n-type semiconductor and let us assume that at zero bias the 

Fermi level of graphene is at the Dirac point (Figure 4.69a). In forward bias, 

𝐸𝐹  shifts down since the negative charge in graphene required to mirror the 

positive charge of the depletion layer of the semiconductor (Figure 4.69b). This 

effect is small since a low forward bias is usually applied. In reverse bias, the 

depletion layer of the semiconductor increases substantially and so does the 

negative charge in graphene. This shifts the Fermi level upwards (Figure 4.69c).  

 

 

Figure 4.69. Band diagrams of an ideal Gr/Si junction at (a) zero, (b) forward and (c) 
reverse bias [270].  
 

The variation of the graphene Fermi level (and hence of the work 

function Φ𝑔) modifies the SBH. As shown in Figure 4.69, Φ𝑔 is slightly 

increased in forward bias and decreased in reverse bias. The decrease of Φ𝑔 in 

reverse bias causes the dependence on V of the reverse current. The bias 
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induced variation of the graphene Fermi level, Δ𝐸𝐹 , and it can be easily included 

in the thermionic model of the Schottky diode, by replacing the constant SBH 

in Eqs. 4.21 and 4.23 with a voltage dependent ΦB(𝑉). In such way, the original 

functional form of the diode equation is preserved and is generalized to allow 

the estimation of the SBH at any given voltage. If the band alignment of Figure 

4.69a holds at zero bias, the density of carriers per unit area induced in graphene 

by the application of a voltage V, 𝑛𝑖𝑛, can be expressed considering that this 

density is opposite to the variation of the density of the positive donor ions per 

unit area in the depletion layer of the n-type semiconductor. 𝑛𝑖𝑛 is given by 

 

𝑛𝑖𝑛(𝑉) = −Δ𝑛𝑑𝑒𝑝𝑙

= − (√2휀𝑠𝑁(𝜑𝑖 − 𝑉 − 𝑘𝑇/𝑒)/𝑒

− √2휀𝑠𝑁(𝜑𝑖 − 𝑘𝑇/𝑒)/𝑒). 

4.27 

 

When V>0, 𝑛𝑖𝑛 is positive, and graphene is hole doped (Figure 4.69b); in 

reverse bias, V<0 and 𝑛𝑖𝑛<0, and the doping is n-type (Figure 4.69c). 

Considering the Fermi level  

 

 𝐸𝐹 = ∓
ℎ

2√𝜋 
𝑣𝐹√𝑛, 4.28 

 

𝑛𝑖𝑛 corresponds to the Fermi level variation, Δ𝐸𝐹(𝑉), given by 

 Δ𝐸𝐹(𝑉) = ∓
ℎ

2√𝜋 
𝑣𝐹√|𝑛𝑖𝑛(𝑉)|, 4.29 

 

where the -/+ signs correspond to the down/up shift of 𝐸𝐹 in forward or 

reverse bias, respectively.  

If graphene has a doping with density 𝑛0 at zero bias (𝑛0 is negative for 

electrons and positive for holes), then the zero bias Fermi level is initially 

shifted with respect to the Dirac point by an amount given by Eq. 4.29 with 

𝑛𝑖𝑛 replaced by 𝑛0. This doping can be due to the synthesis/transfer process, 

to interaction with the substrate, to exposure to air, etc. In this case, referring 
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to the situation of Figure 4.69 with positive spatial charge region for the 

semiconductor, the total carrier density per area in graphene caused by the 

application of a bias is 

 

𝑛𝑔(𝑉) = 𝑛0 + 𝑛𝑖𝑛(𝑉) = −√2휀𝑠𝑁(𝜑𝑖 − 𝑉 − 𝑘𝑇/𝑒)/𝑒, 4.30 

 

where 𝑛𝑖𝑛(𝑉) is the bias induced contribution to carriers. 𝑛𝑖𝑛 results in a 

variation of the Fermi level that can be expressed as 

 

Δ𝐸𝐹(𝑉) =
ℎ

2√𝜋 
𝑣𝐹 (√|𝑛𝑔(𝑉)| − √|𝑛0|)

=
ℎ

2√𝜋 
𝑣𝐹 (√|𝑛0 + 𝑛𝑖𝑛(𝑉)| − √|𝑛0|). 

4.31 

 

Obviously, Δ𝐸𝐹 = 0 at zero bias, when 𝑛𝑔 = 𝑛0 =

−√2휀𝑠𝑁(𝜑𝑖 − 𝑉 − 𝑘𝑇/𝑒)/𝑒. Under the assumption that 𝑛𝑖𝑛 ≪ 𝑛0, Δ𝐸𝐹 can 

be expressed as 

 

 Δ𝐸𝐹(𝑉) =
ℎ

4√𝜋 
𝑣𝐹

𝑛𝑖𝑛

√|𝑛0|
 , 4.32 

 

which, using the expression for 𝑛𝑔, becomes 

 

Δ𝐸𝐹(𝑉) =
ℎ

4√𝜋 
𝑣𝐹

1

√𝑛0

(𝑛𝑔 − 𝑛0)

= 𝑎(√𝜑𝑖 − 𝑉 − 𝑘𝑇/𝑒 − √𝜑𝑖 − 𝑘𝑇/𝑒) 

4.33 

 

with 

 

 𝑎 ≡
ℎ

4√𝜋 
𝑣𝐹√

휀𝑠𝑁

2𝑒𝑛0
. 4.34 
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The variation of the graphene Fermi level corresponds to an opposite variation 

of the SBH, ∆Φ𝐵(𝑉) = −Δ𝐸𝐹(𝑉), as can be seen from Figure 4.69. If Φ𝐵
0  and 

ΔΦ𝐵 are the zero bias SBH and the correction due to the applied voltage V 

(whether forward or reverse), then the voltage dependent Schottky barrier 

height can be written as: 

 

Φ𝐵 (𝑉) = Φ𝐵
0 + ΔΦ𝐵 (𝑉) = Φ𝐵

0 − Δ𝐸𝐹 (𝑉)

= Φ𝐵
0 − 𝑎(√(𝜑𝑖 − 𝑉 − 𝑘𝑇/𝑒)  

− √(𝜑𝑖 − 𝑘𝑇/𝑒)). 

4.35 

 

In the Schottky model, the constant Φ𝐵
0  appears in the expression of the reverse 

saturation current. By replacing there Φ𝐵
0  with Φ𝐵 (𝑉), the Schottky model 

equations can be finally rewritten as 

 

𝐼0 = 𝐴𝐴∗𝑇2𝑒−
1

𝑘𝑇
(Φ𝐵

0 +ΔΦ𝐵 (𝑉))

= 𝐴𝐴∗𝑇2𝑒−
1

𝑘𝑇
[Φ𝐵

0 −𝑎(√(𝜑𝑖−𝑉−𝑘𝑇/𝑒) −√(𝜑𝑖−𝑘𝑇/𝑒))]
 

4.36 

 

and 

 

𝐼0 = 𝐼0 (𝑒
𝑒(𝑉−𝑅𝑠𝐼)

𝜂𝑘𝑇 − 1)

= 𝐴𝐴∗𝑇2𝑒
−

1
𝑘𝑇

[Φ𝐵
0 −𝑎(√(𝜑𝑖−𝑉−

𝑘𝑇
𝑒

) −√(𝜑𝑖−
𝑘𝑇
𝑒

))]
(𝑒

𝑒(𝑉−𝑅𝑠𝐼)
𝜂𝑘𝑇 − 1). 

4.37 

 

According to Eq. 4.36, since ΔΦ𝐵 (𝑉 = 0) = 0, Φ𝐵
0  can still be evaluated from 

the reverse saturation current 𝐼0 at zero bias (extrapolation to 𝑉 = 0 of forward 

bias current); however, once Φ𝐵
0  is known, measurements of the reverse current 

at given V can be used to estimate the correction ΔΦ𝐵(𝑉). Eq. 4.37 maintains 

the general form of the diode equation and includes the bias dependence of the 

reverse saturation current resulting from the Schottky barrier variation caused 

by the limited number of states of graphene around the Dirac point.  
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4.3.2 The interface engineering in Schottky junction 

Interface engineering is crucial in Schottky heterostructures based on graphene, 

as already reported for graphene/GaAs [326]–[329], graphene/InP [330] and 

graphene/CdTe solar cell [331]–[334]. The performance of graphene/n-Si 

SBSCs is highly affected by the recombination of the charge carriers at the 

interface between graphene and Si due to the low Schottky barrier height 

(~0.6–0.7 eV), much smaller than that of traditional Si solar cells, which causes 

a large leakage current and thus a low open circuit voltage (VOC) [300]. One 

approach to reduce charge recombination at the interface and improve the 

performance of the cell consists in engineering the interface by adding 

interfacial layers. Such layers can play a key role in suppressing the charge 

recombination and improving the VOC of the cell. A thin native oxide layer (~2 

nm) between Si and graphene can act as a passivation layer, reducing the 

influence of surface defects and reverse dark saturation current, thus improving 

the Voc. By optimizing the thickness of the native oxide layer a high PCE of 

15.6 % has been achieved [309]. The insertion of an insulating layer in the 

graphene/n-Si junction forms a metal-insulator semiconductor (MIS) structure 

[305]. In MIS configuration, the additional insulating layer works as an electron 

blocking layer preventing the diffusion of electrons (majority carriers) from n-

Si to graphene and thus reducing the carrier recombination. An appropriate 

band alignment between the insulating layer and the n-Si can also reduce the 

effect of hole (minority carrier) transport from n-Si to graphene, but the 

insulating layer should be uniform and very thin (down to atomic thickness) to 

avoid increasing the series resistance (𝑅𝑠). SBSCs with optimized interfacial 

layers of aluminium oxide (Al2O3) [322], [335] or hafnium oxide (HfO2) [323] 

have been reported to achieve stable, high-efficiency graphene/n-Si junction. 

2D materials have been also investigated as interfacial layers: it was reported 

that MoS2 monolayer [321], [336] and hexagonal boron nitride (h-BN) [328], 

[337] work as effective electron-blocking/hole-transporting layers, and 

graphene oxide (GO) [320], [338] could effectively suppress the interface 

recombination of graphene/Si solar cells and increase the VOC. 

Recently, carbon nanomaterials have been engineered and efficiently 

introduced in the architecture of innovative PV technology [339], such as 



Graphene based derivative interlayer in  

Graphene on Silicon Schottky Barrier Solar Cells 

126 

organic [225], [340]–[342] and perovskite-based solar cells [343]–[345]. Among 

the many carbon nanomaterials, graphene-based derivatives [55], [346]–[348] 

are particularly relevant in the PV context, given the possibility of fine-tuning 

their properties (e.g., optical, electronic, mechanical, etc.) according to the 

device requirements [349]. 

 

 

4.3.3  Device realization  

SBSC with single and double graphene based derivative (GBD) interlayers 

were tested and the results have been compared with a standard SBSC without 

interfacial layers. The devices were realized and tested in partnership with 

ENEA Portici and ENEA Casaccia Research Centers [350][351]. The work 

consisted in several steps: 

1. the preparation of the silicon substrate 

2. the realization of both the Ti/Pd/Ag cathode and Cr/Au anode 

3. the growth of few layer graphene (FLG) and graphene based 

derivative (GBD) films 

4. the transfer of the films on the silicon substrate 

5. the solar cell test 

Steps 1, 2 and 5 were performed at ENEA Portici, while the steps 3 and 4 at 

ENEA Casaccia Research Center.  

 

 Substrate preparation 

The synthesis of the substrate follows the procedure used to realize 

substrate for gas sensor based on Gr/Si Schottky junction [352], [353]. The 

substrate used for the realization of the device was an n-type commercially 

available polished Si substrates ([100]-oriented, 1 Ω cm), with thermally grown 

SiO2 layer (300 nm) [244]. After the cleaning of the surface, the back ohmic 

contact was realized with a titanium/palladium/silver alloy (Ti/Pd/Ag). As 

reported in literature, titanium provides a low rate of recombination at the 

surface, palladium protects titanium from oxidation while the last layer of silver 

provides a low contact resistance and chemical resistance [354]. Thin metal 

films deposition over semiconductor substrates is a basic process in the 
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realization of electronic devices. It is commonly used to realize rectifying or 

ohmic contacts, to form thermal and chemical barrier coatings or to modify 

surface properties (as for reflectivity in optic applications). The deposition 

process can be mainly classified into chemical vapor deposition (CVD) and 

physical vapor deposition (PVD). In CVD, the film growth takes place at high 

temperatures involving chemical reactions that usually lead to undesired 

products with the formation of possible impurities in the film. The PVD 

process is instead characterized by lower deposition temperatures without any 

kind of impurities even if deposition rates are slower. Among the available 

techniques, the electron beam physical vapor deposition was used. Metals 

deposition was realized by the Roth and Rau MS-600 e-beam evaporator. 

Basically, an electron beam is generated from a filament and accelerated to a 

high kinetic energy by the combination of both magnetic and electric fields, 

within a vacuum environment (less than 10-7 mbar). The e-beam is directed 

towards the source materials, contained in particular crucibles characterized by 

both thermal and chemical compatibility with the process temperature and the 

evaporation materials, respectively. The thermal energy that is produced heats 

up the material causing it to sublimate. As soon as temperature and vacuum 

level are sufficiently high, the resulting vapor creates a coating on the substrate 

surfaces positioned above the evaporating materials. A schematic illustration of 

the e-beam evaporator is shown in Figure 4.70. The three metals were loaded 

inside the e-beam evaporator. The possibility to load a number of crucibles 

with different metals allowed to preserve the vacuum conditions and to make 

the process faster, since materials evaporation could be carried out in sequence. 

The deposition parameters, growth rate and film thickness, were set for each 

metal and systematically checked during the deposition since their variation can 

negatively affect the final characteristics of the thin film. 
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Figure 4.70. Schematic representation of the e-beam evaporator.  

 

The film thickness was precisely monitored using a quartz micro balance 

which, upon the change in frequency of a quartz crystal resonator, measures 

the mass variation per unit area caused by the film deposition on the surface of 

the acoustic resonator. The relation between the film thickness and material 

physical parameters is expressed as [355]: 

 

 𝑙𝑓 = −
𝑁𝑞𝜌𝑞∆𝑣

𝜌𝑓υq
2

 4.38 

 

where 𝑙𝑓 and 𝜌𝑓 are the evaporated film thickness and density, respectively; 

𝑁𝑞 = 𝑙𝑞υq  is the frequency constant; 𝑙𝑞 , υq and  𝜌𝑞 are the quartz crystal 

thickness, resonant frequency and density, respectively; Δ𝜈 = 𝜐𝑐 − 𝜐𝑞 with 𝜐𝑐 

the system frequency after the evaporation process. Thickness values of 35 nm, 

35 nm and 1000 nm were established for Ti, Pd and Ag, respectively. After the 

evaporation and condensation processes, a further heat treatment was carried 

out for 20 minutes at 350°C.  

Silicon dioxide (SiO2) was evaporated on the top of the structure. This 

deposition was masked to leave an area of exposed Si of 3x3 mm2 as cathode 

of the junction. To this purpose a layer of PDMS (Polydimethylsiloxane) was 

used as a mask tanks to its remarkable resistance to temperature, chemical 
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attack and oxidation. PDMS was mixed with a liquid curing agent in the ratio 

10:1. The mixture was maintained under vacuum and heated up to 100°C for 1 

hour. Then, it was uniformly spread on a substrate and cut to obtain the mask 

of appropriate size (3 mm side). The square mask was then placed in the center 

of the silicon substrate pieces. Then, a 300 nm SiO2 thick layer was deposited 

at a low evaporation rate. After the evaporation process (the same as previously 

described for metals evaporation), the mask was removed leaving exposed the 

underlying Si substrate (Figure 4.71a-c). Successively, a second mask was 

applied to the substrates in order to create a metallic ring (Figure 4.71d-f). A 

wider PDMS mask of 5x5mm2  was used to cover the center of the structure 

again, whereas an hollow squared mask was used for the external region. 

Thereafter, 30 nm of chromium and 120 nm of gold were evaporated in 

sequence as previously explained. Chromium was used as interface layer, 

because of the lack of grip between Au and SiO2.  

 

 

Figure 4.71. Schematic illustration of (a) silicon wafer, (b) PDMS mask 3 mm of side 
on the silicon substrate, (c) SiO2 layer surrounding the silicon window, (d) hollow 
squared and 5 mm of side PDMS masks on the substrate, (e) Cr-Au evaporated 
contact, (f) final device. 

 

Films growth and transfer on substrate 

Conductive graphene (few layer graphene or thin graphite) and graphene 

based derivative (GBD) interlayer were grown by ethanol CVD onto Cu 
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substrates respectively at 1070 °C and 790 °C with growth parameters reported 

in previous works [84], [225] and summarized in Table 4.4.  

Table 4.4. Growth parameters for FLG and GBD 

Layer 
ΦEtOH/Ar 
(SCCM) 

T 
(° C) 

P 
(torr) 

ΦH2 
(SCCM) 

Growth 
(min) 

FLG 2.8 1070 10 10 10 
GBD 2.8 790 3 0 30 

 

The CVD reactor used to grow graphene films consists of a cold 

chamber, made of a quartz tube, equipped with an inductively coupled graphite 

susceptor heater (Figure 4.72). The heater is excited by a 3 kW maximum power 

radio frequency current source, which is modulated according to the signal 

from a thermocouple buried inside the graphite susceptor itself. Among the 

advantages of the system are the avoidance of heating the quartz tube and of 

the entire CVD assembly [227], the fast heating and start-up time for the whole 

system and the possibility to reach higher temperatures than with more 

conventional, coaxial quartz tube furnaces. Samples are placed inside the 

susceptor boat. The system temperature was initially calibrated by bringing Cu 

foils to melting (1084.6 °C).  

 

 

Figure 4.72. The inductively heated CVD reactor used to grow FLG and GBD 
 

After growth, both FLG and GBD samples were transferred onto the cell 

substrates by cyclododecane-transfer method [117]. First, the graphene grown 

on the back of the Cu foil is removed by oxygen plasma, and then a protective 

cyclododecane film is spin coated onto the graphene/Cu foil. The foil is then 
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etched by ammonium persulfate, and the floating graphene films are first 

transferred to distilled water (for rinsing) and then onto the solar cell.  

The last step carried out to complete the devices was layers transfer by using 

cyclododecane method [117]. Before the transfer of the graphene-based films, 

HF was used to remove native Si oxide from active area of the cell (Fig 2a). 

Multiple layers were transferred by this method and after each transfer the cell 

was heated for 60 min at 60°C to help cyclododecane removal, and then to 

90°C for 20 min for final drying. Cells were made of stacks of two or more 

layers, with graphene as electrode and GBD as interlayer between graphene and 

n-silicon. 

SBSCs with two configurations were fabricated to study the effects of GBD 

interlayer in the cell architecture: (i) reference cell with FLG as top conductive 

electrode (FLG/n-Si); (ii) cell with a GBD interlayer (FLG/GBD/n-Si). Unlike 

the top graphene that entirely covered the Au/Ti front electrode, the GBD was 

removed from the Au electrode and covered only the active area. The device 

schematics is reported in Figure 2. A control cell with a double GBD interlayer 

(i.e., two GBD film transferred sequentially) was also fabricated to verify the 

effect of the GBD thickness on the device performance. 

The same transfer procedure was applied for transferring each layer onto 

target substrates for characterizations. 

 

 

(a) (b) 

Figure 4.73. (a) Silicon substrate with HF on active area just before the layers transfer, 
(b) Schematic illustration of the fabricated devices left, reference solar cell based on 
FLG/n-Si junction (FLG/n-Si), right, solar cell with single GBD between single FLG 
and n-Si (FLG/GBD/n-Si) [351]. 

  

 



Graphene based derivative interlayer in  

Graphene on Silicon Schottky Barrier Solar Cells 

132 

4.3.4  GBD and Few Layer Graphene characterization  

Raman spectra of the FLG and GBD films are reported in Figure 4.74a. 

Both spectra exhibit the characteristic D, G and 2D peaks, respectively at ∼ 

1350 cm−1, ∼ 1580 cm−1, ∼ 2700 cm−1 [135]. D to G (𝐼𝐷/𝐼𝐺) and 2D to G 

(𝐼2𝐷/𝐼𝐺) intensity ratios are used to provide quantitative information on 

graphene’s defect density and thickness, respectively [135], [146]. The spectrum 

of FLG reported in Figure 4.74a has 𝐼2𝐷/𝐼𝐺 < 1 and 𝐼𝐷/𝐼𝐺 ∼ 0.13, 

confirming the formation of few-layer graphene [356] with low defect density 

[146]. The spectrum of GBD is also reported and confirms the structural 

characteristics of films grown in the same conditions [225]. The D, G and 2D 

peaks are still present, but in this case the D peak strongly intensifies and the 

defect-related D’ peak at ∼ 1620 cm−1 appears [82], [135], [136], [225]. The high 

value of 𝐼𝐷/𝐼𝐺 intensity ratio (∼ 3.2) is typical of defective carbonaceous film 

[356]. A similar very sharp D peak was already observed in functionalized 

graphene [357], and in hydrogenated graphene grown at 650° C by plasma-

CVD [358]. Raman analysis showed that the GBD film is less crystalline on 

long-range, having sp2 graphene domains with lateral size of a few tens of nm, 

and a high percentage of sp3 carbons along grain boundaries.  A detailed 

analysis on the nature of the defect in the GBD film can be found in a previous 

work [225]. AFM measurements performed on a FLG/GBD stack on SiO2 

give information about the thickness of each layer (Figure 4.74b). These 

measurements showed that the thickness of FLG and GBD are 2.2 nm and 1.1 

nm, respectively. These values are compatible to 4-6 layers for FLG and 1-2 

layers for GBD, in agreement with the results extracted from Raman 

spectroscopy. The measured thickness values take into account the presence of 

water buffers between the stack and SiO2 and between each layers of the stack 

[161]–[163]. We measured the UV-vis absorption of FLG/GBD stack 

transferred onto quartz substrate and the result has been compared with the 

absorption of graphene (Figure 4.74c). The absorption spectrum of the stack is 

dominated by a pronounced peak at ~ 270 nm (4.6 eV). At the same 

wavelength, graphene shows a peak due to electron-hole (excitonic) 

interactions and interband transition from the bonding to the antibonding π-

states. The transmittance of the stack has the maximum value of ~ 85 % in the 
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UV region, below 250 nm (~ 5 eV), while is ~ 80 % for 600 nm < λ < 800 nm. 

Work function scanning of FLG onto Si is reported in Figure 4.74d. The 

resulting work function for FLG is 4.7 eV, a higher value with respect to the 

theoretical calculations [359] since the Cu etching process can have a slight p-

doping effect on graphene [360].  

 

 

Figure 4.74. (a) Raman spectra of FLG and GBD, (b) AFM measurement on 
FLG/GBD stack on Si/SiO2 with relative height profile, (c) transmittance of 
FLG/GBD stack onto quartz substrates, compared with transmittance of graphene, 
(d) scanning work function of FLG onto Si substrate [351]. 

 

In order to have a detailed characterization of the films, AFM, KPFM 

and Raman mapping are performed on a 10x10 µm region with a stack 

composed of FLG and GBD on SiO2 (Figure 4.75). AFM images show a region 

composed by the three different materials (Figure 4.75a). In order to identify 

each material, Raman maps were used. Evaluating 𝐼2𝐷, 𝐼𝐷/𝐼𝐺 and 𝐼2𝐷/𝐼𝐺 maps, 

it was possible to distinguish each material. The region with high 𝐼2𝐷 signal 

(yellow region in Figure 4.75c) corresponded to a region with low 𝐼𝐷/𝐼𝐺 (dark 

region in Figure 4.75d) and high 𝐼2𝐷/𝐼𝐺 (brighter region in Figure 4.75e). These 

characteristics were related to a carbonaceous material of good quality, with 

low defect density and then this region corresponded to FLG. On the other 

side, the region with low 𝐼2𝐷 signal (dark region in Figure 4.75c), high 𝐼𝐷/𝐼𝐺 

(yellow region in Figure 4.75d) and low 𝐼2𝐷/𝐼𝐺 (darker region in Figure 4.75e) 
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corresponded to a carbonaceous material with high defect density and then it 

was attributed to GBD. The black portion in the Raman maps corresponded 

to SiO2. 

 

 

Figure 4.75. (a) AFM and (b) CPD maps, Raman mapping images of (c) 2D intensity, 
(d) ID/IG and (e) I2D/IG. 

 

From CPD map shown in Figure 4.75b it was also extracted the work 

function of GBD. CPD map reported a mean value of -0.020mV for GBD. 

Considering from Kelvin probe analysis that 

 

 𝜙𝑠𝑎𝑚𝑝𝑙𝑒 = 𝜙𝑡𝑖𝑝 − 𝑒𝑉𝐶𝑃𝐷   4.39 

 

and that 𝜙𝑡𝑖𝑝 = 4,88 𝑒𝑉 after calibration with HOPG and Cu[100] samples 

[298], [361], [362], GBD work function resulted of 4.90 eV, in good agreement 

with the values measured in previous experiments [225].  

Finally, the sheet resistance measured for FLG and GBD films were 0.5 

and 124 kΩ/□, respectively confirming the lower conductivity of GBD. 
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4.4  Solar cell characterization 

4.4.1  Electrical characterization  

J-V characteristic under dark condition and the corresponding ln(J)/V 

curves of FLG/GBD/n-Si compared with FLG/n-Si SBSC are reported in 

Figure 4.76.  

(a)

 

(b) (c) 

Figure 4.76. (a) Experimental setup, (b) Dark ln(J)-V characteristics with 
corresponding lnJ-V curves (inset) and (c) plots of dV/dln(I) versus I for FLG/n-Si 
(blue), FLG/GBD/n-Si (red) and FLG/2GBD/n-Si SBSCs (black curve) SBSCs 
[351].  

 

The reverse saturation current density (𝐽0) is estimated to be 8.9 × 10−4 

mA/cm2 in FLG/n-Si cell, while it decreases to 4 × 10−4 mA/cm2 in 

FLG/GBD/n-Si cell. This highlights that the carrier recombination is reduced 

thanks to the GBD interlayer in the junction. On the contrary, when adding 

two GBD films as interlayer (FLG/2GBD/n-Si), 𝐽0 increases to 3.8 × 10−3 

mA/cm2 indicating the presence of a large quantity of trap states among the 

interfaces. The series resistances 𝑅𝑠 have been extracted from the slope of the 
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linear fitting of the curves dV/d(lnI) vs I (Figure 3b) [363]. 𝑅𝑠 is reduced from 

216 Ω to 178 Ω with the GBD interlayer (110 Ω in case of two GBD films). 

To understand the physical mechanism behind the SBSC behaviour, the band 

diagram of the cells is depicted in Figure 4.77. 

 

 

Figure 4.77. Schematics of band diagrams for (a) FLG/n-Si, (b) FLG/GBD/n-Si and 
(c) FLG/2GBD/n-Si SBSCs [351].  

 

The GBD interlayer has a valance band maximum of 4.9 eV, while n-

Si has the conduction band minimum and valence band maximum of 4.05 and 

5.17 eV, respectively. Upon irradiation, electron−hole pairs generated in Si 

diffuse across FLG/n-Si interface, where they are separated by the built-in 

electric field of the heterojunction (Figure 4.77a). The presence of thin GBD 

interlayer modifies the band alignments increasing the SBH [309] (Figure 

4.77b). This increase hinders the photo-generated electron transport in Si, 

hence reducing the leakage current. In addition, the valence band bending 

facilitates the photo-generated hole transport, reducing the loss due to carrier 

recombination. In summary, the interlayer works as an hole transport layer, 

while also acting as an electron blocking layer and reducing the carrier 

recombination at the anode. Therefore, the interlayer lowers the saturation 

current density and hence increases the open circuit voltage of the device. If 

the interlayer thickness is doubled (as in the case of two GBD films), the 

probability of charge carrier tunnelling lowers, causing the accumulation of 

holes near the interface; this results in high recombination. The recombination 

centres are further increased by the GBD transfer process that introduce 

interface defects, as already seen in graphene/h-BN/GaAs heterostructures 

[328]. The schematics diagram of carrier separation processes in 

FLG/2GBD/n-Si SBSCs is shown in Figure 4.77c. The analysis of the dark J-
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V characteristics gives information on the diode characteristics of the cells. The 

diode characteristics of a Schottky junction is described by thermionic emission 

theory of majority carriers over the Schottky barrier according to equation [312] 

 

 𝐽 = 𝐽0 [exp (
𝑞𝑉

𝜂𝑘𝑇
) − 1]   4.40 

 

where 𝜂 is the ideality factor, 𝑅𝑠 the series resistance, k is Boltzmann’s constant 

(k=8.62×10-5 eV/K), T is the temperature in Kelvin, q is the electronic charge 

(1.6×10-19 C) and the saturation current density 𝐽0 is described by the equation 

 

 𝐽0 = 𝐴∗𝑇2 exp (−
𝑞(𝑆𝐵𝐻)

𝑘𝑇
)   4.41 

 

where A* is the effective Richardson constant. The SBH values, evaluated by 

taking the slope at the forward bias linear region of ln(J)-V curve (inset of 

Figure 4.76b), are reported in Table 4.5.  

 

Table 4.5. The diode characteristics of Schottky junctions reported in Figure 4.76 

Device SBH [eV] 𝜼 𝑹𝒔 [Ω] 

FLG/n-Si 0.78 2.1 216 
FLG/GBD/n-Si 0.87 1.6 178 
FLG/2GBD/n-Si 0.70 3.5 110 

 

For FLG/n-Si, the SBH is estimated to be 0.78 eV. The SBH increases when 

the GBD interlayer is added (0.87 eV). The 𝜂 values were also extracted from 

ln(J)-V curve: the introduction of the interlayer reduces 𝜂 from 2.1 to 1.6, as 

previously reported for undoped FLG/n-Si diodes [312]. With two GBD films 

as interlayer, the diode curve showed a non-linearity at the lower bias. This is 

due to the presence of leakage currents usually attributed to generation and 

recombination of carriers in the charge space region, field emission and 

thermionic field emission or surface/edge effects that may lead to local barrier 

lowering [284], [285]. In this case the SBH is 0.70 eV, lower than the SBH 

found for the other cell configurations, and 𝜂 increases to 3.5 [283].
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4.4.2  Photovoltaic characterization  

Additional characterization is presented in Figure 4.78, which shows 

the EQE of the cells acquired with and without OB.  

 

 

Figure 4.78. EQE curves without (a) and with (b) OB of G /n-Si (blue) and 
FLG/GBD/n-Si (red) SBSCs [351].  

 

The EQE curves acquired without OB are identical for the two cells 

(Figure 4.78a). They reach a value of ~60 % in the wavelength range 600 nm 

< λ < 800 nm, in line with state-of-the-art Si solar cells [312]. Evaluating EQE 

with OB, the cells show a different behaviour: FLG/GBD/n-Si shows an 

unchanged EQE curve with maximum efficiency at ~ 60 %, while FLG/n-Si 

shows a low efficiency of ~ 50% (Figure 4.78b). This result indicates that the 

introduction of the GBD interlayer significantly improves the electron-hole 

pair separation and collection by the corresponding electrodes. Since the 

photogeneration for the device without and with the interlayer is identical, the 

higher EQE observed with the GBD is due to more efficient charge separation 

and charge collection as a result of increased SBH and reduced recombination 

centres at the interfaces. Otherwise in SBSC with two GBD layers a 

significative EQE reduction in OB condition (under than 10%) was observed, 

indicating an activation of recombination centers responsible for the 

entrapment of photogenerated carriers. Probably, in this case, the wet 

fabrication process and film transfer procedures introduce some contamination 

at the interfaces and these defects then increase the recombination centers, 

reducing the EQE measured in OB condition.
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4.5  Doping treatment  

Molecular doping was performed by exposing the top part of the cell to 

nitric acid (HNO3) vapor (from a 70 % solution diluted 1:1 in deionized water) 

at ambient conditions for 3 min [364]. Schematic of doping process is reported 

in Figure 4.79. Details of the doping process can be found in a previous work 

[364], [365]. 

 

 

Figure 4.79. Schematic diagrams of the Gr/Si solar cell and HNO3 doping. Adapted 
from [364]. 

 

Doping treatment can induce modification in the graphene lattice, 

resulting in an effect on the vibrational modes probed by Raman spectroscopy 

[80], [135]. It is possible to obtain information about carriers concentration and 

strain by evaluating the G and 2D bands frequency [23], [46], [366]. FLG layer 

after doping was largely discussed in previous work, confirming a p-doping 

with a doping level of ~ 2 × 1013 cm-2 [365]. To evaluate the effects of doping 

on GBD, the correlation between the Raman shift of the G and 2D band was 

studied [366]. Points in the map in Figure 4.80 corrispond to Raman spectra 

acquired on the GBD films transferred on Si/SiO2, before and after the doping 

treatment. The points are located between two axes that describe the pure strain 

with a slope of 2.45 [46] (solid black line in Figure 4.80) and the pure doping 

with a slope of 0.7 [23] (solid grey line in Figure 4.80). The origin of this 

coordinate system (1582 cm-1, 2670 cm-1) corresponds to undoped and 

unstrained graphene for excitation energy equal to 2.33 eV [367]. The point 

distribution in the map is due to in-homogeneity of the sample but it was 
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possible to extimate doping and strain evaluating the center of point cluster 

[367].  

 

 

Figure 4.80. G-2D Correlation map for GBD layer. The solid black line and the solid 
grey line represent the pure strain and pure doping, respectively. The dashed line 
represent the projection on strain and doping axes [351].  

 

Pristine GBD appears characterized by an intrinsic doping of ~ 0.7 × 

1013 cm-2 due to the different nature of GBD with respect to the pristine 

graphene. After doping treatment, the point distribution moves to a 

compressive strain of -0.15% and doping of ~ 1.1 × 1013 cm-2. This result shows 

that the doping treatment works differently on the two layers, with a less 

significant doping on GBD. The J-V characteristics under illumination were 

acquired on FLG/GBD/n-Si with best EQE performance. The curves were 

acquired before and after the doping treatment with HNO3 [244]. The effect of 

the doping treatments on FLG/GBD/n-Si J-V curves is reported in Figure 

4.81 and the photovoltaics parameters are summarized in Table 4.6.  

 

Table 4.6. Photovoltaic parameters calculated from curves reported in Figure 4.81 
for FLG/GBD/n-Si SBSC  

Process step 𝑱𝒔𝒄 [MA/CM2] Voc [V] FF [%] PCE [%] 𝑹𝒔[Ω] 

Pristine 23.1 0.52 39.4 4.8 17.5 
Doped HNO3 3min 23.3 0.53 54.2 6.7 7.8 
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Figure 4.81. J-V curve of FLG/GBD/n-Si under illumination in standard condition, 
before and after doping treatment with HNO3 [351] 

 

The pristine cell under illumination shows good photovoltaic 

characteristics with short circuit current density (𝐽𝑠𝑐), open circuit voltage 

(VOC), fill factor (FF), PCE and series resistance of 23.1 mA/cm2, 0.52 V, 39.4 

%, 4.8 %, 17.5 Ω, respectively. The molecular doping improves the cell 

performance in particular in term of PCE and FF, while reducing the 𝑅𝑠: the 

FF increases to 54.2 % and consequently the PCE reaches 6.7 %, while the 𝑅𝑠 

decreases to 7.8 Ω. The influence of doping on the short-circuit current density 

(𝐽𝑠𝑐) is negligible, as already observed in literature [313], [365]. The 

improvement in the cell photovoltaic parameters by HNO3 treatment can be 

attributed to different factors. The molecular doping is expected to decrease 

the sheet resistance of graphene [313], [316] and this leads to a proportional 

decrease in the 𝑅𝑠 of the solar cell, and to a concomitant increase in the FF. 

Beside the significant decrease in the graphene sheet resistance, a volatile 

oxidant treatment such as the exposure to HNO3 vapor is expected to improve 

the uniformity of the Schottky junction by saturating defects at the interfaces. 

This should also contribute to decrease the cell 𝑅𝑠, further increasing its FF 

[313]. The effects of ageing on the doping treatment and on the cell 

performance were also investigated and are showed in Figure 4.82.  
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Figure 4.82. Doping, ageing and recovery effect on illuminated J-V curve of 
FLG/GBD/n-Si SBSC: before the doping (blue), immediately after doping (red), after 
2 hours (light) and after re-doping process (green) 
 

Table 4.7. Photovoltaic parameters calculated from curves reported in Figure 
4.82 

Process step 𝑱𝒔𝒄 (mA/cm2) VOC (V) FF (%) PCE (%) 𝑹𝒔 (Ω) 

Pristine 23.1 0.52 39.4 4.8 17.5 
Doped HNO3 3min 23.3 0.53 54.2 6.7 7.8 
After 2h 22.6 0.48 32.7 3.5 32.3 
Re-doped HNO3 3min 23.2 0.52 50.7 6.2 9.0 

 

The long-term stability of solar cells is a very important factor in view 

of commercialization [368]. The light blue curve in Figure 4.82 shows the 

ageing effect on the cell. After 2 hours, the photovoltaic parameters show a 

worsening. Ageing degrades the VOC (reaching 0.48 V) and FF parameters and 

PCE decrease respectively at 32.7 and 3.5 %. A quasi-complete recovery of 

photovoltaic parameters is possible upon repeating the exposure to HNO3 

(green curve in Figure 4.82). The comparison between the relative electrical 

parameters is reported in Table 4.7. As reported in our previous work on a 

FLG/n-Si SBSC, ageing leads to the degradation of the Voc and FF parameters 

and to the increase of “the S shape” of the I-V curve [244]. This effect was due 

to the instability of graphene doping by volatile compounds (HNO3), which 

lowered the SBH and hence decreased the value of VOC [313], [317]. After three 

weeks of storage in air, the final effect on PCE was a 70% reduction with 

respect to the freshly doped cell, but a complete recovery was possible upon 

repeating the doping procedure by exposure to HNO3 vapors. A similar 
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degradation and recovery behaviour was observed in the present study on 

FLG/GBD/n-Si SBSC.

  

  



Graphene based derivative interlayer in  

Graphene on Silicon Schottky Barrier Solar Cells 

144 

 

Conclusions 
 

 

In summary, this thesis was aimed at providing a contribute in the CVD 

growth of graphene by using ethanol. The growth parameters were varied to 

optimize graphene synthesis as well as to endow it with peculiar electric 

characteristics. Graphene films, supplied with different structure and 

conductivity, were used to realize photovoltaics devices based on graphene on 

silicon Schottky junction. Indeed, graphene, characterized by outstanding 

electrical properties, is considered a good substitute of silicon in the fabrication 

of electronic devices and it is highly integrating with modern silicon technology. 

In this view, CVD represents the most promising and successful method to 

grow high quality large graphene films.  

In this work, graphene was properly synthesized and its  properties were 

suitably tailored to photovoltaic applications. A detailed characterization of the 

obtained products was also performed by Raman spectroscopy and optical, 

electric and atomic force microscopy.  

The growth of sub-mm, highly crystalline monolayer graphene grains by 

ethanol CVD on Cu foils with direct exposition of metallic substrate was 

demonstrated. The growth was performed without using Cu enclosures or 

other artifices to limit the nucleation density. The study systematically explored 

the ethanol-CVD parameters to afford the growth of graphene on flat Cu foils 

with full control over nucleation rate, grain size and crystallinity. The 

importance of Cu foil pre-oxidation was shown: without Cu pre-oxidation, the 

high nucleation density granted by ethanol-CVD prevented the growth of 

grains larger than 1-3 µm; by using Cu pre-oxidation, it was possible to optimize 

the growth process by tuning the CVD parameters. A combination of Cu pre-

oxidation, quick Ar annealing (1 min, pre-growth) and low ethanol flow rate 

(1.5×10-3 sccm) have been identified as the key to the growth of isolated large 

graphene grains on plain Cu with size in excess of 300 µm. When used in field-

effect transistors, these large grains attained field-effect mobility up to 1355 

cm2Vs. With these optimized CVD conditions, a few nucleation sites were 
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formed and the carbon atoms dissociated from ethanol were preferentially 

incorporated into the growing nuclei instead of further contributing to the 

nucleation. In these conditions, the growth process could be extended to 60 

min to increase the grain size while retaining a low nucleation density. Overall, 

the growth of sub-mm single-crystal grains with low defects on flat Cu surfaces 

is very significant for technologic applications. Having a reproducible 

production method, these crystalline grains can be made in large numbers to 

be used as building blocks for electronic devices. Further, crystalline grains as 

such could serve as seeds for the formation of continuous large-area, single-

crystal graphene films, which are actively sought after in the materials 

community. 

A few-layer graphene (FLG) on silicon Schottky barrier solar cell with an 

interlayer of low-conductivity graphene based derivative (GBD) was realized, 

electrically characterized and tested as photovoltaic device demonstrating the 

effect of interfacial layer in the junction. J-V curves and external quantum 

efficiency measurements confirmed that the GBD interlayer reduces charge 

traps, added by interface states and recombination centres. The interlayer leads 

to a decrease of the saturation current and series resistance, bringing the 

Schottky barrier height from 0.78 to 0.87 V. Analysis of the diode 

characteristics, showed that the ideality factor is also reduced from 2.1 to 1.6, 

demonstrating the reduction of interface recombination processes. The 

improvements derived by the insertion of a GBD interlayer in the FLG/n-Si 

junction, were confirmed by the ∼ 20% increase in external quantum efficiency 

(measured under white-light bias to keeping the cell closer to the operation 

condition). The insertion of a GBD interlayer with doubled thickness (made by 

sequentially transferring two GBD films) resulted in charge accumulation at the 

interface, acting as detrimental recombination centres. This proved that the 

GBD film has intrinsically an optimal thickness (~ 1.1 nm) to work as hole 

transport layer in this cell architecture. The effect of a doping treatment by 

HNO3 vapour on the cell was also investigated and proved an improvement of 

all photovoltaic parameters, raising the power conversion efficiency from 4.8 

% up to 6.7 %. The results reported in this thesis set the basis for the 

exploration of Si Schottky-barrier solar cells fabricated with graphene-based 
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films with selected properties (e.g., layers number, work function, charge 

transport behaviour, doping level, etc.) and in different configurations, towards 

improved cell performance. 
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